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An Integrated Cluster Detection, Optimization, and
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Abstract—In many financial applications, such as fraud
detection, reject inference, and credit evaluation, detecting clus-
ters automatically is critical because it helps to understand the
subpatterns of the data that can be used to infer user’s behav-
iors and identify potential risks. Due to the complexity of human
behaviors and changing social environments, the distributions
of financial data are usually complex and it is challenging to
find clusters and give reasonable interpretations. The goal of
this study is to develop an integrated approach to detect clus-
ters in financial data, and optimize the scope of the clusters
such that the clusters can be easily interpreted. Specifically, we
first proposed a new cluster quality evaluation criterion, which is
free from large-scale computation and can guide base clustering
algorithms such as k-Means to detect hyperellipsoidal clusters
adaptively. Then, we designed a new solver for a revised support
vector data description model, which efficiently refines the cen-
troids and scopes of the detected clusters to make the clusters
tighter such that the data in the clusters share greater similarities,
and thus, the clusters can be easily interpreted with eigenvec-
tors. Using ten financial datasets, the experiments showed that
the proposed algorithm can efficiently find reasonable number of
clusters. The proposed approach is suitable for large-scale finan-
cial datasets whose features are meaningful, and also applicable
to financial mining tasks, such as data distribution interpretation
and anomaly detection.

Index Terms—Clustering methods, data mining, financial
management, spectral analysis.

I. INTRODUCTION

IN MANY financial applications, such as credit evaluation,
fraud detection, and reject inference, labeled data of ground

truth are highly scarce. Hence, unsupervised models are used
intensively to infer the patterns behind the data. Compared to
supervised learning, unsupervised learning is more challeng-
ing because of lacking objective criteria to guide the learning
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process and evaluate the results. Since most industrial data
are unsupervised, unsupervised models, such as frequent item-
set mining and clustering, all play important roles in certain
domains [1]. This article focuses on clustering for two reasons:
first, one purpose is to analyze the unknown subpatterns that
usually represent users’ changing behaviors and potential risks
in financial data. Clustering can detect groups of similar data
points aggregating in local areas, and thus, it is an appropriate
unsupervised tool for this purpose. Second, this study concerns
about financial data, which are normally numerical or tabular,
and clustering has been widely used to deal with such data
types. This work is motivated by the following observations.

1) It is difficult for most clustering algorithms to deter-
mine the number of clusters in advance due to the
complicated distributions of financial data. Besides, cor-
relations among features are ubiquitous and result in
various shapes of data distributions. Many clustering
algorithms cannot adapt to these varying shapes. For
example, k-Means can only separate space with hyper-
spheres, which are not suitable for rotated strip-shaped
distributions derived from linear correlations [2].

2) The interpretability of a model is crucial in financial
applications. For instance, in credit evaluation, the data
mining results have important impacts on customers;
thus, they must be interpretable to customers and man-
agers. Although there exist many cluster interpretation
approaches [3], few focus on the interpretation of financial
data.

3) The size of financial data is normally huge and the
calculation speed is critical. Although some clustering
techniques are theoretically powerful, they are slow and
infeasible in financial applications. For instance, spec-
tral clustering involves the eigen decomposition of the
Laplacian matrix, and it is very difficult to perform
large-scale matrix decomposition in practice.

Based on the above observations, we need an integrated
clustering approach to address the aforementioned issues
derived from complex distributions and large volumes of finan-
cial data. While traditional clustering algorithms pursue overall
space separation, clustering analysis in this study tries to cap-
ture the landmark characteristics of the data distribution, which
is important for financial applications, such as new pattern
analysis, reject inference, and fraud detection. This work also
considers the computation time and memory cost such that the
models can apply to large-scale financial datasets.

The novel contributions of this work are twofold. First,
we proposed a new criterion to evaluate the cluster quality
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based on the spectral graph theory, which guides base cluster-
ing algorithms to detect hyperellipsoidal clusters iteratively.
Compared to traditional methods, the criterion is free from
large-scale computation, and the automatic clustering frame-
work is well suited to the analysis of large-scale financial
data with complex distributions. Second, we developed a
new penalty-function-based solver for a revised support vec-
tor data description (SVDD) model [4], which conducts the
optimization in the Euclidean space, such that SVDD can be
used to optimize the centroids and the scopes of the detected
clusters more smoothly and efficiently.

The remainder of this article is organized as follows.
Section II reviews the related works. Section III analyzes
the characteristics and major types of financial data distribu-
tions. Section IV describes the proposed approach. Section V
presents an experimental study using ten financial datasets.
Finally, Section VI concludes the article.

II. RELATED WORKS

This section reviewed the related works in correlation
analysis, adaptive clustering, and cluster interpretation.

A. Disentanglement of Features

A hot topic recently is to detect clusters of varying shapes.
Irregularly shaped clusters are usually caused by the interac-
tions between features [5]. Disentanglement learning focuses
on analyzing feature interactions [6]. The efforts to disentangle
the interactions can be divided into two categories.

1) Nonlinear Models: Nowadays, the most state-of-the-art
approaches for nonlinear disentanglement learning are
based on a particular type of deep neural networks, that
is, variational autoencoders (VAE) [7]. The key idea of
VAE is that the high-dimensional entangled features can
be explained by the lower dimensional and simply dis-
tributed latent variables. However, this notion has been
challenged recently. Locatello et al. [8] proved that fea-
tures of unknown and complex distributions are very
difficult to be transformed to latent variables of simple
distributions in an unsupervised manner.

2) Linear Models: Different from the difficulties of nonlin-
ear disentanglement of features, linear disentanglement
analysis is straightforward. Many well-known tools,
such as singular value decomposition (SVD) [9] and
principal component analysis (PCA) [10], can be used
for this purpose. SVD-based methods eliminate the lin-
ear entanglement by transforming the original dataset
with left eigenmatrix, and keep all features orthogo-
nal [11]. PCA eliminates the entanglement through a
transformation with the eigenmatrix of the inverse of the
covariance matrix, and keeps the correlation coefficients
zero [12]. Besides, Sim et al. [13] proposed to find
real-world profitable stocks through clustering in a trans-
formed subspace. Jung and Chang [14] used partial
correlation to study the market structure and conduct
clustering in the disentangled space.

One implicit assumption of correlation analysis is that
data have a uniform pattern, which is not true because

of complicated distributions [15]. Therefore, it is neces-
sary to develop models that can handle heterogeneous data
distributions.

B. Automatic Clustering Algorithms

Many works suggested that practical datasets follow
multimodal multivariate distributions [16]. In this case, there
may be several distinct peaks in the probability density
function of every single variable (feature). Such multimodal
distributions generate clusters located in several areas of the
Euclidean space. Consequently, the analysis of social data dis-
tributions relies on clustering algorithms to conduct spatial
division [17]. In financial data, the cluster distribution could
be very complex due to the noncooperative behaviors of game
partners [18].

The most frequently used clustering algorithm is k-Means
and its variants, which group samples into k hyperspheri-
cal scopes. For instance, Liu et al. [19] suggested that in
social stream data distributions may differ as time passes, and
thus, proposed a heuristic space partitioning method based on
k-Means to improve the concept drift detection. One limitation
of k-Means is that hyperspheres are only appropriate when the
variance of each feature is identical and no linear correlation
exists [20]. In many cases, hyperellipsoids are more suitable
than hyperspheres because correlations and varying variances
of features result in rotated hyperellipsoidal [21]. A frequently
used model that overcomes the limitation of k-Means is the
Gaussian mixed model (GMM), which is a probabilistic model
that assumes all the data points are generated from a mixture
of a finite number of Gaussian distributions with unknown
parameters [22]. The main merit of GMM is that they generate
clusters of hyperellipsoids and take the linear correlations into
consideration [22]. That is why this article uses hyperellipsoids
rather than hyperspheres.

A common difficulty in GMM and k-Means is that it is hard
to determine the appropriate number of clusters in advance.
Many efforts have been made to solve this problem. The
naivest approach is to evaluate the clustering results itera-
tively with different cluster numbers using evaluation criteria,
such as the Akaike information criterion (AIC) [23], Bayesian
information criterion (BIC) [24], and Silhouette score [25],
and then choose the best performed number of clusters. AIC
and BIC usually rely on an elbow test, that is, choose the clus-
ter number at the biggest inflection of the score curve [26].
However, in some cases, the score curve is smooth and it is
unclear which cluster number is the best [27]. The silhou-
ette test is easier to use because the principle is to choose
the cluster number with the highest score [25]. The limita-
tion of the Silhouette test is that its time complexity is high,
and sometimes inclined to high clustering resolution and lose
distribution details [28]. Another well-known theory is spec-
tral analysis, which builds a graph with data points as nodes
and similarities between points as edges, and then studies the
eigenvalues of the normalized graph Laplacian matrix [29].
The graph cut theory suggests that small eigenvalues of the
Laplacian matrix reflect weak connections of components, and
a large eigen gap indicates a proper cluster number [30].
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Fig. 1. Typical types of data distributions. (a) Independent and identical distribution. (b) Non-linearly correlated and identical distribution. (c) Linearly
correlated and identical distribution. (d) Independent and multimodal distribution. (e) Correlated and multimodal distribution.

The advantages of spectral clustering include the detection
of various cluster shapes, utilization of kernel functions, and
cluster number estimation [29]. Chen et al. [17] proposed
a two-Level subspace weighting method and then conducted
spectral clustering to group customers from the commercial
transaction data. Türkmen et al. [31] proposed a method to
recover the accurate representation of the underlying market
graph structure, and then conducted automatic spectral cluster-
ing toward the recovered data. The main limitation of spectral
clustering is that the graph Laplacian matrix’s dimension is
the same as the sample number, which makes it hard to apply
to large-scale datasets [29].

Besides these well-known canonical methods above,
Song et al. [32] used correlation-based agglomerative hierar-
chical clustering to analyze the structure of the cryptocurrency
market. Kingrani et al. [33] suggested that the difference
between the global diversity of clusters and the sum of each
cluster’s local diversity can be used as an effective indicator
of the optimality of the number of clusters. Guo et al. [34]
proposed an approach to achieve low-rank clusters through a
unified scheme for distance metric learning and clustering, and
the clusters can be recognized easily in the low-dimensional
embedding.

However, these cluster number estimation methods, which
were based on connected components, density, hierarchy,
diversity, or low-rank structure, were not designed for space
division methods used in this article (such as GMM and
k-Means). There is no standard solution to this problem yet.

C. Cluster Interpretation

One explanatory clustering method is to keep clusters
tight and use instances or centroids to interpret clusters.
Davidson et al. [35] proposed a method to find a compact
and distinct explanation of each cluster using instance-level
descriptors from a common dictionary. Tightness of clusters
indeed makes great sense because it implies robust underlying
patterns, which are critical to data analysis and interpretation.
However, the tightness of clusters is difficult to guarantee and
thus, centroids are not necessarily representative.

Other methods suggest that density within clusters, noises,
and outliers can be used to interpret clusters. Sakai et al. [36]
argued that the density-based adaptive spatial clustering algo-
rithm extracts areas which mean local topics and, thus, it can
be used as geo-tagged documents topics explanation. Some
researchers suggested that outliers can be expressed as vital
contextual information, which improves the interpretability of
local distribution [37]. Davidson et al. [38] proposed that
noises can also be used to interpret the clusters and enhance
clustering stability.

Although understanding the subpatterns of financial data
is important, studies dedicated toward the integrated cluster
detection, optimization, and interpretation are rare. The clus-
tering analysis can provide important information, such as data
density, outliers, numeric characteristics, and number of poten-
tial modals. Therefore, this work focuses on the automatic
cluster detection and the interpretation of the results.

III. PROBLEM FORMULATION

A. Characteristics of Financial Data

Distributions of financial data are inherently complex, due
to the following reasons.

1) Financial data are social data, which are usually domi-
nated by multiple complicated latent factors, and these
factors can be easily influenced by external changeful
social environments, and even evolving over time.

2) In fraud-related financial data mining tasks, criminals
take countermeasures based on the anti-fraud actions of
financial institutions. Such a game alike phenomenon
has been frequently observed in financial projects [18].

3) Latent factors of financial data are usually correlated and
even autocorrelative, that is, these factors influence each
other mutually and result in complex patterns.

B. Typical Data Distributions of Financial Data

Fig. 1 illustrates typical data distributions using 2-D syn-
thetic datasets.

1) Identical Distribution: In this category, all samples fol-
low the same multivariate distribution. According to the
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interactions between features, this category can be further
divided into independent and identical distribution, nonlinearly
correlated and identical distribution, and linearly correlated
and identical distribution. As shown in Fig. 1(a)–(c), data
points in each figure follow an identical distribution, but their
correlation types vary.

2) Multimodal Distribution: In this category,
multimodality indicates that the samples are not homogenous
and they come from several different distributions. Again,
according to the interactions between features, this distribu-
tion can be further divided into independent and multimodal
distribution, and correlated and multimodal distribution. As
shown in Fig. 1(d) and (e), datasets in this category have
multimodals, that is, several clusters. In Fig. 1(d), each
cluster follows a Gaussian distribution. In Fig. 1(e), samples
in different clusters have different correlation types. Take
clusters A, B, and C in Fig. 1(e) for examples. Samples
in A are linearly correlated, samples in B are nonlinearly
distributed, while samples in C follow the Gaussian distri-
bution. Different linear and nonlinear correlations may exist
simultaneously among different parts of a single dataset. In
practice, correlated and multimodal distribution is common
among financial data.

Due to space limitation, this work focuses on linearly cor-
related types. If the features are nonlinearly correlated or
autocorrelated, they should be preprocessed with disentangled
representation or differencing techniques [39].

Based on the above analysis, the proposed approach is
intended to deal with the following issues.

1) Due to the unknown distributions of data, we need
automatic techniques to detect clusters representing sub-
patterns without losing the details of the distribution.

2) Since correlations are ubiquitous, we also need a mech-
anism to handle linear correlations automatically.

3) Due to the sensibility of financial applications, we
need an interpretability approach to convince financial
managers and customers of the detection results.

IV. PROPOSED APPROACH FOR AUTOMATIC CLUSTER

DETECTION, OPTIMIZATION AND INTERPRETATION

This section introduces the ideas, theoretical background,
and technical details of the proposed approach. The entire
research framework is outlined in Fig. 2.

A. Theretical Background

We first introduce a kernel matrix and explain why it is used
to analyze cluster distribution. A kernel matrix is defined as

K =

⎡
⎢⎢⎣

κ11 κ12 . . . κ1m

κ21 κ22 . . . κ2m

. . . . . . . . . . . .

κm1 κm2 . . . κmm

⎤
⎥⎥⎦ (1)

where κ is the kernel function of pairwise data points. It is
used to measure the similarities between pairwise data points,
and is defined as

κ
(
xi, xj

) = φ(xi)
T · φ

(
xj

)
(2)

where xi and xj are two pairwise data points, and φ is a
transformation function that projects the data points into a

Fig. 2. Research framework of the adaptive clustering.

reproducing kernel Hilbert space [40]. In most kernel func-
tions, transformation with φ is implicit, that is, we can
calculate κ(xi, xj) with data points directly, but an explicit
form of φ cannot be given [40]. However, in recent years,
the random fourier (RF) transform, Nyström method, and ran-
dom kitchen sinks (RKS) have been proposed to approximate
an explicit transformation of φ [41]. The subsequent sections
depend on such an explicit kernel transformation, that is, φ,
and it is marked as P1 in Fig. 2.

In the last two decades, the kernel matrix has been uti-
lized intensively by spectral clustering, which uses the kernel
matrix to represent a weighted adjacency matrix [42]. The
spectral graph theory relates the eigenvalues of the adjacency
matrix or Laplacian matrix, which is the minus of the degree
matrix, to structural properties of graphs [29]. A well-known
property is that the number of eigenvalue 0 of the Laplacian
matrix is equal to the number of connected components, and
the corresponding eigenvectors are the indicator vectors of
the connected components [42]. Then, the trick of spectral
clustering is that the connected components can be viewed as
clusters, and we can perform clustering on the eigenvectors of
the Laplacian matrix corresponding to the 0 or small eigenval-
ues with a base clustering algorithm such as k-Means. Besides,
the position of the biggest eigen gap can be used to infer
the possible cluster number when the eigenvalues are ordered
increasingly [29]. Although this approach has a strong theoret-
ical background, it is usually found impractical in large-scale
financial applications. Because the dimension of the square
Laplacian matrix is n, which is the sample size, and the eigen
decomposition toward it is infeasible when the scales of the
datasets are large, as discussed previously.

B. Criterion for Cluster Quality Evaluation

Due to the above limitation, we utilize SVD to avoid the
computation of the eigen decomposition toward the kernel
matrix, which represents the adjacency matrix, and propose
a criterion to evaluate the quality of a cluster.

Suppose that there is an explicit kernel transform φ(xi), �

is a kernel transformation toward the entire dataset X, where
each column of X represents a data point xi, and each column
of �(X) represents a kernel transformation of xi, that is, φ(xi).
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Now, the kernel matrix can be denoted in such a form

K = �(X)T · �(X) (3)

whose dimension is n × n, and n is the sample size.
Solving the eigenvalues of �(X)T ·�(X) involves large-scale

computation. But there exists a well-known property of SVD
that can facilitate the computation. Suppose an SVD toward
�(X) is

�(X)m′×n = Um′×m′�m′×nVn×n (4)

where m′ is the dimension of a transformed data point φ(xi).
Um′×m′ contains the eigenvectors of �(X) · �(X)T , Vn×n

contains the eigenvectors of �(X)T · �(X), and �m′×n is a
diagonal matrix containing the square root of the eigenvalues
of both �(X) · �(X)T and �(X)T · �(X). �(X) · �(X)T and
�(X)T · �(X) have the same nonzero eigenvalues. Since the
dimension of the matrix �(X) · �(X)T , which is m′ × m′,
is significantly smaller than the dimension of the matrix
�(X)T · �(X), which is n × n, in practice, we can obtain
the eigenvalue of �(X)T · �(X), that is, K , by performing
a much faster and lightweight eigen decomposition toward
�(X) · �(X)T . This trick makes the spectral analysis on the
large-scale kernel matrix feasible. The above idea is outlined
in Fig. 2, the calculation of �(X)T ·�(X) is marked as P2, and
the eigen decomposition of �(X) · �(X)T is marked as P3.

We denote the singular value of �(X) as si, and thus, the
eigenvalue of K is s2

i . With the eigenvalues of the kernel
matrix that represents the adjacency matrix, we can estimate
the eigenvalue distribution of the Laplacian matrix and then
infer the possible cluster number with the position of the
biggest eigen gap [43]. Nevertheless, there are the following
limitations with this approach.

1) The canonical spectral clustering uses the eigenvectors
of the Laplacian matrix as the data representation [29].
However, we cannot obtain the eigenvectors with the
above method.

2) It is hard to control the clustering resolution just with
the position of the biggest eigen gap.

3) It is unavailable when the eigenvalue curve is smooth
and there is no evident big gap between the eigenvalues.

Due to the limitations above, the eigen gap approach is not
well suited to the data distribution analysis tasks proposed
in Section III. Therefore, we take another way to evaluate
the cluster quality and then design an adaptive clustering
framework with the eigenvalues of the kernel matrix.

In the spectral graph theory, the largest eigenvalue of the
adjacency matrix is called “spectral radius,” and it reflects the
bounded degrees of the nodes [29]. A dominantly large eigen-
value indicates that the nodes are densely connected, and the
data points share great similarities mutually. Based on the anal-
ysis above, we propose the following criterion to evaluate the
quality of a cluster:

qci = s2
1

/ m′∑
j=1

s2
j (5)

where sj refers to the singular values of �(Xi) arranged in a
descending order, Xi are the data points within cluster ci, m′ is

the dimension of the transformed space by �, and qci ∈ (0, 1).
Higher qci value indicates that data points within the cluster
share greater similarities measured by κ(xi, xj). This criterion
helps to control the clustering resolution and capture landmark
characteristics of the data distribution. This process is marked
as P4.1 in Fig. 2.

As for computational complexity, eigen decomposition
requires O(m2.376) time, where m is the feature number of
the dataset [44]. In practice, we can solve singular val-
ues efficiently with a power method such as the Lanczos
algorithm [45].

C. Cluster Shape Analysis and Orthogonal Transformation

In an Euclidean space transformed by the explicit kernel �,
a high qci indicates two types of possible distributions.

1) The samples squeeze in a small area, which means that the
samples are determined by some dominant factors.

2) The samples distribute in a large area, but they are
linearly correlated. In this case, the samples usually
distribute along a hyperplane and are low rank [46].

In the first case, the samples can be clustered with a hyper-
sphere. In the second case, the linear correlations usually
mean that the features are not well presented, which may be
inevitable in practice.

Since a high qci value is not capable of determining whether
there are linear correlations or the degree of aggregation
of the data is high, it should work with clustering algo-
rithms to generate hyperellipsoidal clusters, or eliminate linear
correlations before applying clustering algorithms using hyper-
spheres. Without loss of generality, we use a matrix deduced
from (4) to revise the space. Let Pi = �−1

i UT
i , we have

Pi · �(Xi) = �−1
i UT

i �(Xi) = VT
i . (6)

Due to VT
i ’s orthogonality, now we can conduct a linear

transformation toward �(Xi)

Xi → Pi · �(Xi) (7)

such that the data features are kept orthogonal and the data
points locate in a hyperspherical area of unit radius. The
transformation with (7), which is marked as P4.2 in Fig. 2,
can be omitted when the base clustering algorithm uses
hyperellipsoids, such as GMM.

D. Iterative Clustering Algorithm: Ada-Ellip

Since a larger qci indicates that the data points aggregate
better in the hyperellipsoidal scope, we can set a threshold Tq

and split the cluster into ks if qci < Tq. The value of ks can
be 2 or estimated in the following way:

ks = arg min
k

⎛
⎝

k∑
i=1

s2
i /

m′∑
i=1

s2
i > Tq

⎞
⎠, 0 < Tq < 1. (8)

The above solution is marked as P4.3 in Fig. 2. Next, like
spectral clustering, we perform clustering using base algo-
rithms such as GMM with ks as the preset cluster number. The
clustering process carries on with the qci evaluation recursively
until all qci values of clusters satisfy the preset condition:
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Algorithm 1 Ada-Ellip
Input:

X: A normalized or standardized dataset with columns
representing data points.
Tq: A threshold of qcj to check if the data points in
cluster aggregate well.
BCA: Base clustering algorithm, the feasible value is
‘GMM’ or ‘k-Means’.
Tnoise: A threshold to resist noises, default value: 0.05;

Output:
{CLi}: a list of k cluster structs CLi, which has fields
of ci as a centroid in the transformed space, Xi as sub-
dataset allocated to it, Pi as a linear projection matrix,
and qci value of �(Xi), where i = 1, . . . , k.

Method:
1: Calculate Pi if BCA ! = ′GMM′, otherwise P = I;
2: Calculate eigenvalues s2

i of Pi�(X) · (Pi�(X))T ;
3: Calculate ks with Eq. (8);
4: Conduct clustering with BCM on Pi�(X) to find ks

centroids: {ci}; //marked as P5 in Fig.2.
5: Allocate each data points in Pi�(X) to the nearest ci as

Pi�(Xi);
6: for ci in {ci} do // Parallel loop is recommended.
7: Calculate qci with dataset Pi�(Xi) in ci;
8: if qci > Tq then
9: Add CLi(ci, Xi, Pi, qci) to {CLi};

10: else
11: Go to step (1) with Xi as the inputted dataset;

//The following codes are resisting noises.
12: Sort {CLi} based on their inner data points

Xi’s size in descending order, and calculate
k = arg mint(

∑t
i=1 size(CLi.Xi)/

∑total
i=1 size(CLi.Xi) >

1 − Tnoise); //only use dense clusters covering (1 − Tnoise)
proportion of data points in total.

13: Allocate each data points in {CLk+1, . . . , CLtotal} to CLi,
whose centroid ci is the nearest to the data point, and
CLi ∈ {CL1, . . . , CLk};

14: return {CL1, . . . , CLk};

qci < Tq. The idea above is outlined in algorithm Ada-Ellip,
which highlights its characteristic of adaptive hyperellipsoids.

Intrinsically, Ada-Ellip is a framework to add adaptivity to
base clustering algorithms such that automatic clustering can
be achieved. Besides, it is also notable that we have a noise
resisting mechanism in the algorithm.

E. Cluster Optimization Based on Revised SVDD

Ada-Ellip only generates rough scopes of clusters, and the
borders of clusters are ambiguous and easy to be influenced
by outliers near the borders. As suggested by [35], keeping a
cluster tighter makes the data inside share greater similarities
and the cluster easier to be interpreted.

Given the data points in a hyperellipsoidal cluster, the
optimal centroid and scope of the cluster can be solved with
the following optimization model, which is a revised version

of SVDD [4]:

min R2 + C
ni∑

i=1

ξj

s.t.
∥∥Pi

(
φ
(
xj

)) − α
∥∥2 ≤ R2 + ξj, ξj ≥ 0 (9)

where xj is the data points in cluster ci, α is the centroid,
Pi is a projection matrix (it can be solved with (6) using the
data points inside the cluster) to overcome linear correlation in
local area, R is the radius of the cluster ci in the transformed
space, ξj are slack variables, and C is a punishment parameter.
The main difference between the model defined in (9) and the
original SVDD is that (9) learns a hyperellipsoidal scope rather
than a hyperspherical one. Thus, we name it Ellip-SVDD. It
can result in tighter scopes for the clusters learned by Ada-
Ellip. This process is marked as P6 in Fig. 2.

Original SVDD is solved by maximizing the dual Lagrange
problem, that is, utilizing Karush–Kuhn–Tucker (KKT) con-
ditions [4]. This solving approach was used by the original
version partially due to the pursuit of “inner product” forms of
data points such that implicit kernel functions can be adopted
smoothly. In contrast, this study uses an explicit kernel to
transform the datasets into another Euclidean space, and thus,
the original solver of SVDD cannot be used for this study. In
addition, the time complexity of the pairwise “inner product”
computation is O(n2), which is not applicable for large-scale
financial datasets.

Thus, we propose a new solver for SVDD based on
the penalty function method. We first rewrite the objective
function and constraints as follows:

min fc(α, R, ξ) = R2 + C
ni∑

j=1

ξ2
j

s.t. hj(α, R, ξ) = ∥∥Pi
(
φ
(
xj

)) − α
∥∥2 − R2 − ξ2

j ≤ 0. (10)

To transform (10) into an unconstrained problem, we for-
mulate the penalty function of the constraint function as

θ(α, R, ξ) =
ni∑

j=1

max
{
hj(α, R, ξ), 0

}
. (11)

The principle of the penalty function is that when a con-
straint hj is violated, the function will give a punishment.
The transformed unconstrained problem, which is formulated
by adding the smooth penalty function term to its objective
function, is as follows:

LC,β(α, R, ξ) = fc(α, R, ξ) + βθ(α, R, ξ) (12)

where β is a penalty coefficient. During the optimization pro-
cess, we need to increase β iteratively by: β(T + 1) = δβ(T),
where δ > 1. As β increases, the problem converges to the
optima. Now, LC,β(α, R, ξ) is a quadratic function and strictly
convex. The partial derivatives of α, R, and ξi are

∂L

∂α
= −2β

ni∑
j=1

{
Piφ

(
xj

) − α, hj(α, R, ξ) > 0
0, hj(α, R, ξ) ≤ 0

(13)

∂L

∂R
= 2R − 2β

ni∑
j=1

{
R, hj(α, R, ξ) > 0
0, hj(α, R, ξ) ≤ 0

(14)
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∂L

∂ξj
= 2Cξj − 2β

{
ξj, hj(α, R, ξ) > 0
0, hj(α, R, ξ) ≤ 0.

(15)

Thus, the gradient of LC,β is: gC,β(α, R, ξ) =
((∂L/∂α)T , (∂L/∂R)T , ([∂L/∂ξ1], . . . , [∂L/∂ξni])

T)T , and the
problem can be solved with the quasi-Newton method. We
can also use the centroids generated by the Ada-Ellip as the
initial value of α when solving the optimization problem.

The proposed SVDD solver works in the Euclidean space
and, thus, it is compatible with the theoretical framework of
this study and the base clustering algorithms. Besides, it is free
from kernel matrix computation and, thus, fast on large-scale
financial datasets.

After solving the optimal centroid and radius of a cluster
with (12) in the transformed space, we can mark the data
points outside the scope of the hyperellipsoid as “outliers.”
Eliminating outliers in each cluster can make the cluster tighter
and data points share higher similarities, which facilitates the
interpretability of the clusters described in the next section.

F. Cluster Interpretation

Based on the clusters detected and refined by the previous
steps, this section aims to give interpretation of the results.

1) Robust Subpattern Analysis: After the refinement with
Ellip-SVDD, data points inside each cluster are very similar
to each other. We can view these tight clusters as robust sub-
patterns, and use the centroids as the landmark data points. It
is easy to attach financial meanings to these clusters and ana-
lyze financial implications behind these landmark samples and
their scopes, which are expressed by the radii and the revised
projection matrices P̂i. Such subpatterns are frequently used
for distribution analysis and reject inference.

2) Each Feature’s Role in a Cluster: A large qci means
that there is only one large singular value in the transformed
data, and the dataset can be reduced to one dimension. SVD
in (4) can be rewritten as an orthogonal projection form. The
projection eigen vector, which performs dimension reduction,
is the one in the first column of the left eigen matrix U cor-
responding to the largest singular value of �(X−

m×ni
), where

X−
m×ni

denotes samples in cluster ci without outliers. Now, the
values of the elements in the projection vector can represent
the roles of the features transformed by φ

Wi = Ui_1 (16)

where each element of vector Wi interprets the importance
of the corresponding transformed feature and the direction
of its influence, that is, positive or negative. Since we use
an explicit kernel transformation φ, the transformed features
are generally a combination of the original features, and it is
easy to interpret the meanings. Furthermore, if we use a linear
kernel, the features transformed by φ are the original features
themselves.

3) Outliers as Potential Financial Anomalies: In a tight
hyperellipsoidal cluster refined by Ellip-SVDD, many out-
liers can be excluded from the cluster scopes. These outliers
are important because they contain anomalous financial activ-
ities hiding beneath the data, and investigating the reasons
behind them may provide valuable information to financial
institutions.

TABLE I
DETAILS OF THE BENCHMARK DATASETS

V. EXPERIMENTS AND EVALUATION

We implemented the proposed approach using the Julia lan-
guage,1 and the comparative algorithms were invoked from
ScikitLearn.jl2 and Smile.3 All of the experiments were con-
ducted on a Lenovo server of 6 CPU cores (12 threads) and
32-GB RAM.

A. Benchmark Datasets

We used ten financial benchmark datasets for the exper-
iments. CreditCard is a dataset collected from the UCI’s
machine learning repository.4 ChineseBank is a real financial
dataset from a Chinese commercial bank. The others are col-
lected from Kaggle’s data repertory.5 The three largest datasets
(GiveMeCredit, ChineseBank, and CreditRisk) are also used
to test the models’ performance on large-scale datasets. Table I
summarizes the details of the datasets. To reflect the correla-
tions among the features, the maximal and average Pearson
correlation coefficient, which indicates pairwise linear corre-
lations, and variance inflation factor (VIF), which indicates
multicollinearity, are also recorded in Table I.

As shown in Table I, there are severe linear correlations in
most datasets, and handing correlations using (7) or GMM is
necessary. To demonstrate the distributions of these datasets,
we reduced their dimensions to 2 using t-SNE [47], and illus-
trated them in Fig. 3. The colors and transparent scopes are
manually estimated clusters for reference only.

B. Explicit Kernel Transformation

As introduced in Section IV-A, we have a built-in explicit
kernel transformation mechanism φ(xi). The transformation is
needed when the data in the original space cannot be sepa-
rated well. As shown in Fig. 3, data points in CreditCard and
GiveMeCredit are not clustered well. We applied an RKS [48]
kernel transformation to CreditCard and an RF [49] kernel
to GiveMeCredit, to explore the effects of kernel transforma-
tion. The dimensions of the two datasets in the target space
were both set to 100, which are much higher than their orig-
inal dimensions. After the transformation, we used t-SNE to
visualize them in Fig. 4.

1https://julialang.org/
2https://scikitlearnjl.readthedocs.io
3https://haifengl.github.io/
4http://archive.ics.uci.edu/ml/index.php
5https://www.kaggle.com/datasets
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(c) (d)

(e) (f)

(g) (h)

(i) (j)

Fig. 3. Distributions of the benchmark datasets and the estimated clus-
ters. (a) CC-GENERAL. (b) FinancialDistress. (c) BankruptcyPredict.
(d) FinanceWellBeing. (e) CreditCustomer. (f) CreditCard.
(g) BankMarketing. (h) GiveMeCredit. (i) ChineseBank. (j) CreditRisk.

As shown in Fig. 4, after the kernel transformation, both
of the datasets can be easily clustered. Explicit kernel trans-
formations are important techniques for clustering when the
datasets are inseparable in the original space. When we do
not apply any kernel function toward a dataset, it is actually
a linear kernel, that is, inner products of the pairwise data
points. It is a particular case of the research framework of the
study.

C. Cluster Number Estimation

This section compares the cluster number estimated by our
approach with other well-known methods, including the Elbow

(a) (b)

Fig. 4. Distributions of datasets transformed by explicit kernel methods.
(a) CreditCard trans. by RKS. (b) GiveMeCredit trans. by RF.

TABLE II
ESTIMATED CLUSTER NUMBER AND TIME COST (SECONDS)

test [26] and Silhouette test [25], and then explained why the
proposed approach is well suited to financial data.

1) Proposed Approach: Ada-Ellip used GMM as the base
clustering algorithm to estimate the cluster number of the
ten datasets, along with the two datasets transformed by
kernel methods. The estimation results and the time cost were
recorded in Table II, and the parameters of Tq in Ada-Ellip
were set to 0.9, 0.95, 0.95, 0.85, 0.75, 0.8, 0.6, 0.9, 0.9, 0.88,
0.9, and 0.94 for the 12 datasets, respectively.

2) Elbow Test: An Elbow test uses score curves of AIC or
BIC to estimate the cluster number, and chooses the clus-
ter number generating the biggest inflexion on the score
curve [26]. AIC is defined as [23]

AIC(k) = 2mk + 2 ln(SSE). (17)

BIC replaces the constant coefficient of 2 in AIC with a
logarithm of the sample number n, and is defined as [24]

BIC(K) = mk ln(n) + 2 ln(SSE). (18)

The smaller of the above two criteria, the better of the
clustering results.

3) Silhouette Test: A Silhouette test evaluates the
Silhouette coefficient of clustering results iteratively with
different preset cluster numbers, and then chooses the cluster
number that maximizes the Silhouette (SI) score, which is
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(a) (b) (c) (d)

(e) (f) (g) (h)

(k) (l) (m) (n)

Fig. 5. Distributions of the benchmark datasets and the estimated clusters. (a) CC-GENERAL. (b) FinancialDistress. (c) BankruptcyPredict.
(d) FinanceWellBeing. (e) CreditCustomer. (f) CreditCard. (g) BankMarketing. (h) GiveMeCredit. (i) ChineseBank. (j) CreditRisk. (k) ChineseBank.
(l) CreditRisk.

defined as [25]

SI =
n∑

i=1

bi − ai

max(ai, bi)
(19)

where ai is the average distance between a data point i and
all the other points in the same cluster, and bi is the average
distance between a data point i and all the other points in the
next nearest cluster. A higher SI score indicates that the model
generates better defined clusters.

To compare the results with our approach fairly, GMM was
used as the base clustering algorithm for all three methods. The
AIC score, BIC score, and Silhouette score were illustrated in
Fig. 5. The Silhouette test starts from two clusters because its
score is unavailable for one cluster. The estimation results and
time costs of them were recorded in Table II.

As shown in Fig. 5, AIC and BIC curves were almost over-
lapped on all the datasets except FinancialDistress. The Elbow
test is sometimes unreliable because the AIC/BIC score curves
may be smooth and it is hard to find an elbow. For instance,
no evident inflexions were found on the datasets CreditCard,
ChineseBank, and CreditCard-RKS, and thus, it is unclear
which was the best cluster number.

The Silhouette test estimated that most datasets, except
CreditCustomer, BankMarketing, and ChineseBank, have two
clusters. The results showed that it was prone to estimate
small cluster numbers, which result in large-scope clusters.
With a higher Silhouette score, the clustering algorithms

mainly keep the maximal variances or the best space divi-
sions, and such a global mechanism was inclined to overlook
the small clusters located in the sparse areas and lose land-
mark information. Besides, the time costs recorded in Table II
showed that Silhouette was significantly slower than the other
two estimation methods.

Compared with the Elbow test and Silhouette test, Ada-Ellip
is more suitable for evaluating the distribution characteris-
tics of a dataset, rather than just a cluster number estimation
method. By filtering qci criteria for each cluster, the clustering
resolution can be controlled and no major local distribution
information will be lost. It is well suited for the financial data
distribution analysis.

D. Evaluation of Clustering Results

We used the following three unsupervised criteria to evalu-
ate the clustering results.

1) Weighted q (WQ) is proposed here based on qci to eval-
uate the overall aggregation degree of the clustering
results

weighted q =
k∑

i=1

ni

n
qcj (20)

where ni refers to the sample number in cluster ci, and
n refers to the total number of data points. The larger
the weighted q, the better the aggregation of data points
insides clusters.
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TABLE III
COMPARISON OF WQ AND CLUSTER NUMBER

TABLE IV
COMPARISON OF SILHOUETTE COEFFICIENT (SI)

2) Silhouette coefficient (SI) is as it is introduced
in (19).

3) The Davies-Bouldin Index (DBI) is defined as the aver-
age similarity between each cluster ci and its most
similar one cj [50]

DBI = 1

k

k∑
i=1

si + sj

n
qdij (21)

where si is the average distance between each point in
cluster ci and the centroid of the cluster cj, and dij is
the distance between the centroids of cluster ci and cj.
Lower DBI indicates that a model has better separation
between clusters.

Ada-Ellip can guild the clustering process for both k-Means
and GMM. Therefore, we examined two versions of it:
1) Ada-Ellip (k-Means) and 2) Ada-Ellip (GMM). To eval-
uate the performance of the proposed approach, we selected
eight well-known automatic (without preset k) clustering algo-
rithms [51], including DBSCAN, Ward Hierarchical, Optics,
Spectral, MeanShift, G-Means, DENCLUE, and CLARANS,
for comparison. Besides, we also evaluated the GMM and its
variational Bayesian version: BayesGMM, with the estimated

cluster numbers by BIC, which were recorded in Table II.
All of the comparative algorithms used their default parame-
ters in ScikitLearn.jl and Smile. The performances of these
algorithms on WQ, SI, DBI, and time cost were list in
Tables III–VI, respectively.

As shown in Table III, DBSCAN and Optics tended to gen-
erate too many clusters. Hierarchical always generated two
clusters. G-Means detected too many clusters in some datasets,
which is partially due to G-Means’s assumption that the sam-
ples in each cluster follow a strict normal distribution, yet,
in practice, most clusters cannot hold the assumption and
the clusters are split unduly. The cluster number detected by
MeanShift is unreasonably large in many datasets. DENCLUE
was not effective because it did not detect most clusters in the
datasets. Above all, only Ada-Ellip and Spectral estimated rea-
sonable cluster numbers automatically, but Spectral ran out of
memory on the datasets with more than 30 000 samples.

Ada-Ellip performed well on most datasets in terms of WQ.
Although Hierarchical and Optics also had the best WQ on
some datasets, they generated too many clusters, which indi-
cates that WQ does not discriminate the situation when an
algorithm achieves high score by generating excessive number
of clusters.
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TABLE V
COMPARISON OF THE DBI

TABLE VI
COMPARISON OF THE TIME COST (SECONDS)

SI prefers clusters far apart from each other. Take dataset
CC-GENERAL for example. Both DBSCAN and Hierarchical
detected two clusters, and fewer clusters certainly make data
points in a cluster more apart from samples in other clusters
and result in higher SI scores. In contrast, Optics tended to
generate too many clusters and result in lower SI scores, indi-
cating that the clusters were not well apart from each other.
Ada-Ellip generated a reasonable number of clusters and guar-
anteed that data points inside tight clusters shared numerical
similarities. Its SI scores (k-means and GMM) were among
the best on six datasets, including all the three large-scale
datasets.

DBI reflects the quality of space separation by clusters.
Ada-Ellip’s performances were among the best DBI on five
datasets. The reason Ada-Ellip did not achieve the best DBI
on all the datasets is that space separation is not its most
important objective. Take the two clusters located at the right
of FinancialDistress in Fig. 3(b) as an example. The two clus-
ters were not well separated in the space. If we merge them
into one cluster, its DBI can be improved to 1.2441 by lower-
ing the Tq value to 0.9, which will result in three clusters. But
the data points in the two clusters do not squeeze tightly and
share lower similarities. Ada-Ellip treated them as two clus-
ters for the sake of interpretabilit. Thus, Ada-Ellip does not

necessarily beat other models on DBI while it pursues high
tightness.

Table VI showed that Ada-Ellip was faster than all the
other models, which were especially notable on the last three
large-scale datasets. As discussed in Section IV, eigen decom-
position of the m−dimension matrix is not computationally
extensive, and the experimental results proved that the time
costs of Ada-Ellip were trivial. This merit of Ada-Ellip is
significant in large-scale financial applications.

E. Case Study

Because the proposed models are designed for unsupervised
learning, it is inherently hard to evaluate the performance of
SVDD and numerical interpretation of the clusters. This sec-
tion uses the dataset CreditRisk to further explain how these
models work.

As recorded in Table II, Ada-Ellip detected seven clusters
on the dataset CreditRisk. These clusters can be considered as
seven subpatterns of the dataset, the centroids can be viewed as
the representatives of the clusters, and the large qcj guaranteed
the similarities of data points inside each cluster. The linear
correlations of features can be interpreted by the projection
matrix P̂i attached in each cluster.
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TABLE VII
NORMALIZED SINGULAR VALUES IN EACH CLUSTER OF “CREDITRISK”

AND OUTLIERS

After performing SVD with the data points inside each
cluster, the top four normalized squared singular values were
recorded in Table VII, along with the number of outliers found
by SVDD for each cluster.

As shown in Table VII, the largest squared singular value
accounts for the major proportion in each cluster. It means
that the dataset inside each cluster was inherently dominated
by one “principal component,” and it can be interpreted by
the first eigenvector, which corresponds to the largest singular
value. The elements of the eigenvector, which can be inter-
preted as features’ weights in each cluster, were illustrated in
Fig. 6.

As shown in Fig. 6(a), in cluster 1, the 4th, 6th, 12th, 14th–
16th, and 18th features were the most important ones and took
negative effects, while the 5th feature took no effect. Cluster 2
was almost the same as cluster 1 except the weight of the 15th
feature was zero. Clusters 3–7 were slightly different from
each other with varying weights of certain features.

Plus, it can be deduced from the above distributions of fea-
ture weights in U1 of each cluster that which features resulted
in the divergence of the clusters. It can be observed from Fig. 6
that the 15th feature played an important role in differentiating
clusters 2, 3, 6, and 7 from clusters 1, 4, and 5, and the 19th
feature was the key in distinguishing clusters 1, 2, 3, and 5
from clusters 4, 6, and 7. It was also notable that the 12th and
16th features were only prominent in clusters 1 and 2.

Finally, the number of outliers was also recorded in
Table VII. These outliers are important clues for detecting
potential anomalous activities. The analysis of them depends
on domain knowledge, and it is out of the scope of this article.

F. Further Discussion

1) Setting of the Tq Value: Tq is the threshold of qcj, and
a large Tq value in Ada-Ellip tends to generate more clusters,
which also means that samples in the clusters share greater
similarities, and increases the interpretability of the clusters.
Generally speaking, clusters of wider hyperellipsoidal scopes
require smaller Tq values, such as CreditCard, because data
points in those clusters distribute in a larger area. On the other
hand, clusters of narrower scopes require larger Tq values,
such as “FinancialDistress,” because data points in these clus-
ters squeeze in a small area. Our experiences showed that an
interval [0.85, 0.95] of Tq would be appropriate in most cases,
and the setting of Tq depends on the specific distribution of
the data. Too small Tq value indicates that the dataset (such
as BankMarketing) cannot be clustered well.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

Fig. 6. Distributions of features’ weights in clusters. (a) Distribution of
features’ weights in cluster 1. (b) Distribution of features’ weights in clus-
ter 2. (c) Distribution of features’ weights in cluster 3. (d) Distribution of
features’ weights in cluster 4. (e) Distribution of features’ weights in clus-
ter 5. (f) Distribution of features’ weights in cluster 6. (g) Distribution of
features’ weights in cluster 7.

2) Impacts of Data Features: The efficiency of the
proposed approach depends on an assumption that the feature
number of a financial dataset is far less than the sample num-
ber. Besides, the interpretation function requires that the fea-
tures themselves are interpretable. The proposed approaches
were motivated by financial applications where most features
have explainable management or economical meanings, and
the number of them is finite. If the feature number of a dataset
is too large, the computation of the proposed models, such as
qcj, will no longer be efficient. If the features are uninter-
pretable, such as text or graph embedded features and image
channel features, the clusters are then uninterpretable. When
the dimension of a dataset is extremely high, the Euclidean
distance is not reliable anymore because of the dimension
curse, not to mention the algorithms based on it. Therefore,
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the proposed approaches are not intended to be applied to data,
such as texts, voices, images, and videos.

VI. CONCLUSION

Distributions of financial datasets are always complex
due to changing social environments and human activities.
Interpretability, adaptivity, and speed are of great importance
to financial data mining. To conduct cluster analysis for unla-
beled financial datasets and give reasonable interpretations,
we proposed a criterion qci to evaluate the quality of a clus-
ter by measuring the aggregation degree of data points inside
the cluster. Then, we designed an adaptive algorithm Ada-
Ellip to detect hyperellipsoidal clusters automatically with the
help of qci. We also proposed a revised SVDD model with
a new solver based on a penalty function to refine the cen-
troids and hyperellipsoidal scopes of the clusters. As a result,
the clusters are made tighter and easier to be interpreted. The
adaptively detected clusters can be used to analyze the subpat-
terns of financial datasets, and the first vector in the left eigen
matrix after SVD can be used to interpret the roles of the
features.

Experiments on ten financial benchmark datasets, along with
two datasets transformed by kernel functions, showed that the
proposed Ada-Ellip estimated reasonable cluster numbers, and
generated tight clusters containing data points that share great
similarities. Most importantly, it was fast and, thus, highly
applicable to large-scale financial datasets. Besides, a case
study on the dataset CreditRisk explained how the dataset can
be interpreted using the detected clusters. Experiments showed
that Ada-Ellip was fast, reliable, free from sophisticated
parameter tuning techniques, and well suited for unsupervised
financial data mining tasks, such as fraud detection, reject
inference, and credit evaluation.

Theoretically, the proposed clustering framework also has
the potential to be used for other types of data, as long as the
applied domain faces similar circumstances and challenges as
we discussed in Section III. Finally, the clustering evaluation
criterion proposed in (20) cannot discriminate the situation
when an algorithm achieves high score by generating too many
clusters. Our future works will focus on the improvement of
this criterion and other clustering evaluation methods.
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