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1 Welcome Messages

University President Prof. Dr. rer. nat. Wilfried Seidel

Dear participants,

I am delighted to welcome you to the conference on
Multiple Criteria Decision Making and to your conference
site - the Helmut Schmidt University / University of the
Armed Forces Hamburg. Our University is an institution
beyond compare. We o�er a broad set of study programs
for the future leaders of the German Armed Forces. About
100 professors, plus 300 research assistants provide 2,200
students with an excellent university education in an
accelerated timeline. This takes place on a notable compact
University campus, which is clearly an asset for realizing
innovative interdisciplinary research.

For many years now, the �eld of Logistics and Operations
Research is one of the outstanding research areas of our
University. To welcome such a renowned international
conference is an honor we are especially proud of.

I warmly invite you to discover all the inspiring places this
campus has to o�er. Due to its harbor Hamburg has a
deeply rooted tradition of welcoming people from all parts
of the world, of being a place where ideas are interchanged,
horizons get broadened and new friends are made. The
University will put all its e�orts into making this conference
your success.

Professor Dr. rer. nat. Wilfried Seidel
President of the Helmut-Schmidt-University / University of
the Armed Forces Hamburg
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International Society on  

       Multiple Criteria Decision Making 

Welcome to MCDM2015!

Dear participants of the MCDM2015 conference,

I am very happy to wish you warmly welcome to the main scienti�c event
of the International Society on Multiple Criteria Decision Making (MCDM,
http://www.mcdmsociety.org). Our conference series has a long history and
this conference in Hamburg is the 23rd International Conference on Multiple
Criteria Decision Making. The conferences are organized every two years and
the location of the next conference will be decided and announced during this
conference.
I hope that you will �nd this conference fruitful and will also attend future
conferences of our Society and encourage your colleagues and students to at-
tend as well. The conferences in this series are not too big in size so that it
is possible to �nd colleagues to discuss but still you get a versatile view of
the state of the art in multiple criteria decision making, di�erent approaches,
theories and applications. Here you have an excellent opportunity to meet old
and make new friends, exchange ideas, receive feedback and get inspired.
The purposes of the International Society on MCDM are to develop, test,
evaluate and apply methodologies for solving MCDM problems, to foster in-
teraction and research in the scienti�c �eld of MCDM, and to cooperate with
other organizations in this. This conference is an excellent forum to advance
on all these objectives.
I invite all members of the society to attend the business meeting of the Society.
In this meeting, the �nal decision of updating the bylaws of the Society will
be made and information about future events and elections will be given.
If you are not yet a member, you can join by �lling the form at
http://mcdmsociety.org/members/?page=signup. Please note that our so-
ciety does not have any membership fees.

Have a memorable conference and enjoy both the scienti�c and social program!

Kaisa Miettinen
President of the International Society on Multiple Criteria Decision Making
and Program Chair of MCDM2015
Professor and Vice-rector of the University of Jyväskylä, Finland
Email: president@mcdmsociety.org
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Martin Josef Geiger � General Chair of the MCDM 2015

Moin!
With this typical greeting from Hamburg, I am welcoming you to the 23rd In-
ternational Conference on Multiple Criteria Decision Making (MCDM 2015).
We at the Helmut-Schmidt-University/ University of the Federal Armed Forces
Hamburg (HSU) are proud to host such an important scienti�c event, and we
can report that the MCDM 2015 will welcome more participants than any
other preceding MCDM congress: 361 colleagues hailing from 49 countries
demonstrate that our �eld is growing, and we are happily contributing to this
development. The topic of this years conference has been chosen as �bridging
disciplines�, and the conference will once again, like many preceding before,
demonstrate that MCDM is indeed an inter-disciplinarian �eld. Besides, the
city of Hamburg will allow you to cross more bridges than any other city in
the world.
The scienti�c program is particularly rich. It will feature 306 talks in a little bit
above 6 parallel sessions, 22 invited streams/ sessions, three plenary talks, and,
of course, the three award talks of the International Society on Multiple Crite-
ria Decision Making. It is also excellent to see that the International MCDM
Doctoral Dissertation Award will be handed over once again, and we welcome
all �nalists of this prestigious competition. As a matter of fact, the conference
attracted a signi�cant number of PhD-students and young researchers, another
indication that MCDM is looking into a bright future indeed.
We also did work hard on an attractive social program. Following the traditions
of the International Society on Multiple Criteria Decision Making, an excursion
will take place onWednesday, taking you around the beautiful city of Hamburg,
and refreshing you with a dinner close to the harbour (�Landungsbrücken�).
The conference banquet will then feature a maritime experience, combining a
cruise on the river Elbe with typical local food and drinks.
Organizing such a conference would not have been possible without the help
of many people and organizations. I would like to express my thanks to our
sponsors, the International Society on MCDM, but also to my local univer-
sity: it was the HSU Hamburg who granted us free access to all facilities, and
contributed signi�cantly to the acquisition of the students helping during this
event. It is satisfying indeed to see that we have a scienti�c institution with
professional sta� devoted to research and teaching.
I would also express my sincere thanks to two young researchers who worked
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tremendously and untiring during the organization: Sandra Huber and San-
dra Zajac. You certainly have heard their names before, and I am sure you
will meet them in the near future at other meetings where they will continue
making an impact in science.

Martin Josef Geiger
General Chair of the MCDM 2015
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2 Venue

The conference will take place at the Faculty of Business Administration, es-
pecially Logistics Management at the Helmut-Schmidt-University, University
of the Federal Armed Forces. It is located close to the center and the recom-
mended hotels.

Address: Helmut-Schmidt-University, Holstenhofweg 85, 22043 Hamburg

2.1 Provided Public Transportation Ticket

For using public transportation you do not need to buy a ticket during the
event. The conference organizers provide for regular / student registrations a
ticket for unlimited travel:

• valid from Saturday, 1st until Saturday, 8th, 06:00 a.m.

• Fare zone: A / B. The city center and the conference venue are de�nitely
included in this fare zone. For further travel information download the
HVV app on your mobile phone or see
http://www.hvv.de/pdf/tarifplaene/hvv_tarifplan_usar.pdf.

The accompanying person receives a �HVV � Hamburg Card: Greater Ham-
burg Area (Fare zone AB)�

• valid from Monday, August 3rd to Saturday, August 8th, 06:00
a.m.

With this Hamburg Card you have access to public transportation and in ad-
dition you have special o�ers for museums, harbour cruises, restaurants etc.
For further information see
http://www.hvv.de/pdf/tarif/hvv_flyer_hamburgcard.pdf.

The tickets will be send to you via mail. In order to use them, you have to
print the tickets and take them with you for using the public transportation
network. Make sure that you always have your ID card with you since the
ticket is personalized.
In case you arrive ealier or leave later than the dates above, an additional
ticket must be bought!

2.2 How to Reach the Campus

• By car:

� Take the BAB 24 (A24; motorway 24) direction: Hamburg Horn

� Take the motorway exit Hamburg Jenfeld

� Turn right on Schi�beker Weg

� At the big crossing �Schi�beker Weg / Rodigallee� turn left (3rd

street)

� At the next big crossing �Rodigallee / Holstenhofweg� please turn left

� The main entrance will appear after about 200 meters on your left
hand
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� For parking lots, please look at the Helmut-Schmidt-University map

Please, keep in mind to register at the guard, before you

enter the campus by car. Otherwise the gate will not open.

Figure 1: BAB 24 to Helmut-Schmidt-University

• From Hamburg Main Station by public transportation:

� Alternative A: Take the bus no. 35 (direction Sorenkoppel) to busstop
�Universität der Bundeswehr� (about 28 minutes)

� Alternative B: Take the underground U1 (blue line) to Wandsbek
Markt, change for bus no. 10, 261 or 263 to busstop �Universität der
Bundeswehr� (29 minutes)

• From Hamburg Airport by public transportation:

� Alternative A: Take the suburban train S1 to �Wandsbeker Chaussee�,
change for bus no. 261 (direction U Horner Rennbahn) or bus no.
35 (direction Sorenkoppel) to busstop �Universität der Bundeswehr�
(about 36 minutes)

� Alternative B: Take the bus No. 39 (direction U Wandsbek Markt)
to Wandsbek Markt, change for bus no. 10, 261 or 263 to busstop
�Universität der Bundeswehr� (about 45 minutes)

If, for any reason, you need more tickets you �nd a brief overview here:

� Single Ticket (Einzelkarte)
EURO 2,10 valid for 1 trip and 1 person.

� All-day Ticket (Ganztageskarte)
EURO 7,50 valid for unlimited travel by 1 adult and 3 children (6-14
years inclusive) on the date of issue, all day until 06:00 a.m. the
following day. This ticket is transferable.

� 9 am Day Ticket (9-Uhr-Tageskarte)
EURO 6,00 valid for unlimited travel on the date of issue by 1 adult
and 3 children (6�14 years inclusive) Mon�Fri from midnight � 06:00
a.m. and from 09:00 a.m. until 06:00 a.m. the following day, all day
on Sat and Sun. This ticket is transferable.

� 9 am Group Ticket (9-Uhr-Gruppenkarte) EURO 11.20 valid on the
date of issue for unlimited travel by up to 5 persons, Mon�Fri from
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midnight�06:00 a.m. and from 09:00 a.m. until 06:00 a.m. the fol-
lowing day, all day on Sat, Sun or public holidays. This ticket is
transferable.
A 9 am Day Ticket can often make sense for just two trips on the
day you select, the 9 am Group Ticket even when only two of you are
travelling.

Buy Single and Day Tickets from any bus driver or ticket vending
machine.

For further information visit: �http://www.hvv.de/en/tickets/�

• By Taxi:

� from Airport about EURO 30 (about 20 minutes)

� from Hamburg Main Station about EURO 25 (about 13 minutes)

2.3 Registration Desk

The registration desk will be located in H1, Room 301 / 303. We recommend
picking up your registration material as soon as you arrive on Sunday at the
get-together to avoid queues on Monday morning.

Opening hours of the registration desk:

• Sunday, August 2nd: 18:00 at the get-together

• Monday, August 3rd: 08:00 � 18:20

• Tuesday, August 4th: 08:00 � 17:20

• Wednesday, August 5th: 08:00 � 15:00

• Thursday, August 6th: 08:00 � 17:00

• Friday, August 7th: 08:00 � 09:00

2.4 Registration Fee, Badges

Registration is required for all participants. Registered participants will re-
ceive a badge giving them access to the get-together, conference venue, outing
and banquet.

Note that the badges of the local organizing committee have a green color.
If you have any questions, please do not hesitate to contact them.

The regular or student registration covers the following:

• Get-together on Sunday, August 2nd, 2015

• Outing on Wednesday, August 5th, 2015

• Banquet on Thursday, August 6th, 2015

• Access to all rooms, talks, facilities
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• Printed and electronic conference material (book of abstracts, program,
etc.)

• Conference bag and usual material

• Lunches and co�ee/tea breaks during the conference

• Hamburg public transport ticket for the week of the conference. More
speci�cally, the ticket is valid from Saturday, 1st until Saturday, 8th,
06:00 a.m..

Regular registrations contribute with no less than 25 USD to the International
Society on Multiple Criteria Decision Making.

The accompanying person registration covers the following:

• Get-together on Sunday, August 2nd, 2015

• Outing on Wednesday, August 5th, 2015

• Banquet on Thursday, August 6th, 2015

• HVV � Hamburg Card from Monday, August 3rd to Saturday, Au-
gust 8th, 06:00 a.m.

• Guided sightseeing tour of Hamburg

2.5 Internet Access

During the conference, free Wi-Fi connection will be available througout the
campus. It will be provided from August 1st to August 9th. In order to use
this free Wi-Fi connection, you have to follow these steps:

1. Receive your Eventcamp Ticket at the registration desk

2. Connect to the wireless network named �HS�

3. Visit �www.internet.hsu-hh.de�

4. Type in the 8 digit code

Figure 2: Eventcamp Ticket example

Alternatively, you can connect your PC via Eduroam to the internet.
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2.6 Lunch and Co�ee / Tea Breaks

Lunches are included in the conference fee and will be served from Monday to
Friday in the canteen. Tickets are required for lunch. These can be found in
your conference bags.
Please select one option in each category, such as starter, main course and
dessert. Every day you have di�erent side options. Note that hot and cold
beverages are also included in the lunch.
Find an overview of the menu for each day below:

• Monday, August 3rd:

� Starter: 1) Salad 2) Clear soup with vegetables and noodles

� Main course: 1) Spring roll with chicken in Asian sauce 2) Meat
with sauce 3) Rice pudding with apple and cherry sauce

� Dessert: 1) Lemon mousse 2) Fruits

• Tuesday, August 4th:

� Starter: 1) Salad 2) Potato cream soup 3) Pasta squares �lled with
meat and spinach

� Main course: 1) Fish cake with herb sauce 2) Goulash 3) Vegetarian
stu�ed cabbage with tomato sauce

� Dessert: 1) Pastry with apples 2) Rice pudding with fruits 3) Fruits

• Wednesday, August 5th:

� Starter: 1) Salad 2) Chicken soup with noodles

� Main course: 1) �Schnitzel� in cheese crust with sauce 2) Roast Beef
with sauce 3) Broccoli-potato-gratin with vegetable sauce

� Dessert: 1) Strawberry cream 2) Fruits

• Thursday, August 6th:

� Starter: 1) Salad 2) Onion soup 3) Marinated herring snack

� Main course: 1) Chicken meatball with spicy sauce 2) Cauli�ower
and cheese-medallion with curry sauce 3) Beef

� Dessert: 1) Fruits

• Friday, August 7th:

� Starter: 1) Salad 2) �evap£i¢i with Sambal Olek dip

� Main course: 1) Sausage with curry sauce 2) Cheese pizza 3) Potato
pancakes with apple sauce

� Dessert: 1) Cherry cream 2) Fruits

During the Co�e / Tee Breaks hot co�ee, tea, water, biscuits and e. g. �Franzbrötchen�,
a German speciality, will be served close to the registration desk. Please check
the scheduled times for lunches and co�ee breaks in the conference program.

2.7 Language

The language of the conference is English.
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2.8 Meeting Room

We have booked several meeting rooms for you. The room is available for par-
ticipants who want to have a private meeting. Please contact the registration
desk in order to make a reservation.

2.9 About Hamburg

Hamburg, o�cially �Freie und Hansestadt Hamburg� (Free and Hanseatic City
of Hamburg), is the second largest city in Germany and the eighth largest city
in the European Union. It is also the thirteenth largest German state and
located in the North of Germany. Its population is over 1.8 million people.
The port of Hamburg, on the river Elbe, is the second largest port in Europe
(after the Port of Rotterdam) and tenth largest worldwide.
The o�cial name re�ects its history as a member of the medieval Hanseatic
League, as a free imperial city of the Holy Roman Empire, a city-state, and
one of the 16 states of Germany. Before the 1871 Uni�cation of Germany, it
was a fully sovereign state. Prior to the constitutional changes in 1919, the
stringent civic republic was ruled by a class of hereditary grand burghers or
Hanseaten.
Hamburg is a major transport hub and is one of the most a�uent cities in
Europe. It has become a media and industrial center, with plants and facili-
ties belonging to Airbus, Blohm+Voss and Aurubis. The radio and television
broadcaster Norddeutscher Rundfunk and publishers such as Gruner+Jahr and
Spiegel-Verlag are pillars of the important media industry in Hamburg. Ham-
burg has been an important �nancial centre for centuries, and is the seat of
the world's second oldest bank, Berenberg Bank. There are more than 120,000
enterprises.
The city is a notable tourist destination for both domestic and overseas visitors;
it ranked 17th in the world for livability in 2012.

To �nd more information please visit section 5.4.

2.10 About HSU

The Helmut-Schmidt-University is one of the two universities in Germany that
serve the scienti�c study and the academic education of armed forces' o�cers.
It increases the attractiveness of the profession and is pulse generator and ser-
vice provider for the Federal Armed Forces. With its research infrastructure
it strengthens the city of Hamburg as a center of knowledge.
It develops the courses of study and further training o�er according to the state
of the sciences as well as for further needs of military, economics and society.
It stresses and develops the possibilities of multidisciplinarity in research and
teaching between social, natural, economical and engineering sciences, in order
to sharpen the pro�le of the graduates in national and international competi-
tion and to improve their future prospects. That applies at least by promoting
junior scientists.

For further information please visit the HSU's web page: �www.hsu-hh.de�
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3 The 23rd International Conference On Multiple Crite-

ria Decision Making, MCDM 2015

3.1 Committees

Local Organizing Team:

• Claudia Fantapié Altobelli

• Andreas Fink

• Martin Josef Geiger
(General Chair)

• Sebastian Grötschel

• Sandra Huber

• Johannes Siebert

• Christian Stürck

• Ulrich Tüshaus

• Sandra Zajac

Scienti�c Program Committee:

• Kalyanmoy Deb

• Jim Dyer

• Matthias Ehrgott

• José Rui Figueira

• Martin Josef Geiger

• Jutta Geldermann

• Salvatore Greco

• Birsen Karpak

• Kathrin Klamroth

• Murat Köksalan

• Kaisa Miettinen
(Program Chair)

• Carlos Romero

• Francisco Ruiz

• Heike-Yasmin Schenk-
Mathes

• Johannes Siebert

• Roman Sªowi«ski

• Jaap Spronk

• Theodor Stewart

• Jyrki Wallenius
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3.2 Awards

MCDM Society Awards

Since 1992 the Society on Multiple Criteria Decision Making has honoured
individuals with the following awards:

• The MCDM Gold Medal
�This is the highest honor that the International Society on Multiple Cri-
teria Decision Making bestows upon a scholar who, over a distinguished
career, has devoted much of his/her talent, time, and energy to advanc-
ing the �eld of MCDM, and who has markedly contributed to the theory,
methodology, and practice of MCDM� (see http://www.mcdmsociety.

org/intro.html).

• The MCDM Edgeworth-Pareto Award
�As the highest distinction that the International Society on Multiple
Criteria Decision Making bestows upon a researcher who, over his/her
career, has established a record of creativity to the extent that the �eld of
MCDMwould not exist in its current form without the far-reaching contri-
butions from this distinguished scholar� (see http://www.mcdmsociety.
org/intro.html).

• The Georg Cantor Award
�As the highest form of recognition that the International Society on
Multiple Criteria Decision Making bestows upon a researcher who, over
his/her distinguished career, has personi�ed the spirit of independent in-
quiry and whose many innovative ideas and achievements are decidedly
re�ected in the theory, methodology, and current practices of MCDM�
(see http://www.mcdmsociety.org/intro.html).

These awards will be presented at the 23rd MCDM 2015 conference in Ham-
burg, Germany. The names of the awardees will be made public at the banquet
on August 6th, 2015. Their talks will be held on Friday morning (FR-1).

MCDM Doctoral Dissertation Awards

The International Society on Multiple Criteria Decision Making will honor
young researchers who recently completed their PhD in the area of Multiple
Criteria Decision Making and / or related research �elds at the 23rd MCDM
conference in Hamburg, Germany.
The �nalists for this year are:

• Kerstin Daechert
Generating discrete representations for continuous tricriteria optimization
problems by adaptive parametric algorithms

• Sebastiaan Breedveld
Towards Automated Treatment Planning in Radiotherapy

• Gokhan Kirlik
Exact And Representation Methods For Multiobjective Optimization Prob-
lems

Their talks will be given on Monday from 16:40 � 18:20 in Room 401 (MO-
5-π-R401). The �nal decision is made after the talks and the result is also
presented at the banquet.
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3.3 Invited Plenary Speakers

All invited plenary talks will take place in the Aula. The following three dis-
tinguished speakers have agreed to give an invited plenary talk at the MCDM
2015:

• Monday, 10:00 � 11:00; Aula (MO-2):
Margaret M. Wiecek, Clemson University, USA
Polysemy of Robustness in Multiobjective Optimization

• Tuesday, 09:00 � 10:00; Aula (TU-1):
Roman Sªowi«ski, Pozna« University of Technology, Poland
Decision Aiding with Multiple Criteria Hierarchy Process

• Thursday, 09:00 � 10:00; Aula (TH-1):
Carlos M. Fonseca, University of Coimbra, Portugal
Subset Selection in Evolutionary Multiobjective Optimization

Besides, some other plenary sessions have been added to the program:

• Opening Session: First session on Monday from 9:00 � 10:00 (MO-1).

• Business Meeting: The Business meeting of the International Society
on MCDM is scheduled on Thursday from 16:30 � 17:00. President of the
Society, Prof. Kaisa Miettinen, is chairing the meeting.

• Award Talks: On Friday the awardees deliver their talks from 09:00 �
11:00 (FR-1).

• Closing Session: Last session on Friday from 14:30 � 15:20 (FR-3).

3.4 Parallel Sessions

300 presentations in 82 parallel sessions are included and the MCDM 2015
scienti�c program covers, but is not limited to, the following topics:

• Advances in MCDM Theory

• AHP, ANP

• Behavioral Issues in Decision Making

• Compromise Programming

• Computing and Software for MCDM

• Data Envelopment Analysis

• Environmental Decision Making

• Evolutionary Algorithms and MCDM

• Fuzzy Multiple Criteria Decision Making

• Goal Programming

• Group Decision Making, Negotiations

• Multiattribute Utility or Value Theory

• Multiobjective Optimization
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• Multiple Criteria Classi�cation, Ranking, and Sorting

• Multiple Criteria Decision Aiding

• Multiple Objective Combinatorial Optimization

• Multiple Objective Metaheuristics

• New Approaches and Decision Support Systems

• New Areas where MCDM is Applied Outranking Methods

• Practical Applications of MCDM

• Preference Modelling Risk and Uncertainty

• Teaching MCDM

Session identi�er

Every parallel session is identi�ed by a 7/8 character code which means the
following:

• The �rst two characters correspond to the day of the week when the talk
takes place: MO, TU, WE, TH and FR.

• The third character displays the time slot of the day. For example, MO-5
means that all sessions with this identi�er are assigned to the �fth time
slot on Monday.

• The fourth character is representing the stream of the session which is
represented by a Greek symbol. The following symbols are possible:

� α: Behavioral Aspects, Group Decision Making, Negotiations, Inter-
active Methods, Software

� β: Decision Aiding

� γ: Model Building

� δ: Industry and Business Applications

� κ: AHP/ANP

� λ: Fuzzy Approaches, Decision Making under Fuzziness

� σ: Multi Objective Optimization

� χ: Environment, Infrastructure & Emerging Applications

� π: Special Sessions

• The last characters represent the room where the session takes place. The
possible options are:

� Room HS 1

� Room HS 2

� Room HS 3

� Room HS 4

� Room HS 5

� Room HS 6

� Room 401
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Invited Sessions

225 out of 300 presentations are contributed and 75 talks are assigned to the
following invited sessions:

• IS-AHP-TA: Theory and Applications of the AHP/ANP
(organizers: Magda Gabriela Sava, Luis G. Vargas)

• IS-AUTOMAT: Automating decision-making
(organizer: Sebastiaan Breedveld)

• IS-CPL-MCDA: Constructive Preference Learning in MCDA
(organizers: Miªosz Kadzi«ski, Salvatore Corrente)

• IS-EMO: Evolutionary Multiobjective Optimization (EMO)
(organizers: Dimo Brockho�, Joshua Knowles, Boris Naujoks, Karthik
Sindhya)

• IS-INFRA:MCDA for Infrastructure Planning and Environmental Man-
agement
(organizers: Valentin Bertsch, Lisa Scholten, Judit Lienert, Jutta Gel-
dermann)

• IS-INTEG: Integrated MCDM Applications
(organizers: Ilker Topcu, Ozgur Kabak)

• IS-INTER-SOFT:Multiobjective Optimization software for Supporting
Interactive Decision Making
(organizers: Karthik Sindhya, Silvia Poles, Jussi Hakanen)

• IS-MB-PMI: Building MCDA Models: Practical and Methodological
Issues
(organizers: Luciana Hazin Alencar and Adiel Teixeira de Almeida)

• IS-MB-RISK-MAINT: MCDA Models in Risk, Reliability and Main-
tenance Contexts
(organizers: Cristiano Alexandre V. Cavalcante and Marcelo Hazin Alen-
car)

• IS-MB-SERVSYST: Building MCDA Models in Service Systems
(organizers: Caroline Maria de Miranda Mota and Suzana Daher)

• IS-MCDM-LATAM: New Developments and Applications of MCDM
in Latin America
(organizers: Luiz F. Autran M. Gomes, Juan Carlos Leyva Lopez )

• IS-MIPA: Methodological Issues for Practical Applications of MCDA
Models
(organizers: Danielle Costa Morais, Ana Paula C. S. Costa)

• IS-MOO-CIVIL: Metaheuristic Algorithms in Multi-Objective Opti-
mization of Civil Engineering Problems
(organizers: Tom Schanz, Gebrail Bekdas, Sinan Melih Nigdeli)

• IS-SMART: MCDM for smart and sustainable communities
(organizers: Marta Bottero, Valentina Ferretti)
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• IS-SUST: Use of MCDM to support sustainability evaluations: a way
forward in multidisciplinary research
(organizers: Marco Cinelli, Stuart R. Coles, Kerry Kirwan)

• Behavioural MCDM � Biases and Scales
(organizer: Johannes Siebert)

3.5 Important Instructions for the Preparation of your Presenta-
tion

Many talks have been scheduled during the conference which are on a tight
schedule. Please take into account the following instructions:

• Your presentation should be no longer than 20 minutes. Moreover, 5
minutes are reserved for the discussion.

• The slides should be in English.

• Please, bring your presentation on a USB memory stick.

• Please, save your slides as a PDF or Powerpoint.

• Every room is equipped with a projector, computer, screen and a presen-
ter.

• Find your room and meet the Session Chair before your oral presentation.
Also make sure that you upload your slides on the computer before the
session starts.

3.6 Post-Conference Publications

Participants of the MCDM 2015 conference will be given the opportunity to
submit full papers to a number of special journal issues. Submission deadlines
are typically after the MCDM 2015, and announced here, during the confer-
ence, and on the dedicated journal websites.
The calls can be downloaded on the MCDM 2015 homepage under �Post-
conference submissions�: http://www2.hsu-hh.de/logistik/MCDM-2015/.

• Special issue of the Journal of Multi-Criteria Decision Analysis

� Special Issue on MCDA Practice

� Special editors: Johannes Siebert and Theodor Stewart

� Deadline for submission: September 30th 2015

� Submission system: http://mc.manuscriptcentral.com/mcda

• Special Issue of the Computers & Operations Research journal

� Special issue on �Evolutionary Multiobjective Optimization�

� Guest editors: Dimo Brockho�, INRIA Lille - Nord Europe, France
Joshua Knowles, University of Manchester, UK
Boris Naujoks, Cologne University of Applied Sciences, Germany
Karthik Sindhya, University of Jyväskylä, Finland

� Deadline for submission: September 30th 2015

� Submission system: http://ees.elsevier.com/cor/
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• IMA Journal of Management and Mathematics

� Special issue on Decision Analysis and Multicriteria Decision Methods
for Mathematical Modelling of Decisions

� Guest editors:
Adiel Teixeira de Almeida, Universidade Federal de Pernambuco,
Brazil
Martin Josef Geiger, Helmut Schmidt University, Germany
Danielle Morais, Universidade Federal de Pernambuco, Brazil

� Deadline for submission: September 30th 2015

� Submission system: http://mc.manuscriptcentral.com/imaman

• Mathematical Problems in Engineering

� Special Issue on Building Mathematical Models for Multicriteria and
Multiobjective Applications

� Lead guest editor:
Adiel Teixeira de Almeida, Department of Management Engineering,
Universidade Federal de Pernambuco, Recife, Brazil

� Guest editors:
Love Ekenberg, International Institute for Applied Systems Analysis
(IIASA) - Schlossplatz 1 - A-2361 Laxenburg, Austria
Martin J. Geiger, Logistics Management Department, University of
the Federal Armed Forces Hamburg, Germany
Juan Carlos Leyva, Department of Economic and Management Sci-
ences, University of Occident, Culiacán, Mexico
Danielle Morais, Department of Management Engineering, Universi-
dade Federal de Pernambuco, Recife, Brazil

� Deadline for submission: December 25th 2015

3.7 Social Program

Our social program will introduce you to the beauty of the harbor city Ham-
burg and take you on a culinary journey. Please, be sure to always wear your
conference badge.

Get-Together

On Sunday 2nd of August evening, we are looking forward to welcoming you in
the O�cers' Mess (abbreviated as OHG in German) of the Helmut-Schmidt-
University in Hamburg.

• Day of the get-together: Sunday August 2nd

• Location: O�cers' Mess, Helmut-Schmidt-University

• Starting time:

� Registration desk: 18:00

� Champagne Reception: 18:00

� Barbecue: 19:00
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The OHG is founded by the German o�cer corps with the legal status of a
registered association. In the OHG, the comradeship is strengthened with the
help of various social and cultural events. Traditionally, it serves as a dining
and common room. Furthermore you can discover a �replace room, a poolroom
and a salon.
The get-together starts at 18:00 at the OHG, which is located directly next to
the bus station Universität der Bundeswehr. After you receive your personal
conference bag including the book of abstracts, the conference program and
further materials, we will enjoy a welcome champagne in the garden of the
OHG. Around 19:00 we will do what all Germans love to do � barbecue. For the
meat-lovers among us, the barbecue includes marinated pork neck and turkey
steak, German Thuringian sausage and ham sausage. This is accompanied by
grilled cheese, cabbage salad, coleslaw, potato salad as well as fresh baguette
and buns. Together with your meal, you are invited to have a taste of our
good German beer or other beverages such as wine, soft drinks, water and tea.
We are hoping for great sunny weather, but are also prepared for worse weather
conditions. However, since the weather in Hamburg might be variable, please
bring suitable clothes with you.

Outing � Sightseeing in Hamburg

On Wednesday 5th of August afternoon, we head o� to experience Hamburg
on the typical red double-decker buses which are rich in tradition. Here come
the key issues at a glance:

• Day of the Outing: Wednesday August 5th

• Pickup location:

� In front of the main entrance of the Helmut-Schmidt-University

� Possible option for the registered accompanying persons and
their partners: In front of the southern exit of the Hamburg central
station (see �gure 3)

Note that there are some additional seats. However, there will be
only one bus provided in the city centre and therefore the capacity is
limited.

• Pickup time:

� From the Helmut-Schmidt-University: 15:30

� From the City Centre: 15:30

• Time of the Dinner: around 18:00

• Location: Blockbräu, nearby the subway station �Landungsbrücken�

5 buses will pick you up at 15:30 in front of the main entrance of the Helmut-
Schmidt-University.
The bus for the registered accompanying persons and their partners will be
provided close to the city center. You will be picked up in front of the southern
exit of the Hamburg central main station (see �gure 3). This option is possible
since the accompanying persons do not attend the scienti�c program and it
would take additional time to come to the Helmut-Schmidt-University. Note
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Figure 3: Meeting Point for the Bus in front of the Hamburg Central Station

that there are some additional seats. However, there will be only one bus
provided in the city centre and therefore the capacity is limited.
The tour takes around 120 minutes without hopping o� and we will visit fa-
mous hotspots including, but not limited to, the pulsating HafenCity and
harbor, Hamburg's landmark the �Michel� (St. Michaelis Church), the tradi-
tional �Speicherstadt� (this city of warehouses has just recently been declared
UNESCO World Heritage), the wild Reeperbahn and the Alster lakes.
All this exciting sightseeing will certainly leave you hungry � therefore, we
arranged a dinner in the brewery Blockbräu just at the wharf Landungsbrücken,
where we will all meet at 18:00. Brewing has a long tradition in Hamburg and
its good beer was already famous in the Middle Ages. So Hamburg was called
�Hanse's Brewery� in the 12th century. With more than 500 breweries, beer
was the symbol of Hamburg.
We will start the evening with the unique Blockbräu beer cocktail on the ter-
race. If the sun is shining, you can choose to go on the top deck, enjoy the
good weather and appreciate the beautiful view of the Hamburg harbor. The
dinner comprises a wide variety of typical Northern German dishes served on
big pans which can be accompanied by Blockbräu's self-brewed beer varieties.
The starter includes tender herring �let, crabs à Büsümer style, dressed beef
tatar, coleslaw, candied tomatoes, cucumber sticks, farmhouse bread, pretzel
and salted butter. For the main course, you can look forward to juicy pigling
roast with crackling, tender chicken breast, fried �sh in a crunchy beer batter,
Hamburg veal bratwurst, potatoes and sauerkraut. Finally, the dinner is com-
pleted by a delicious typical red fruit jelly and cheese creations accompanied
by fresh fruits.
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Conference Banquet

On Thursday 6th of August evening we meet again at the wharf Landungs-
brücken where we will embark on board of the MS Louisiana Star.

• Day of the Conference Banquet: Thursday August 6th

• Boarding starts at: 18:00

• Time on the Ship: 18:30 sharp � 23:30
Please take enough time into account to reach the Louisiana Star since
otherwise the ship might leave without you!

• Disembarking Time: Until 12:00 Midnight

• Meeting Point: On board of the MS Louisiana Star at the wharf Lan-
dungsbrücken

Boarding starts at 6:00 p.m. where you will be welcomed with a so-called
portside and starboard cocktail. The ship leaves the harbor at 6:30 p.m.
sharp. Please take note that the crew of the ship is unfortunately not able to
wait for late participants, so please take into account enough time to get to
the wharf and to �nd the ship.
On board of this paddle wheel ship, the conference banquet as well as the
honoring of the MCDM Doctoral Dissertation Award and the MCDM Society
Awards will take place. The boat trip takes us through the harbor of Hamburg
on the river Elbe for �ve hours so that the boat will berth at around 11:30
p.m.. You will then have time until midnight to leave the ship.
You are invited to explore the winding staircases from the main deck to the
bar in the upper salon. From the salon, you have direct access to the great
sun deck. In the front area of the main deck you will �nd the stage with an
open gallery above. The staircases to the upper salon are located at the rear
part. Furthermore, you get a great view on the rotating paddle wheel.
The dinner, which includes a bu�et of di�erent appetizers, hot meals and
desserts, is served on a lifting bu�et at the rear part of the Louisiana Star.
Starters include but are not limited to smoked pork loin on an apple-plum-
salad, shrimps on a cocktail sauce with melon and orange �lets or a Romaine
lettuce with croutons and chicken strips with Caesar dressing. For the main
dish you can enjoy a steak on a red wine-onion-gravy, fried �sh or a lens patty
with diverse sides. Finally, for dessert, you can enjoy vanilla mousse with
stewed apples or Northern German cheese variations with walnuts and grapes.

3.8 MCDM 2015: Record Numbers

Again, a participant record has been broken! 361 participants are registered
to the conference. Thereby, we have 231 regular, 114 student and 16 accompa-
nying person registrations from 49 di�erent countries. Moreover, 29 students
are involved in the realization of the conference.
Figure 4 shows the number of participants per country. We want to point
out that the most participants come from Turkey (62 persons in total). Also
we want to thank the German Multiple Criteria Decision Making Research
community for their high involvement (39 in total). These numbers are closely
followed by Brazil (22 participants), USA (21) and UK (20).
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The term �Others� corresponds to the countries with one or two participants,
such as Azerbaijan, Bahrain, Israel, Malaysia, Tunisia, South Africa, United
Arab Emirates, Austria, Sweden, Greece, Lithuania, Australia, Latvia, Repub-
lic of Korea, Serbia, New Zealand, Hong Kong, Ecuador, Russia and Qatar.
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Figure 4: Number of participants per country

A total number of 306 talks have been scheduled at the MCDM 2015 confer-
ence. Thereby, 300 presentations have been included in 82 parallel sessions.
225 out of 306 presentations are contributed and 75 talks have been assigned
to 22 invited sessions. Also seven plenary sessions are scheduled including the
plenary and award talks, the opening / closing session as well as the business
meeting.
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4 The International Society On Multiple Criteria Deci-

sion Making

The International Society on Multiple Criteria Decision Making has a long
history and the �rst International Conferences dates back to 1975 in Jouy-
en-Josas, France organized by Herve Thiriez and Stanley Zionts. The other
conferences are given below:

• 22nd International Conference, 2013, Málaga, Spain, Francisco Ruiz.

• 21st International Conference, 2011, Jyväskylä, Finland, Kaisa Miettinen.

• 20th International Conference, 2009, Chengdu, China, Yong Shi, Shouyang
Wang.

• 19th International Conference, 2008, New Zealand, Matthias Ehrgott.

• 18th International Conference, 2006, Chania, Crete, Greece, Constantin
Zopounidis.

• 17th International Conference, 2004, Whistler, British Columbia, Canada,
Bill Wedley.

• First MCDM Winter Conference (16th International Conference), 2002,
Semmering, Austria, Mikulas Luptacik, Rudolf Vetschera.

• 15th International Conference, 2000, Ankara, Turkey, Murat Köksalan.

• 14th International Conference, 1998, Charlottesville, Virginia, USA, Ya-
cov Y. Haimes.

• 13th International Conference, 1997, Cape Town, South Africa, Theo
Stewart.

• 12th International Conference, 1995, Hagen, Germany, Günter Fandel,
Thomas Gal.

• 11th International Conference, 1994, Coimbra, Portugal, Joao Climaco.

• 10th International Conference, 1992, Taipei, Taiwan, G.H. Tzeng, P.-L.
Yu.

• 9th International Conference, 1990, Fairfax, USA, Richard Soland, Am-
brose Goicoechea.

• 8th International Conference, 1988, Manchester, UK, A. Geo� Lockett,
Gerd Islei.

• 7th International Conference, 1986, Kyoto, Japan, H. Nakayama, Y.
Sawaragi.

• 6th International Conference, 1984, Cleveland, Ohio, USA, Yacov Y.
Haimes.

• 5th International Conference, 1982, Mons, Belgium, Pierre Hansen.

• 4th International Conference, 1980, Newark, Delaware, USA, Joel Morse.

• 3rd International Conference, 1979, Königswinter, Germany, G. Fandel,
T. Gal.
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• 2nd International Conference, 1977, Bu�alo, New York, USA, Stanley
Zionts.

Executive Committee

The Executive Committee is composed of the following members:

• Kaisa Miettinen, President of the Society
University of Jyväskylä, Finland, President@mcdmsociety.org

• Kalyanmoy Deb, Michigan State University, USA

• Matthias Ehrgott, Lancaster University, Great Britain

• Martin J. Geiger, Next Meeting Ex-O�cio
Helmut Schmidt University, Germany

• Salvatore Greco, University of Catania, Italy

• Birsen Karpak, Vice-President of Finance
Youngstown State University, USA

• Kathrin Klamroth, Bergische Universität Wuppertal, Germany

• Murat Köksalan, President-Elect
Middle East Technical University, Turkey, President-elect@mcdmsociety.org

• Pekka Korhonen, Aalto University, Finland

• Hirotaka Nakayama, Konan University, Japan

• Carlos Romero, Technical University of Madrid, Spain

• Johannes Siebert, Newsletter Editor
University of Bayreuth, Germany, newsletter@mcdmsociety.org

• Jaap Spronk, Erasmus University of Rotterdam, Netherlands

• Theo Stewart, Chairman of the the Awards Committee
University of Cape Town, South Africa

• Jyrki Wallenius, Immediate Past-President, Chairman of the MCDMDoc-
toral Dissertation Award Committee
Aalto University, Finland

• Francisco Ruiz, Secretary, Past Meeting Ex-O�cio
University of Málaga, Spain, Secretary@mcdmsociety.org

5 General Information

5.1 Banks and Saving Banks

The banks' business hours depend on the branch o�ce. Most of them open
at 09:00 or 09:30 and close at 16:00 or 18:00. However there is an extensive
network of cash dispensers where you can withdraw cash if you need to.
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5.2 Useful Phone Numbers

If you have any trouble during your stay in Hamburg, you can use the following
phone numbers:

• Emergency Call / Accidents 112

• Fire 112

• Police 110

In case, do not hesitate to call one of these numbers.

In Hamburg, taxis usually are easy to catch directly on the street. However,
it is recommended to call a taxi in advance. You can use the following phone
numbers:

• Hansa-Taxi +49 40 211 211

• Das Taxi +49 40 22 11 22

In any case, please, check the price list or ask for the price before you get in
the car.

5.3 Disclaimer

The organising committee is not liable for any damage on health or property of
any conference participant or accompanying person in the course of or resulting
from participation in the conference. Participants are advised to have their
own insurance.

5.4 Optional Leisure Activities

Here are presented some of Hamburg's highlights you might want to see.

The River Elbe
Flowing through Hamburg, the Elbe river joins the Hanseatic city to the North
Sea. There are numerous ways to explore, including sightseeing boat tours and
casual strolls along the banks of the river.

Address: Bei den St.Pauli Landungsbrücken, 20359 Hamburg
Public Transport: U3, S1, S2, S3, Station 'Landungsbrücken'
Parking: Parkdeck St. Pauli (Bei den St. Pauli Landungsbrücken 4)

Without the Elbe river Hamburg would not be the economic power it is today.
The river is 1091.47 kilometers long, originating high up in the Czech moun-
tains and crossing two other German state capitals, Dresden and Magdeburg,
before passing through the city of Hamburg, eventually reaching the North Sea
at Cuxhaven.

Along and across the river
The northern and southern branches of the Elbe, along with numerous out-
�owing channels and canals, are what shape the character of the city. Where
would Hamburg be without its river and the sprawling port area that opens
the door to the rest of the world?

M25



Boat sightseeing trips of the harbour are particularly popular, with most de-
parting from the jetties at Landungsbrücken. Even with the HVV-ferry can a
visitor travel across to the opposite shore.
(Visit: �www.hadag.de/english/harbour-ferries.html�)

Thanks to the Old Elbe Tunnel, visitors can also walk or cycle under the
river through to Steinwerder. At the weekends, the tunnel is closed to tra�c,
making it a calmer time to pass through. On the other side, you can con-
tinue on to Wilhelmsburg, or take in the view of the cityscape framed by the
river. Cycling enthusiasts can also enjoy the 23 kilometers long Elbewander-
weg path which leads from Wedel, past the nature reserve Wittenberger Heide
to Blankenese, then onwards through the beautiful Övelgönne all the way to
Landungsbrücken. There are plenty of shortcuts, and return ferries depart
from many points along the way.

St. Michaelis Church
This distinctive landmark in Hamburg is better known locally as the �Michel�.
Visitors can admire the church's impressive central vaulted nave, containing
three music organs, and enjoy a beautiful view of the city from the tower.

Address: Englische Planke 1a, 20459 Hamburg
Opening times: May to October: 09:00 � 20:00;
November to April: 10:00 to 18:00.
Public transport: U3, station �Baumwall� / Bus line 112 or 37, stop �Michaeliskirche�

As you pass through the Hamburg inner city, the church tower of Michel can
seem to follow you everywhere. This may be due to the fact that, at 132
meters, the tower of the main church dwarfs most buildings in the city center
and can be seen from many angles. Whether on a walk through Auÿenalster;
a visit to the �Planten un Blomen� park; strolling by the city walls; or along
Landungsbrücken � the history-rich church Michel is a constant feature in the
cityscape. The St. Michaelis church as you can see it today is the third one
to be built on the site. The original church, built between 1648 � 61 in the
baroque style, was destroyed by a lightning strike. The second building was
laid out in a form similar to a Greek cross, and later a 132 meter high tower
was added (1777 � 85).
This second building was destroyed in 1906 in a �re started during construc-
tion work. The Michel was then built for a third time from 1907 � 12, with
complex renovations taking place in 1983 including a copper roo�ng. The St.
Michaelis is the principal church within the new city area (Neustadt). The
other main churches are St. Petri (1195), St. Nikolai (1195), St. Jacobi (1255)
and St. Katherinen (1255).

Binnen- and Auÿenalster

The Alster is a big attraction for both Hamburg's locals and visitors, o�er-
ing popular boat trips around the Inner and Outer Alster as well as walks
around the water.
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Address: Jungfernstieg, 20534 Hamburg
Public transport: S1, S2, S3 and U1, U2, Station �Jungfernstieg�.
Parking: Parkhaus �Alsterhaus Hamburg� (Bei der Stadtwassermühle)

This body of water is made up of the Auÿenalster (Outer Alster) and the Bin-
nenalster (Inner Alster) whose southern part �ows into the Elbe. The source
of the Alster originates in Henstedt-Rhen, outside of Hamburg. In the north of
the urban area is where the river reaches the city before meeting the Krugkop-
pel bridge on the Auÿenalster. The water is surrounded by trees, green parks
and beautiful buildings which give the area a special charm. To maintain the
standard of beautiful scenery it is a rule that all buildings surrounding the
Alster must be white and that their roofs should be covered with copper.

Going with the �ow
With a size of 164 hectares, the Alster lake also has a long shoreline which is
a popular meeting point. Well-used jogging paths run along the waters and
small sailing vessels and barges make tours of the lake. Water sports are also a
very popular activity. In 1844 the �rst rowing regatta took place on the Alster.
Six years later the �rst sailing regatta followed. From April to October you
can hire sailing boats, canoes, kayaks, paddleboats or rowboats at many places
all around the Alster. In the Alster park and numerous other green areas sur-
rounding the lake, people can leave the stresses of a hectic metropolitan life
for a moment under the shade of the trees looking out into the lake. The green
parks are a perfect place for relaxing, having a barbecue, or even sunbathing
or reading on one of the �Alsterchairs�.

Fishmarket every Sunday morning
The Hamburg Fishmarket attracts over 70,000 visitors to the Elbe every Sun-
day. Here you can �nd fresh �sh, fruit baskets and tropical �owers. People
get up early in the morning to ensure they get a good variety at the Fischmarkt.

Address: Groÿe Elbstraÿe 9, 27767 Hamburg
Opening times: Every Sunday:
April to October, 05:00 � 09:30;
November to March, 07:00 � 09:30.
Public transport: S1 and S3, Station �Reeperbahn�; U3, Station �Landungs-
brücken�; Bus line 112, Stop �Fischmarkt�.

Rumour has it that the hawkers loudly shouting their wares at the Fischmarkt
can be heard all the way over in nearby Reeperbahn. Without a doubt, every
Sunday morning everything springs up in the Fishmarket area. Whether �sh,
fruit, �owers, vegetables or clothes, anything can be bought on the stands lined
up along the open space next to the Elbe's harbour basin.
At the Fischmarkt the hawkers are willing to haggle and sweeten the deal with
an extra bargain or two. With a mixture of families and shoppers arriving
early to catch a good deal, along with the dregs of last night's crowds enticed
by the live music on o�er, Fishmarket has a special atmosphere and de�nitely
one to experience when in Hamburg.
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Early morning rock music
You don't have to end your night of dancing in St. Pauli � in the historic �sh
market hall (Fischauktionshalle) there is plenty of early morning live music to
keep you going. Many times wedding parties, including the bride and groom,
will �nd themselves at the Fishmarket as their celebrations wind down. Even
locals �ock to the Elbe and see the market hall as their �nal party venue of
the night.
As the Fishmarket stands on land below sea level, in stormy weather it can
often become submerged in water. In general, visitors leave the Fishmarket
with wet feet and seldom with a dry throat � whether also with tropical plants
and other wares is another matter.

City Hall
The City Hall is an impressive and eclectic building which was built in 1897.
In the City Hall you can �nd the senate (state government) and the Hamburg
Parliament. There are regular guided tours and exhibitions in the Rathaus-
diele of the City Hall.

Location: South of the Binnenalster
Public transport: U3, Station �Rathaus�

The current City Hall is the sixth one in Hamburg's history. It took a while
until the plans for a new building were made, which is why the Hamburg Par-
liament and the senate had to meet in other chambers for this period of time.
Until 1885 it was impossible to reach a consensus on the submitted concepts.
Only when Martin Haller and six other architects founded the �Federation of
the City Hall builders� in 1886 the planning was accelerated. 4000 wooden
poles had to be put into in the Alster lake to be able to carry the weight of
the 113 m wide, 70 m low and 112 m tall building.
After 11 years of construction the new City Hall could be consecrated in 1897.
The back of the building was connected to the �Chamber of Commerce� and
the �Stock Exchange�, which was built in 1841. Inbetween these buildings
you will �nd a courtyard that reminds of a Piazza with its so called �Hygieia-
fountain�. It is dedicated to the Greek goddess of health. From the outside
the City Hall is a building in the Neo-Renaissance style, but from the inside
it is an eclectic mixture of di�erent construction epoches. This is what makes
the rooms appear huge. Governmental funds and private aid money enabled
a complex restoration of the City Hall from 1987 to 1997. From that time on
there is a strict ban on smoking in the inside of the City Hall. The City Hall
is open from 08:00 to 18:00 every day and there are diverse guided tours every
day. The big market-square in front of the City Hall is a constant venue for
big events in Hamburg.

Reeperbahn
On the Reeperbahn, Hamburg's red-light district rubs shoulders with restau-
rants, bars, theaters and nightclubs. Recently the street was voted Hamburg's
best street by www.prinz.de, the city's entertainment guide, followed by Schul-
terblatt and Mühlenkamp. The street's nightlife has something for everyone
and is the �rst stop for every nightowl.

Address: Reeperbahn, 20359 St. Pauli
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Public transport: S1 and S3, Station �Reeperbahn�; U3, Station �St. Pauli�;
Bus line 112, Fast bus (Schnellbus) 36 and 37.
Parking: Reeperbahn-Garagen, Spielbudenplatz 5

In a song well-known in Germany, Hans Albers sings: �On the Reeperbahn at
half 12 at night...� Of course, the emphasis is on at night. If you were to visit
this Hamburg neighbourhood during the day, you would �nd a rather quiet
street with a few shops, and you would perhaps wonder why there were so
many closed doors. But when it gets dark, St. Pauli springs to life: neon signs
�ashing everywhere in competition. The hottest clubs on the Reeperbahn and
Hamburger Berg open, with Irish pubs and Hans-Albers-Platz packed full of
live music. The most famous street in Hamburg got its name from the old Ger-
man word �reep�, which means an old heavy rope for a ship. During 1600 and
1880 the space north of today's Reeperbahn street was used as a �ropewalk�
for the production of ropes for the nearby harbour. Nowadays, the street is
the �rst-stop for all sorts of entertainment.

Music history
In the 1960s the Reeperbahn became a mecca for rock music with its �Groÿe
Freiheit� area. Everybody from the Beatles to the Searchers was performing
in clubs like �Top Ten� or the �Starclub�. Groÿe Freiheit branches just o� the
Reeperbahn. Here the Beatles had their �rst appearance on German soil in
Club �Indra�. You can trace the Beatles footsteps to the Kaiserkeller, which is
still running, as well as the site of the now-closed Star Club, where a plaque
commemorates the venue. Beatles-Platz, a tribute to the band, is a circular
plaza, painted black and modeled on a vinyl record. Both this and a sculpture
of the band's early members are located not too far from �Beatlemania�, a
dedicated Beatles museum.

A mixture of entertainment
Alongside music venues is a varied assortment of entertainment, including
Reeperbahn's famous strip clubs and brothels. Just around the corner from
the Reeperbahn is Herbert Street, the principal red light area. Both ends of
the street are blocked by barriers and it is inaccessible to women and minors.
In Spielbudenplatz you can �nd three �oors worth of waxworks at the Wax
Museum �Panopticum� with several famous wax �gures including the King of
Rock'n'Roll. Also in the area is the Operettenhaus (Opera house) for music
lovers, as well as Schmidts Tivoli or St. Pauli Theater for theater enthusiasts
which attract the city's locals as well as tourists.
With so much on o�er, a night in the Reeperbahn can go on well into the early
hours of the morning.

Miniatur Wunderland
Since its opening in 2000, the Miniatur Wunderland has become one of the
tourist highlights of the Hanseatic city. The world's largest model railroad
system is a must see for every Hamburg visitor.

The Miniatur Wunderland is the largest model railway system in the world.
Visitors can admire di�erent countries and even an airport in miniature. Up
until now the sections Hamburg, Harz, Austria, America and Scandinavia are
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completed. There are also open construction sites, so the visitors can observe
and understand the construction.

Address: Miniatur Wunderland Modelleisenbahn Hamburg
Kehrwieder 4
20457 Hamburg

Mondays, Wednesday, Thursdays 9:30 � 18:00
Tuesday 09:30 � 21:00
Friday 09:30 � 19:00
Saturday 08:00 � 21:00
Sundays and holidays 8:30 � 20:00

The 200 square meters Hamburg section includes all of Hamburg's main at-
tractions such as Michel and Hagenbecks Tierpark. With over 50,000 �Wun-
derländer� (as its inhabitants are called) the miniature replica of Hamburg is
a bustling city. 1,500 trains arrive in the Hamburger Hauptbahnhof on a daily
basis.

For further information please visit Hamburg's web page:
�www.english.hamburg.de�

5.5 Smoking

Smoking is not allowed in the conference venue. Please, take into account
that smoking is allowed in Germany only outside and not permitted in public
facilities at all. You will �nd ashtrays at almost every exit.
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Scientific Program

Monday, 09:00–10:00

⋆ MO-1
� MCDM Plenary

Monday, 09:00–10:00 – Aula

Session: Opening Welcome

Chair: Martin Josef Geiger

Monday, 10:00–11:00

⋆ MO-2
� MCDM Plenary

Monday, 10:00–11:00 – Aula

Session: Opening Plenary: Margaret M.
Wiecek

Chair: Kaisa Miettinen

1 - Polysemy of Robustness in Multiob-
jective Optimization

Margaret M. Wiecek, Department of Mathe-
matical Sciences, Clemson University, USA

Robust multiobjective optimization addressing
decision making under multiple criteria and un-
certainty has become a research field of vital
interest in the last decade starting with con-
cepts of robustness in engineering design (Deb
& Gupta, 2004; Azarm & Li, 2005). Earlier ef-
forts had used multiobjective optimization meth-
ods to resolve single-objective decision-making
problems under uncertainty (Kouvelis & Yu,
1997). In multiobjective optimization problems
(MOPs), uncertainty may be assumed in the ele-
ments needed to define and solve MOPs such as
objective and constraint functions, parameters
converting MOPs into single-objective problems,
and preference information provided by decision
makers (DMs). Additionally, uncertainty can be
modeled with continuous or discrete sets depend-
ing on the real-life context. In effect, uncertain
MOPs may take on different forms leading to
multiple concepts of robust counterpart prob-
lems (RCs) and to various notions of robust effi-
cient solutions that convey multiple meanings to
DMs. In view of this diversity, in the talk we in-
terweave highlights of studies on robust multiob-
jective optimization with our research to obtain
a comprehensive overview of this field. We exam-
ine the column-wise (Soyster, 1973) and row-wise
(Ben-Tal & Nemirovski, 1998) uncertainty in the
constraints of the MOP. For each model we show
that the efficient solutions of an RC can be found

as the efficient solutions of a related determinis-
tic problem. We demonstrate the findings on an
Internet network requiring multiobjective rout-
ing under polyhedral traffic uncertainty. We also
apply the row-wise model to six scalarization for-
mulations of the multiobjective linear program
(MOLP) in which the scalarizing parameters re-
main uncertain, a situation being common for
many DMs. The min-max solution to the MOLP
emerges as robust (weakly) efficient to five out
of the six formulations and, in this way, clearly
resolves the challenge of choosing a scalarization
formulation. MOPs with uncertainty in the ob-
jective functions may lead to RCs making use
of the (traditional) point domination or a (new)
set domination. Again, in each case the RC
is reduced into a computationally tractable de-
terministic MOP and the relationship between
their efficient sets is examined. The objective-
wise uncertainty helps to obtain stronger results.
However, not only the coefficients in the objec-
tive functions but the number of objective func-
tions may be uncertain. We analyze MOPs with
an uncertain, possibly infinite, number of ob-
jective functions using two approaches to con-
structing a RC: all-in-one (AiO) and all-at-once
(AAO). In the AiO approach, the RC assumes
the form of a single MOP with an infinite number
of vector-valued objective functions. In the AAO
approach, the RC involves an infinite number of
MOPs, each having a finite number of vector-
valued objective functions. Under some condi-
tions, these RCs can be reduced respectively to
an MOP with a finite number of objective func-
tions and to a finite number of MOPs, while the
efficient set remains unchanged. In conclusion
we argue that, in comparison to single-objective
optimization, multiobjective optimization offers
many more research opportunities to exploit the
concept robustness which, in turn, strikes with
multiple meanings and interpretations.

Monday, 11:30–13:10

⋆ MO-3-α-HS1
� Behavioral Aspects, Group Decision Making,
Negotiations, Interactive Methods, Software

Monday, 11:30–13:10 – Room HS 1

Session: Behavioral MCDM – Biases and scales

Chair: Johannes Siebert

1 - Is the OWA operator an adequate
model of preferences in multi-attribute
decisions? An empirical study

Rudolf Vetschera, University of Vienna, Aus-
tria,
rudolf.vetschera@univie.ac.at
Olivier Reimann, University of Vienna, Aus-
tria,
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olivier.reimann@univie.ac.at
Christian Schumacher, University of Vi-
enna, Austria,
christian.schumacher@univie.ac.at

In 1988, R. Yager introduced the OWA (Ordered
Weighting Average) operator as a tool for multi-
attribute decision making. In contrast to many
other approaches in MCDM, this operator does
not assign weights to attributes per se, but rela-
tive to the performance of an alternative in the
attribute. Thus, the same weight is used across
all alternatives for the attribute in which the al-
ternative performs best, second best and so on.

Since it was introduced in 1988, the OWA opera-
tor has attracted considerable attention in litera-
ture. A search in Google scholar for ”OWA” and
”multi-attribute” generates over 11,000 hits. A
very frequent claim in this large literature is that
the OWA operator provides a particularly realis-
tic and intuitive model of preferences. However,
despite of the popularity of the OWA operator
in literature, to the best of our knowledge there
is so far no empirical study to measure how well
actual preferences can be represented using this
operator, and if it indeed fits observed prefer-
ences better than other models.

We thus conduct an empirical study to test how
well this operator fits actual preferences of sub-
jects in a ranking task. The task consists of
three parts: In the first part, subjects have to
rank 8 smart phones according to four attributes
(camera resolution, battery capacity, total mem-
ory, RAM capacity). Since subjects are under-
graduate students, smart phones are a product
category with which subjects are very familiar,
and about which they usually have already made
several purchasing decisions. In the second and
third task of the study, subjects had to provide
a cardinal evaluation of the same 8 alternatives
on a scale of 1 to 100 points, and had to indicate
their willingness to pay for each phone. These
questions mainly served to test consistency and
stability of the subject’s preferences.

Based on the claims of the OWA literature, we
formulate the following hypotheses:

H1: An OWA model is better able to represent
subjects’ preferences in the ranking task than a
simple additive weighting model.

Since subjects might make mistakes in their
ranking, we particularly want to focus on sub-
jects who have more consistent and stable pref-
erences:

H2: The quality of fit of the OWA model will be
positively related to consistency of subject’s re-
sponses across the three tasks, and this relation-
ship will be stronger than for the simple additive
weighting model.

Finally, the OWA literature usually suggest
weights which are monotonically decreasing, so
that the attribute in which an alternative per-
forms best receives the highest weight, and the
attribute in which the relative performance of an
alternative is worst receives the lowest weight. In

accordance with these specifications from litera-
ture, we formulate our third hypothesis:

H3: Weights estimated for the OWA model will
be decreasing with respect to the relative perfor-
mance within each alternative.

A the time of writing this abstract, the main
empirical study for our experiment is not yet
completed. Data from the main study will be
available at the conference in August. The fol-
lowing results are based on a pre-study with 71
undergraduate subjects from the faculty of busi-
ness, economics and statistics at University of
Vienna.

To test hypothesis H1, we employed an approach
similar to Vetschera (2014) and fitted weights the
ranking statements using an LP model for both
OWA and simple additive weighting (SAW). For
linear partial utilities, responses from subjects
were almost never consistent with the mod-
els. The OWA model was not consistent with
any ranking provided by the subjects, the SAW
model only with the rankings of two subjects. A
Chi-square test indicates no significant difference
between the two methods.

The LP model used for parameter estimation
minimized the maximum violation of the con-
straints obtained from the rankings, thus the
objective value of the model provides an indica-
tion of the approximation error. This error was
smaller for the OWA model (mean 0.0061) than
for the SAW model (mean 0.0089), this difference
is statistically significant according to a nonpara-
metric Wilcoxon test (W = 3705.5, p < 0.1%),
indicating a somewhat better fit of the OOWA
model in accordance with H1.

To test hypothesis H2, we calculated an indicator
of the inconsistency of each subject by counting
the number of alternatives which were ranked
differently in each part of the experiment. Con-
trary to H2, the correlation between the error
in fitting the preference model and inconsistency
was not significant both for the OWA model (r=
0.0083, n.s.) and the SAW model (r = 0.1665,
n.s.).

Our results also contradicted H3. On average,
the estimated weights for the OWA model were
highest for the attribute in which an alternative
performed worst (mean 0.5018, SD 0.1205), sec-
ond highest for the attribute in which an alter-
native performed best (mean 0.3225, SD 0.0668),
and much lower for the other two attributes
(mean of 0.0782 and 0.0975, respectively). A
Wilcoxon test indicates that the difference be-
tween the two ”middle” attributes is not sig-
nificant, all other differences are significant at
p < 0.1%. Thus our results seem to indicate
that the OWA operator represents a decision be-
havior that is partly based on the “Take the
best”-heuristic (Gigerenzer 1996), and combines
it with an “Avoid the worst” approach.
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2 - Proactive Decision Making Valida-
tion of a Multidimensional Scale

Johannes Siebert, University of Bayreuth,
Germany,
johannes.siebert@gmx.de
Reinhard Kunz, University of Bayreuth, Ger-
many,
Reinhard.Kunz@uni-bayreuth.de

On the basis of an extensive interdisciplinary lit-
erature review proactive decision-making (PDM)
is conceptualised as a multidimensional concept.
We conduct five studies with over 4,000 par-
ticipants for developing and validating a theo-
retically consistent and psychometrically sound
scale of PDM. The PDM concept is developed
and appropriate items are derived from litera-
ture. Six dimensions are conceptualised: the
four proactive cognitive skills systematic identi-
fication of objectives, systematic search for infor-
mation, systematic identification of alternatives,
and using a decision radar, and the two proactive
personality traits striving for improvement and
showing initiative. Using principal component
factor analyses and subsequent item analyses as
well as confirmatory factor analyses, six concep-
tually distinct dimensional factors are identified
and tested acceptably reliable and valid. It can
be proved for decision-makers, decision-analysts,
neither nor, and both with different levels of ex-
perience that individuals with high scores in a
PDM factor, e.g. proactive cognitive skills or
personality traits, show a significantly higher de-
cision satisfaction. Thus, the PDM scale can be
used in future research to analyse other concepts.
Furthermore, the scale can be applied e.g. by
staff teams to work on OR problems effectively
or to inform a decision analyst about aspects of
decision-making in an organization.

3 - Biases and Debiasing in Multi-
Criteria Decision Analysis

Detlof von Winterfeldt, University of South-
ern California, United States of America,
Detlof@aol.com
Gilberto Montibeller, Loughsborough Univer-
sity, United Kingdom of Great Britain and
Northern Ireland,
g.montieller@gmail.com

Developing models and estimating parameters
for multi-criteria decision analysis (MCDA) re-
quires judgments by experts and decision mak-
ers. Examples of these judgments are: creat-

ing alternatives, identifying objectives, estimat-
ing probabilities for uncertain consequences, de-
veloping value functions, and assigning weights.

These judgments are subject to biases, which can
reduce the quality of the analysis. Some of these
biases, like the overconfidence bias and the split-
ting bias, are due to faulty cognitive processes.
Others are due to motivations for preferred anal-
ysis outcomes, for example the confirmation bias
or the tendency to assign higher weights to ob-
jectives that favor a preferred alternative.

We structure the description and discussion of
these biases by the steps of a typical MCDA ap-
plication:
1. Structuring the MCDA problem with alterna-
tives and objectives
2. Developing attributes for objectives
3. Estimating consequences of alternatives on
each attribute
4. Eliciting single-attribute value functions
5. Assessing weights
6. Aggregation and sensitivity analysis

The original literature on biases, dating back
to Tversky and Kahnemans pioneering work in
the 1970s, was concerned with cognitive biases
in probability and utility judgments. These bi-
ases are primarily relevant to steps 3 and 4. A
small, but relevant literature addresses weight-
ing biases (step 5), discovering the equal weight-
ing bias, the splitting bias, and the proxy bias,
among others. More recently, Keeney and his as-
sociates have identified an omission bias in steps
1 and 2, showing that without tools or prompt-
ing, people often develop an incomplete set of
alternatives and objectives.

We distinguish between biases that are hard to
correct vs. those that can easily be fixed by logic
or decomposition. For example, the overconfi-
dence bias has been shown to be pervasive and
resistant to corrective procedures. On the other
hand, the bias leading to non-regressive predic-
tion can be corrected by decomposition: by ask-
ing experts for standard deviations and corre-
lations, one can calculate the correct regressive
prediction. While some cognitive biases are easy
to correct, all motivational biases are hard to
correct.

For biases that are hard to correct, we identify
several debiasing techniques. To the extent that
they have been tested experimentally, the re-
sults are not very encouraging. However, many
of the “best practices” for debiasing, developed
by practitioners of MCDA, have not been tested
at all. For example, counterfactuals are often
used to reduce the overconfidence bias, but we
know of no tests of this procedure. Similarly, us-
ing ranking and ratio estimation have been used
to counter the equal weights bias, but there are
also no systematic comparisons of this procedure
with other weighting techniques. We conclude
with a research agenda that has two main el-
ements: Expanding the scope of bias research
to include motivational biases, and testing best
practices in countering both cognitive and moti-
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vational biases.

4 - Debiasing Overconfidence in Multi-
Criteria Decision Analysis

Valentina Ferretti, Politecnico di Torino,
Italy,
valentina.ferretti@polito.it
Gilberto Montibeller, London School of Eco-
nomics, United Kingdom of Great Britain
and Northern Ireland,
G.Montibeller@lse.ac.uk
Detlof von Winterfeldt, University of South-
ern California, United States of America
winterfe@usc.edu

Decision problems with multiple conflicting ob-
jectives often involve alternatives that have un-
certain impacts, particularly in the appraisal of
complex policies, such as in health, counter-
terrorism, or urban planning. Furthermore,
many of these impacts are hard to estimate, be-
cause of the lack of conclusive data, few reli-
able predictive models, or conflicting evidence.
In these cases, multicriteria decision analysts of-
ten use expert judgment to quantify uncertain
impacts.

Behavioral decision researchers have identified
numerous biases that affect experts in such es-
timates and therefore impact the quality of a
decision analysis. A recent review of cogni-
tive and motivational biases in decision analysis,
conducted by Montibeller and von Winterfeldt,
identified overconfidence as a relevant bias in this
elicitation task, both in terms of its prevalence
and its persistence against attempts to reduce
it (such as warning the experts about the bias).
They also listed a series of debiasing strategies
employed in practice by decision analysts, noting
the limited evidence about their effectiveness in
more controlled experimental settings.

The aim of this paper is to report on our early
findings in assessing the effectiveness of best
practices to debias overconfidence in probabilis-
tic estimation of impacts. We report on a pilot
study, where we evaluate the performance of un-
dergraduate students at the Polytechnic Univer-
sity of Turin, who were asked to provide prob-
ability distributions over a set of variables, and
where submitted to alternative debiasing strate-
gies aimed at improving their accuracy. We
also discuss further directions of research on this
topic.
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1 - A Fuzzy Analytic Hierarchy Process
Based Approach for a Multi-Objective
Multi-Level Closed-Loop Supply Chain
Model

Turan Paksoy, Selçuk University, Turkey,
tpaksoy@yahoo.com
Ahmet Çalık, Selçuk University, Turkey,
ahmetcalik@selcuk.edu.tr
Abdullah Yıldızbaşı, Yildirim Beyazit Uni-
versity, Turkey,
abdullahyildizbasi@gmail.com
Nimet Yapıcı Pehlivan, Selçuk University,
Turkey,
nimet@selcuk.edu.tr

The issue of Closed-Loop Supply Chain (CLSC)
management has been more popular with the
globalization and the development of the econ-
omy in recent years. Particularly new regula-
tions for the recovery and recycling of end prod-
ucts hold manufacturers responsible for their
CLSC management. Thus, in order to achieve
higher competition/higher service, managers of
companies have started to pay more attention to
environmental conscious issues. In this study, we
investigate a multi-objective multi-level mixed-
integer linear programming model with two al-
lied SCs and six different Decision Maker (DM).
At the first decision level, the manufacturers of
allied SCs are considered as the upper level DMs
of the Stackelberg Game. At the second level,
raw material suppliers, common suppliers, as-
sembly centers and common collection centers
are considered as the lower level DMs. The ob-
jective functions of the first level DMs consist of
four different components: Transportation cost,
purchasing cost, fixed operating cost and inven-
tory cost. The objective functions of the lower
level DMs are to maximize the total their prof-
its. In the proposed model, end of product con-
sists of raw material, semi product and parts.
Manufacturers can purchase their materials from
common sources or own sources. In the solution
phase, we proposed a new fuzzy AHP based in-
teractive fuzzy programming approach. In the
first step, upper level DMs are asked to deter-
mine the priority levels of lower level DMs by
using fuzzy AHP method. Then in the second
step, all DMs in both levels are asked to deter-
mine the importance of their own objectives. In
the third step, we solve the individual objective
functions via weighted sum method and gain the
pay-off table. After this step, the upper level
DMs determine the minimum satisfactory level
of themselves and lower level DMs. Following
Zimmermanns (1978) Max-Min method the re-
vised version of the model with the objective
function consisting of individual satisfaction lev-
els multiplied by weights of DMs obtained in the
first step of the method via fuzzy AHP. Finally, a
numerical example is implemented and analyzed
in order to demonstrate the efficiency of the de-
veloped approach.
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2 - A Multi-Level Linear Programming
Approach for Optimizing a Closed-
Loop Supply Chain with MCDM
Methods

Ahmet Çalık, Selçuk University, Turkey,
ahmetcalik@selcuk.edu.tr
Abdullah Yıldızbaşı, Yildirim Beyazit Uni-
versity, Turkey,
abdullahyildizbasi@gmail.com
Turan Paksoy, Selçuk University, Turkey,
tpaksoy@yahoo.com
Nimet Yapıcı Pehlivan, Selçuk University,
Turkey,
nimet@selcuk.edu.tr

Especially in the last years, the concept of
Closed-Loop Supply Chain (CLSC) has been
moved much higher up due to the consumer pres-
sures, environmental awareness and the govern-
ment laws. Many companies have been applied
backward flows of end-of-life product at their
supply chain network. Thus, a lot of companies
start to focus on CLSC issues that include re-
manufacturing, refurbishing, recycling and dis-
posal of end-of-life products. We develop a
multi-level optimization model for a CLSC con-
sists of two different SCs network with common
units. In this model, four different decision mak-
ers (DM) are handled. Two of them are the
upper level DMs: the manufacturers of allied
SCs. The others are lower level DMs: common
suppliers and common collection centers. The
objective functions of the manufacturers consist
of four parts: Transportation cost, purchasing
cost, fixed operating cost and inventory cost.
The objective functions of the common suppliers
consist of only selling costs of the components.
The objective functions of the common collec-
tion centers consist of selling costs, transporta-
tion cost and fixed opening cost. In this model,
end product consist of four different components.
In this study, we handled the proposed model
with Selim and Ozkarahan-SO (2008) approach
and Torabi and Hassini-TH (2008) approach. As
a new approach, we proposed to find the relative
importance of the objectives in the SO and TH
methods by using Fuzzy AHP and fuzzy TOPSIS
for obtaining these weights. The performance of
the proposed approach has been examined on a
numerical example and the results are discussed
for a number of scenarios.

3 - An AHP Model for Determining
Appropriate Public Locations for Au-
tomated External Defibrillator (AED)
Deployment: A Case Study in the City
of Valencia

Esin Ekmekci, Istanbul Technical University,
Turkey,
esinekmekci@gmail.com
Y. Ilker Topcu, Istanbul Technical Univer-
sity, Turkey,
ilker.topcu@itu.edu.tr

Pablo Aragonés-Beltrán, Universitat
Politècnica de València, Spain,
aragones@dpi.upv.es
Rafael Rodŕıguez de Sanabria Gil, Universi-
tat Politècnica de València, Spain,
rarodrig@upv.es

Cardiovascular diseases is reported by World
Health Organisation to be the leading cause of
death globally, more than 50% of these deaths
being caused by sudden cardiac arrest. Sud-
den cardiac arrest may be defined as unexpected
loss of heart function, breathing and conscious-
ness caused by an electrical disturbance in heart,
which disrupts its pumping action and stopping
blood flow to the rest of the body. The only ef-
fective treatment is immediate defibrillation sup-
ported by cardiopulmonary resuscitation (CPR).
The unpredictable and fatal nature of sudden
cardiac arrest puts emphasis on the necessity of
an immediate treatment for any chance of sur-
vival. It is agreed by all authorities that the
chances of survival decrease by about 10% with
each minute without defibrillation. Automated
external defibrillators were designed to make the
earliest defibrillation possible. An automated
external defibrillator (AED) is a portable de-
vice which delivers an electric shock through the
chest to the heart, which can restore the normal
heart rhythm of a sudden cardiac arrest. An
AED does not require the user to be a medi-
cal professional since the device decides whether
an electroshock is necessary or not. Addition-
ally, it guides the user with visual and verbal
instructions throughout the process. AEDs are
proven to be safe and effective to be used by
not only healthcare professionals but also laypeo-
ple. AEDs created a whole different perspec-
tive to the concept of resuscitation and first-
aid by enabling any first-responder to be able
to deliver the life-saving defibrillation treatment
within moments of any incident, long before the
ambulance arrives. This led the question to be
“where to place AEDs?”, searching for a solution
to the unpredictability of SCA and the cost of
AEDs. This has been a popular topic among re-
searchers in resuscitation domain. Yet, the prob-
lem has not been studied under decision making
domain sufficiently. The aim of this study was
to provide a novel approach to the problem by
using Analytical Hierarchy Process (AHP) and
offer a solution in terms of a case study in City
of Valencia, Spain. After reviewing the previ-
ous studies on the subject, criteria and potential
categories for alternatives were determined. The
decision problem is constructed of four main cri-
teria, three of them having two sub-criteria each.
The location alternatives were discussed by local
experts and a final list of 80 alternatives were
agreed on. The pairwise comparisons were made
by a decision maker who is an expert of AED pro-
grammes under supervision of a professor who
is an expert on AHP. Criterion response time
was the most important criterion with a weight
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of 65.07%, followed by SCA risk (23.13%). The
weight of coverage capacity was 7.65% and that
of availability of assigned user was 4.14%. This
showed that the most critical criterion for select-
ing the suitability of a location for AED deploy-
ment is the response time. A rigid ranking of
the alternatives would not be of perfect meaning
since the AED placement project will probably
not be done as one AED at a time, and also
the main purpose of this study was to serve as a
general guideline for projects in the near future.
For this reason, the alternatives were grouped
according to their global scores with respect to
the goal. The global scores of all alternatives
were analysed and four groups with descending
priorities were formed. These groups were aimed
to serve as a guideline or a road map for future
projects for AED deployment. Additionally, a
sensitivity analysis was performed to test the ro-
bustness of the model with regard to the changes
in weights of criteria. It was observed that espe-
cially the first-priority alternatives are not highly
sensitive to the changes in weights of criteria,
showing the importance of selecting these loca-
tions if a pilot study is intended. However, it
should be noted that a pilot study might fail as
a determinant of success of an AED deployment
project and it might be a better choice to use
the results of this study as a road map which
will lead a project that will cover all locations
throughout a time period.

4 - A New Multi Objective Linear
Programming Model for Optimizing a
Closed Loop Supply Chain Network us-
ing Fuzzy AHP

Abdullah Yıldızbaşı, Yıldırım Beyazıt Uni-
versity, Turkey,
abdullahyildizbasi@gmail.com
Turan Paksoy, Selçuk University, Turkey,
tpaksoy@yahoo.com
Nimet Yapıcı Pehlivan, Selçuk University,
Turkey,
nimet@selcuk.edu.tr
Ahmet Çalık, Selçuk University, Turkey,
ahmetcalik@selcuk.edu.tr

Today, along with the reduction of resources
of the companies, sustainability, green practices
and recycling activities are gained more impor-
tance. This study is inspired by a real world
Closed Loop Supply Chain (CLSC) modelling
problem on the basis of the automotive indus-
try which includes customers, collection centers,
dismantler centers, refurbishing centers, plants
and distribution centers. According to proposed
model the network begins with the purchase of
raw materials over the tonnage in specific pro-
portions from the raw material suppliers to be
used in suppliers. First converting raw mate-
rials into usable parts processed by suppliers,
then parts are delivered to the plants ready to
be assembled for use in productions. Finally, the
products are delivered to customers through dis-

tribution centers. Reverse flow starts with the
collection of used products from customers by
collection centers. Collected products are sent
to dismantler centers for disassembling process.
At this point, it is observed heterogeneous flow
through the whole network and we developed a
weight ratio, which is based on bill of material
concept, to transform this heterogeneous flow
into homogenous flow. The objective function
has four components. The first component rep-
resents the cost of transportation on some arcs
of the network in the forward and reverse chains.
The second component represents the cost of
purchasing over all parts. The third compo-
nent represents the cost of refurbishing of prod-
uct parts and the last one represents the fixed
costs associated with locating the plants and re-
tailers, respectively. The automotive industries
nature include an insular management system
incapable of reciprocal operation with other, re-
lated information systems. Thus, we examined
two different decision making types. First, we
asked to the top management for evaluating the
weights of objective functions and we get a com-
parison matrix by Fuzzy AHP. Then, we asked
to related departments for weighting objectives
individually. In order to show the differences of
point of views of the departmental silos in the or-
ganization and the top management we solve the
model with Weighted Sum Method using these
two different weights. After obtaining weight of
objectives by fuzzy AHP we continue to solution
phase by using the Weighted Sum Method for
multi-objective programming optimization. Fi-
nally the computational results are presented to
show and validate the applicability of the model.

⋆ MO-3-δ-HS3
� Industry and Business Applications
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1 - A Rebalancing Worst-Case Omega
Ratio Portfolio Model

Jing-Rung Yu, National Chi Nan University,
Taiwan,
jennifer@ncnu.edu.tw
Wan-Jiun Paul Chiou, Northeastern Univer-
sity and Central Michigan University, United
States of America,
w.chiou@neu.edu
Wen-Yi Lee, National Chiao Tung Univer-
sity, Taiwan,
9935802.mt99g@nctu.edu.tw
Tsao-Yuan Chuang, National Chi Nan Uni-
versity, Taiwan,
s100213536@ncnu.edu.tw

It has been documented that the optimal asset
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allocation can be misled by the uncertainty in
asset returns. A variety of robust portfolios are
proposed to deal with this issue to improve the
portfolios efficiency. Previous studies by Zhu and
Fukushima (2009) and Huang et al. (2010) have
integrated conditional value-at-risk (CVaR) with
the robust portfolio mechanism to model the ex-
treme loss. However, the extreme loss can be
ignored if the expected return is higher than the
expected loss. Kapsos et al. (2014) further pro-
pose the worst-case robust Omega ratio model
(WCOmega) by integrating the maximization of
portfolio returns and the minimization of port-
folio in the CVaR model. Our study proposes a
portfolio model that advances WCOmega model
and considers transaction cost and short sell-
ing. We apply multiple objective programming
and then use the return date of a wide range
of international assets during 2001 and 2012.
The performance is measured by Sharpe ratio,
Omega ratio, weights of short selling, transac-
tion cost, realized market value, and realized
return. We compare the performance of our
proposed model with two other robust portfolio
models, the worst-case conditional value-at-risk
(WCVaR) and the relative robust conditional
value-at-risk (RRCVaR). The empirical results
show that the proposed WCOmega demonstrate
better performance than the other two modified
CVaR models. The over-time portfolio rebalanc-
ing shows the differences in asset allocation that
is caused by different model characteristics.

2 - Multiple Objective Chance Con-
strained Recourse Approach for Port-
folio Selection

Meryem Masmoudi, University of Bahrain,
Bahrain,
meryem.masmoudi@gmail.com
Fouad Ben Abdelaziz, NEOMA Business
School, France,
Fouad.BEN.ABDELAZIZ@neoma-bs.fr

This paper addresses the multiple objective
stochastic portfolio selection problem where the
portfolio return has to be maximized and the
portfolio risk is to be optimized (Ben Abdelaziz
et al, 2007). We propose to model the portfo-
lio risk using, the Capital Asset Pricing Model,
Beta risk measure. We follow Ben Abdelaziz
and Masmoudi (2013) and we consider that the
Beta of the securities is defined as random vari-
able and depends on the states of the market
(the up market and the down market). We sup-
pose that the portfolio return should be at least
equal to a predetermined stochastic goal and in
case a portfolio doesn’t achieve that target, a re-
course cost is generated to penalize it. Usually,
in a recourse approach, we consider the expected
value of the deviation between the portfolio re-
turn and the predetermined target as a recourse
cost (Masmoudi and Ben Abdelaziz, 2012). In
this paper, we propose a new version of the re-
course approach where the recourse cost is the

worst deviation that may occur with a predefined
probability. The new approach is a mix between
a goal programming approach, a recourse ap-
proach and a chance constrained approach. We
illustrate the paper results using an empirical ex-
ample of weekly returns from securities listed in
the Bourse of Bahrain.

3 - A Multiple Objective Stochastic
Programming Model for Portfolio Se-
lection: Case of Bahrain Security Mar-
ket

Hatem Masri, University of Bahrain,
Bahrain,
hmasri@uob.edu.bh

In the security market, many investors are in-
sufficiently skilled or interested in selecting and
managing their portfolio and hence they usually
refer to professional agents to advise them about
the initial portfolio to hold. Agents may belong
to a financial institution, an investment com-
pany, a bank, etc. Investors may select among
competing agents and bargain with them about
the desired rate of return on investment. If such
a rate is not attained, the investor my not re-
new his/her investment contract with the agent
and thus agents would better fulfill the investor
requirements to build a good reputation in the
market. In order to select their initial portfolio,
agents usually refer to the Markowitz [6] mean-
variance model. The Markowitz model can be
viewed as a multiple objective program where
the portfolios return should be maximized and
the portfolios variance has to be minimized [3].
In the literature, additional objective functions
were considered, among them, the liquidity, the
dividend, the number of shares per market, etc
[8]. The variance used by Markowitz to quantify
the portfolios risk leads to a quadratic stochas-
tic program model that is difficult to solve for a
portfolio selection problem with a large number
of securities [5]. Recently, Ben Abdelaziz et al.
[4] proposed to optimize the portfolio (market)
risk using securities beta instead of the variance.
According to the Capital Asset Pricing Model
(CAPM), the beta of the ith security quantifies
the ith security’s co-variation with the market
return [7]. Since the beta of a portfolio is a
weighted sum of the betas of the component se-
curities, a linear objective function can be used
to measure the portfolio market risk. Agents
would like to attract and retain investors by of-
fering them higher rates of return [1]. In our
study, we differentiate between two rates of re-
turn the investors contract with the agent. The
first rate is the minimum acceptable rate of re-
turn that an investor is willing to receive. If
such a rate is not achieved, the agent is forced
to pay a penalty to keep the investors wealth in
his/her portfolio. Such a rate is usually greater
than or equal to the market risk free rate. The
second rate is the ideal rate of return for the in-
vestor. If such a rate is attained or exceeded,
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the agent will improve his/her reputation in the
market and will be able to attract other invest-
ment funds.
In this paper, we address the single period port-
folio selection problem where an agent has to
achieve multiple target rates of return. We sup-
pose that target rates, the minimum acceptable
rate and the ideal rate, are of stochastic na-
ture and are defined based on the market return.
We propose a multiple stochastic goal approach
to build a certainty equivalent program for the
multiple objective stochastic linear program (4).
The proposed approach allows considering multi-
ple stochastic goals for the return objective func-
tion. We illustrate the proposed approach using
empirical data from Bahrain bourse [2].
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The process of selecting, manufacturing and suc-
cessfully marketing products from the discovery
phase is a fundamental yet highly complicated
challenge that biopharmaceutical industries face
today. Strategic decisions include drug selec-
tion, priority of development and outsourcing of
activities. With typical development times of
a new molecular entity (NME) of 11.4 - 13.5
years and fully capitalised costs currently $1.8
billion (Paul et al., 2010) it is imperative that
drug developers optimise their strategies to en-
sure minimal cost of testing, time to market and
increase profitability. With the added complica-
tion of development and outcome uncertainties
during the process, encompassing target iden-
tification, validation, drug discovery, preclinical
testing, clinical trials (PI, PII and PIII), FDA
approval and finally manufacturing, the devel-
opment of NMEs is high risk. For example,
in 2007 only 19 NMEs were approved to enter
the market by the US Food and Drug Admin-
istration (FDA) (Paul et al., 2010). Pharma-
ceutical drug development management has re-
ceived significant attention in the literature work
(Maravelias and Grossmann, 2001; Colvin and
Maravelias, 2008). Chen et al. (2012) then
went on to improve the management of clini-
cal supply chain in addition to strategic port-
folio management. Based on the work of George
and Farid (2008) that tackled the biopharmaceu-
tical portfolio management using an evolution-
ary algorithm-based framework, this paper aims
to provide a scenario-based stochastic mixed-
integer linear programming (MILP) framework
for the optimal biopharmaceutical drug portfolio
strategies, with integration of the supply chain
network distribution of drugs during the mar-
ket stage. The key decisions to be optimised in-
volve (i) the selection of promising drugs form-
ing the drug portfolio, (ii) the timing sequence of
stage schedules, (iii) the choice of in-house, out-
source or partnership activities for the manufac-
turing at Phase I/II/III and market stage, (iv)
(v) production levels at the different manufactur-
ing sites, and (vi) the logistic network from the
manufacturing sites to the markets via distribu-
tion centres. Two objective functions are consid-
ered, including the maximisation of the expected
net present value (NPV), and the probability of
being profitable. The classic -constraint method
is used to obtain a set of Pareto-optimal solu-
tions. The developed model is applied on a case
study containing potential NMEs that are cur-
rently at the initial stage of their development
cycle. A series of scenarios will be generated
that model the probability tree of task outcomes
for multiple drugs. This paper will aim to il-
lustrate correlations between NPV and proba-
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bility whilst analysing the affect production ca-
pacity, available capital and storage capacity has
on the two objective functions, and the trade-off
between the two objective functions.
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1 - Can Fuzzy MULTIMOORA solve
the Problem of Excessive Spread in
Sampling?

Willem Brauers, University of Antwerp, Bel-
gium,
willem.brauers@ua.ac.be
Alvydas Balezentis, Mykolas Romeris Uni-
versity, Lithuania,
a.balezentis@gmail.com
Tomas Balezentis, Vilnius University,
Lithuania,
tomas@laei.lt

Decision Making can be quantified by setting up
a Decision Matrix with for instance Objectives
or Criteria as columns and alternative solutions
like Projects as rows. In order to concretize the
elements of the matrix a preliminary sampling
may be necessary. In this study Decision Mak-
ing is quantified in its objectives, with the prob-
lem of normalization, due to the different units
of the objectives and with the problem of impor-
tance. A MULTIMOORA method, chosen for
its robustness instead of many other competing

methods, will solve the problems of normaliza-
tion and of importance, whereas Fuzzy MULTI-
MOORA will take care of the annoying spread
in the samples. Indeed Spread, the double of
the Standard Error, sometimes concerning devia-
tions up to 38% (circulation of a local newspaper
in Belgium on basis of 10,000 interviews), makes
the outcome rather doubtful. Is it possible to
avoid any spread and in this way make a sample
exercise worthwhile inside the usually accepted
marketing confidence level of 95%, meaning a 5%
probability that outside conditions could inter-
fere? Decision Making in Residential Construc-
tion is preferentially based on preliminary sam-
pling with a choice of contractors on the one
side and preferences of interested investors on
the other. An example is taken from: Brauers,
W. K. M.; Zavadskas, E. K.; Turskis, Z and
Vilutiene, T. 2008. Multi-Objective Contrac-
tor’s Ranking by applying the MOORA Method,
Journal of Business Economics and Management
9(4): 245-255. Construction, taking off, mainte-
nance and facilities management of a building
are typical examples of consumer sovereignty:
the new owner likes to have a reasonable price
to pay, to have confidence in the contractor, to
know about the duration of the works, the ser-
vice after completion and the quality of the work.
On the other side the contractor has his objec-
tives too, like the satisfaction of the client, di-
minishing of external costs and annoyances and
the management cost per employee as low as pos-
sible. In other words it concerns a problem of
multi-objectives. Therefore a final ranking will
show the best performing contractor from the
point of view of the clients but also from the
point of view of the contractors. From infor-
mation of the Dwelling Owners Association of
Lithuania, a panel of 30 owners of dwellings cho-
sen at random agreed with these 9 objectives The
9 objectives with 30 interviews even chosen at
random mean a standard error of 0.09, namely
9% under or 9% above the real percentage or a
Spread of 18%. Beside this formula: one has to
be aware of the universum around the sample,
which is not directly quantitative. The Univer-
sum was not a disturbing factor in this case. For
the high spread of 18% we look for a solution by
the methods MULTIMOORA and Fuzzy MUL-
TIMOORA. To the Ratio Method and the Ref-
erence Point Method of MOORA a third method
is added in MULTIMOORA: the Full Multiplica-
tive Form. The use of three different methods of
MOO is more robust than using of one or two,
making MULTIMOORA superior to all existing
methods of Multiple Objectives Optimization.
As in the given example 9% less with 9% more
is symmetrical no result is found. Indeed if you
take a row or a column in the decision matrix
the numbers will form a Gauss curve as a nor-
mal distribution, i.e. quite symmetrical. If it had
been a particular normal distribution or even a
non-normal distribution there would have been
no problem. Consequently MULTIMOORA can
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not solve the problem of spread. It was Fuzzy
MULTIMOORA which brought the solution by
considering all the possible extreme positions de-
livered by the standard error, whereas normal
distribution was no more a disturbing hindrance.
The example of disclosing the desiderata of po-
tential buyers of property in Lithuania presents
an illustration of the theory.

2 - Intuitionistic Fuzzy Hybrid Ap-
proach Based Failure Mode Effects
Analysis For Risk Assessment

Burak Efe, Gazi University, Turkey,
burakefe0642@gmail.com
Ömer Faruk Efe, Gümüşhane University,
Turkey,
omerfarukefe@gumushane.edu.tr
Mustafa Kurt, Gazi University, Turkey,
mkurt@gazi.edu.tr

Failure mode and effects analysis (FMEA) is
an extensively employed risk evaluation tool
for identifying and eliminating potential failures
in manufacturing and service systems. FMEA
deals with the proactive treatment of the system
in order to prevent the failure while the other risk
evaluation techniques find a solution after the
failure realize. In conventional FMEA, the risk
priorities of failure modes are defined with so-
called risk priority numbers (RPNs), which can
be achieved by multiplying the scores of risk fac-
tors like occurrence (O), severity (S), and non-
detection (D). The terms of O, S, and D are the
probability of the failure, the severity of failure,
and the detectability of the failure, respectively.
However, the crisp RPN method has been criti-
cized to have several shortcomings. The conven-
tional FMEA can’t take into consideration the
importance degrees of O, S, and D so that it
admits them in equal importance degree. This
situation can be obtained the mistaken results
when the conventional FMEA implements to the
real life problems. For example, when O, S, D
parameters are 2, 4, 1 and 1, 2, 4 for two sit-
uations, respectively, both RPNs are 8 and the
same. Different values of O, S, and D can provide
the same RPN but hidden risks of them can be
different totally. Therefore, it can be caused non-
determining failure mode with the highest risk,
and the waste of resource and time. It is difficult
to define the values of O, S, and D parameters
precisely. Several information in FMEA is gener-
ally expressed with the terms of such important,
very high as linguistic. O, S, and D parame-
ters of RPN are discrete ordinal scales accord-
ing to traditional FMEA so that it causes mean-
ingless and misleading information due to mul-
tiplication of O, S, and D parameters. We pro-
pose the integrated IFAHP- IFVIKOR approach
with group decision making in order to overcome
these limitations in the conventional FMEA. In-
tuitionistic fuzzy set (IFS) contains a member-
ship function, a non-membership function, and
a hesitancy function. In this study, intuition-

istic fuzzy analytic hierarchy process (IFAHP)
method is used to assess O, S and D risk fac-
tors related to weights. IFAHP can be utilized to
cope with more complex problems, where the ex-
perts have some vagueness in defining preference
values to the criteria examined. For selecting the
most serious failure modes, intuitionistic fuzzy
VIKOR (IFVIKOR) method are used to deter-
mine risk priorities of the failure modes that have
been identified. IFVIKOR method investigates
to rank and select alternatives, and defines com-
promise solutions, which provides the maximum
group utility for the majority and a minimum of
individual regret for the opponent, for a prob-
lem with conflicting criteria, which can help the
experts to achieve a final decision. Therefore,
IFVIKOR has big chance of success for failure
modes selection process in risk assessment. As
a result, IFVIKOR is proposed because the pri-
oritization of examined failure modes is based
on the linguistic expression, specifically to over-
come some limitations of the traditional FMEA.
A number of decision makers interact to achieve
unique decision in group decision making. Each
decision maker might have special goals, opin-
ions, and different evaluation process, although
they aim to select the best alternative. The de-
cision makers have to define their preferences by
using a set of numerical values. The utilization
of same preference by all the decision makers
has been a widespread implementation in group
decision making but it can’t generally be pos-
sible in actual implementation because of spe-
cial characteristics of each decision maker such
experience, abilities, and knowledge. The im-
portance degree of decision makers are assigned
in order to show their differences in the group
decision making problem. DST, which is called
Dempster Shafer Theory, can be utilized to ag-
gregate the opinions of experts based on intu-
itionistic fuzzy decision matrix. DST, which is
the capability of dealing with the vagueness, can
combine pairs of bodies of evidence to ensure
new evidence. It has been extensively imple-
mented to many domains, such as decision mak-
ing problems, defining influential nodes, and so
on. There is no study about FMEA using inte-
grated IFAHP- IFVIKOR approach with group
decision making. This methodology allows de-
creasing the uncertainty and the information loss
in group decision-making. Six criteria are deter-
mined as risks that caused from work equipment,
noise, non-ergonomic working posture, high heat
stress, increasing of work pace by depending on
the demand, bullying and victimization accord-
ing to the experts’ opinions and the literature.
This study purposes to ensure an analytical tool
to determine the highest failure mode for a tex-
tile firm. The sensitivity analysis can be realized
so that it is to exchange each expert’s weight
with another expert weight while the weights of
other expert remain unchanged.

3 - Advantages of fuzzy systems for
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solving real-world optimization prob-
lems

Heinrich Rommelfanger, Goethe University
Frankfurt am Main, Germany,
Rommelfanger@wiwi.uni-frankfurt.de

Classical mathematical programming models re-
quire well-defined coefficients and right hand
sides. In order to avoid a non-satisfying mod-
elling usually a broad information gathering and
processing is necessary. In case of real problems
some model parameters can be only roughly es-
timated. While in case of classical models the
vague data is replaced by “average data”, fuzzy
models offer the opportunity to model subjec-
tive imaginations of the decision maker as pre-
cisely as a decision maker will be able to describe
it. Thus the risk of applying a wrong model of
the reality and selecting solutions which do not
reflect the real problem can be clearly reduced.
The modelling of real problems by means of de-
terministic and stochastic models requires exten-
sive information processing. On the other hand
we know that an optimum solution is finally de-
fined only by few restrictions. Especially in case
of larger systems we notice afterwards that most
of the information is useless. The dilemma of
data processing is due to the fact that first we
have to calculate the solution in order to define,
whether the information must be well-defined or
whether vague data may be sufficient. Based on
multi-criteria programming problems it should
be demonstrated that the dilemma of data pro-
cessing in case of real programming problems
can be handled adequately by modelling them
as fuzzy system combined with an interactive
problem-solving. Describing the real problem by
means of a fuzzy system first of all only the avail-
able information or such information which can
be achieved easily will be considered. Then we
try to develop an optimum solution. With ref-
erence to the cost-benefit relation further infor-
mation can be gathered in order to describe the
solution more precisely. Furthermore it should
be pointed out that some interactive fuzzy solu-
tion algorithms, e.g. FULPAL provide the op-
portunity to solve mixed integer multi-criteria
programming models as well.

⋆ MO-3-σ-HS5
� Multi Objective Optimization

Monday, 11:30–13:10 – Room HS 5

Session: Vector optimization

Chair: Stefan Ruzika

1 - Properties and Representation of
Nondominated Sets of Multi-objective
Combinatorial Optimization Problems

Banu Lokman, Middle East Technical Uni-
versity, Turkey,
lbanu@metu.edu.tr

Gökhan Ceyhan, Middle East Technical Uni-
versity, Turkey,
gceyhan@metu.edu.tr
Murat Köksalan, Middle East Technical Uni-
versity, Turkey,
koksalan@metu.edu.tr

We study the properties of nondominated sets of
several multi-objective combinatorial optimiza-
tion (MOCO) problems. We investigate how the
number of nondominated points varies with the
parameters of the problem and how those points
are distributed over the objective space. To do
this, we first partition the objective space into a
predetermined number of regions and estimate a
density parameter for each defined region. Then,
we develop density-based performance measures
to assess the representativeness of a given set
of points. Based on our findings, we also de-
velop a method to find a representative subset
for MOCO problems. We first approximate the
nondominated set with a hypersurface and then
generate a set of points that represent all non-
dominated points. We conduct experiments on
randomly generated instances of MOCO prob-
lems. The results show that a reasonable number
of points that represent all nondominated points
are generated.

2 - A globally convergent method for
multiobjective optimization

Alberto Lovison, University of Padova, Italy,
lovison@math.unipd.it
Markus Hartikainen, University of Jy-
vaskyla, Finland,
markus.e.hartikainen@jyu.fi

Exact global search methods are a well known
class of algorithms belonging to the single ob-
jective optimization literature. These methods
usually demonstrate appreciable speed of con-
vergence but their specific strength is that they
guarantee that the global optimum of the func-
tion under exam is approximated with arbitrary
precision in a finite time.
A first well known method of this type is the
Pijavski-Schubert algorithm.
Unfortunately, it appears that in the available
multiobjective literature there has not been so
much attention dedicated to the complete or de-
terministic methods for global search, although
now and then we have witnessed the attempt of
producing adaptations of some of these methods
for the multiobjective case.
However, at least to the knowledge of the au-
thors, most of those adaptations follow one of
the following schemes:
1. the method uses a scalarization of the multi-
objective problem to a single objective optimiza-
tion problem and then applies the global algo-
rithm to the scalarization, or
2. the method translates the underlying idea of
the global method in the multiobjective format,
but then applies a non deterministic method to
produce the Pareto set.
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In both cases, we encounter the following prob-
lems contrasting with the global and exact char-
acter desired:
1. the method cannot guarantee a systematic
covering of the Pareto set, or
2. the method operates at some point some non
deterministic choice.

Well-known and widely used methods belonging
to the latter class are the evolutionary multiob-
jective optimization methods.

In this paper, our main scope is to present a Lip-
schitz global optimization algorithm for multiple
objectives, namely an extension of the Pijavski-
Shubert method which does not make use of aux-
iliary functions and that approximates the set of
global Pareto optima within a desired tolerance
measured according to the Hausdorff distance.

This method produces an approximation of the
Pareto set consisting in a covering composed by
arbitrarily small hypercubes. In perspective, the
method can be combined with surface tracing
methods to generate a faithful geometric surro-
gate of the Pareto set.

3 - A coverage-based Box-Algorithm
to compute a representation for opti-
mization problems with three objective
functions

Stefan Ruzika, Universität Koblenz-Landau,
Germany,
ruzika@uni-koblenz.de
Tobias Kuhn, Technische Universität Kai-
serslautern, Germany,
kuhn@mathematik.uni-kl.de

A new algorithm for optimization problems with
three objective functions is presented which com-
putes a representation for the set of nondomi-
nated points. This representation is guaranteed
to have a desired coverage error and a bound on
the number of iterations needed by the algorithm
to meet this coverage error is derived. Since the
representation does not necessarily contain non-
dominated points only, ideas to calculate bounds
for the representation error are given. Moreover,
the incorporation of domination during the algo-
rithm and other quality measures are discussed.

⋆ MO-3-χ-HS6
� Environment, Infrastructure & Emerging Ap-
plications

Monday, 11:30–13:10 – Room HS 6

Session: Environmental Decision Making 1

Chair: Victor Sousa

1 - Ranking of the Provinces in terms of
Air Quality with a Multi-criteria Deci-
sion Making Method

Emin Sertaç Arı, Gazi University Institute
of Informatics, Turkey,

sertacari@hotmail.com
Hakan Özköse, Gazi University Institute of
Informatics, Turkey,
hakan ozkose@hotmail.com
Cevriye Gencer, Gazi University Faculty of
Engineering, Turkey,
ctemel@gazi.edu.tr

Every year environment authorities of every
country publish the quality reports on the nat-
ural elements they have; like air, water and soil.
Such reports provide an insight about these es-
sential elements for the directors of the related
regions and give them chance to take measures
when it poses a risk. Air is the indispensable ele-
ment of the life phenomenon and is needed by ev-
ery living creature. At the present time air is one
of the most important elements whose availabil-
ity is sought on other planets in space researches.
Air quality varies according to the quantities of
the materials in it. Especially during winter tide
air pollution is relatively high in some regions
depending on the meteorological conditions. Air
pollution arising from heating process reduces
the quality of life by affecting the human health.
Nowadays local, regional and global problems are
faced commonly based upon air pollution. There
can be air pollution especially in metropolises
due to some reasons like extensive urbaniza-
tion, unplanned settlements, increase in number
of motor vehicles, unplanned industrialization,
poor quality fuel usage, topographical and mete-
orological conditions. Numerous pollutants exist
in the air such as Particulate Matter (PM), Sul-
fur Dioxide (SO2), Nitrogen Oxides (NOx), Car-
bon Monoxide (CO), Ozone (O3). In this study
all provinces in Turkey are ranked according to
the air qualities they have based on the criteria
values published on the Environment Status Re-
port 2013 of the Ministry of Environment and
Urban Planning. The status of the provinces
in terms of the air qualities they have can be
seen with this ranking which is done with SMAA
(Stochastic Multi-criteria Acceptability Analy-
sis); a stochastic multi criteria decision making
method.

2 - Water resources vulnerability assess-
ment of South Korea using SWAT &
SWAT-CUP model

Kwangjai Won, Seoul National University of
Science and Technology, The Republic of Ko-
rea,
babowkj@naver.com
Eun-Sung Chung, Seoul National University
of Science and Technology, The Republic of
Korea,
eschung@seoultech.ac.kr

Climate change has affected our lives in various
ways as a result of global warming in recent years
and hydrological cycle change according to cli-
mate change represented by non-stationarity of
rainfall or temperature has also clearly accepted.
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For that, much research to water resources vul-
nerability assessment and strategy are variously
being made. However, in South Korea, research
has been focused on just one basin and water
resources vulnerability assessment according to
total basin is not enough. Therefore, this study
extends this limited dataset for South Korea by
assessing the vulnerability of water resources for
12 basins. The basins were built using a SWAT
(Soil and Water Assessment Tool) model, devel-
oped to predict the impact of land management
practices on water, sediment, and agricultural
chemical yields in large complex watersheds with
varying soils, land use, and management condi-
tions over long periods of time. After building
SWAT model, parameter optimization in terms
of runoff was calculated using the SWAT-CUP
model. Runoff for each watershed was estimated
using applied optimized parameters to input into
the hydrological model(SWAT). In the increasing
order of runoff in 2009 and 2011, the river basins
can be arranged as follows: Han River, Nakdong
River, Geum River, and Youngsan River. The
magnitude of runoff for each basin in 2010 was
Nakdong River, Han River, Geum River and
Youngsan River order. The following basins
have been arranged in increasing order of spe-
cific discharge, i.e., runoff per watershed area:
(as recorded in 2009) Youngsan River, Nakdong
River, Geum River, and Han River; (as recorded
in 2010) Youngsan River, Geum River, Nakdong
River, and Han River; (as recorded in 2011)
Geum River, Youngsan River, Han River and
Nakdong River and of runoff per population: (as
recorded in 2009) Youngsan River, Geum River,
Nakdong River and Han River; (as recorded in
2010) Youngsan River, Geum River, Nakdong
River, and Han River; (as recorded in 2011)
Youngsan River, Geum River, Nakdong River,
and Han River. Water resource vulnerability as-
sessments were carried out for 12 basins in South
Korea. Based on these results, the indicators
were classified by demand and supply side of wa-
ter supply consisting of Social/Economics, Wa-
ter Availability, Environmental, and SWAT. To
assess water resources vulnerability, we used the
technique for order of preference by similarity to
ideal solution, which is based on multi-criteria
decision making. The results indicate that water
resource vulnerability of basins increases as fol-
lows: Sapgyo River, Dongjin River, Hyeongsan
River, Ansung River, Seomjin River, Mangyung
River, Nakdong River, Youngsan River, Taehwa
River, Geum River, Han River, Tamjin River.
The results from this study will be assessed for
current hydrological conditions and be utilized
in water resources management through a high-
resolution model built in multi-space. Also, this
study will be used index development for climate
change vulnerability assessment.

3 - Multi-Objective Decision Making
in Asphalt Recycling: A Municipality
Case

Ali Ozarslan, METU, Turkey,
aliozarslan86@gmail.com
Hesamoddin Nabavi, METU, Turkey,
oali@metu.edu.tr
M. Sinan Gonul, METU, Turkey,
e188812@metu.edu.tr

The usage of asphalt recycling has been increas-
ing since the invention of asphalt recycling ma-
chines. The reason is that it saves large amount
of bitumen while renewing the roads and this
contributes to efficiently use bitumen which is a
natural resource. There has been a higher de-
mand on application of asphalt recycling tech-
nology in Turkey. Recent years have witnessed
serious drawbacks on asphalt recycling, includ-
ing budget and time limitations. This study
investigates the optimum usage of bitumen in
recycling the asphalts of a bounded region of
Cankaya Municipality by using multi-objective
decision making tools. It is concluded that the
recycling project meets 90% of the given objec-
tives and large amount of bitumen is saved.

4 - Managing a natural resources sys-
tem under sustaining limit conditions:
a modified MCDM dynamic program-
ming algorithm.

Victor Sousa, Faculdade de Engenharia da
Universidade do Porto, Portugal,
vgsousa@fe.up.pt

This approach to sustainability over natural re-
sources management comes as a development of
the experience collected through the application
of a model based on MCDM techniques, namely
to the river basin of Lea in North Portugal.
Those techniques facilitated the involvement of
the representatives of the several uses of the po-
tentially available water in the design of the rules
to carry out the management. There was suc-
cess with this model of optimization in ruling
management decisions (“driving the system”, as
we like to name it). The initial deterministic
approach works with combinations of values of
penalty functions for each pair of uses and crite-
ria (Faustino and Sousa, 2002) whenever all de-
mands are not to be satisfied. This MCDM tech-
niques, along with dynamic programming, were
compatible with a further stochastic approach
(Sousa et al, 2009), using fuzzy numbers, either
for the process of inflows to the system or for
the flotation on the assessment from the deci-
sion makers representatives. However, further
concerns arose about the efficiency of the model,
with the acknowledgment that simple aggrega-
tion of those independent pairwise penalty func-
tions were neglecting different levels of interfer-
ence between singular effects, some of them with
significant correlations. Abbas and Matheson,
2009, introduced and developed the concept of
“value aspiration equivalent” to overcome artifi-
cial independence of targets and regulate trade-
offs among the performance objectives. This
concept was very useful and, along with the tech-
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niques to find the “triple bottom line” (TBL) of
social environmental and economic benefits dis-
played in Govindan et al (2012), led to the de-
termination of a sustaining inferior limit surface
(SILS) where a discrete but large number of pa-
rameters of the system are collected with the var-
ious combinations values that were considered to
border unsustainability. The assessment of the
set of these extreme conditions went along with
consultation of the board of stakeholders. In
the particular system we are dealing with, those
parameters include level of water in the reser-
voir dam, humidity state of the land to irrigate,
state of the system of water supply, ecological
demands downstream and lowest expectation of
immediate inflows. Decision making came across
the acceptance of situations always significantly
far from the combination of minimal targets for
each use of the water and was guided by World
Commission on Environment and Development
(WCED) recommendations in what concerns the
complex definition of sustainability. This process
of building that SILS surface began with the elic-
itation of a situation that conveyed to consensus
as being at the borderline of acceptance in terms
of sustainability. Besides this basic combination
of parameters, the decision makers were asked to
agree on trade-offs between each pair of parame-
ters, having in mind the minimal values for each
parameter on its own. The multiple crossed in-
fluences among all parameters was then studied
and placed in a square matrix. All its elements
may assume all values between the extreme val-
ues of the trade off assigned for each position in
the matrix. A discrete variation on each element
gives a finite number of those trade-off matri-
ces and, by multiplication with the elicited basic
vector, an equal number of vectors that build da
SILS surface. The basic combination is related,
off course, with the unitary matrix. The incorpo-
ration of this sustainability condition in manage-
ment decisions reflects on the dynamic program-
ming algorithm, still commanded by the min-
imization of aggregated penalties through the
time gap under study, but now with additional
state restrictions to the performance of that op-
timization. As expected, indications for the sys-
tem driving remain as in the former optimiza-
tion for most of the simulations, but show sig-
nificant differences for the uses of water under
severe shortage of inflows and, moreover, less re-
silience of the system in order to overcome those
conditions.

Monday, 14:30–16:10

⋆ MO-4-α-HS1
� Behavioral Aspects, Group Decision Making,
Negotiations, Interactive Methods, Software

Monday, 14:30–16:10 – Room HS 1

Session: Behavioural Issues and Negotiations

Chair: Gregory Kersten

1 - Behavioral Analysis of Human Sub-
jects in Centipede Games Based on
Agent-based Simulation

Tomohiro Hayashida, Hiroshima University,
Japan,
hayashida@hiroshima-u.ac.jp
Ichiro Nishizaki, Hiroshima University,
Japan,
nisizaki@hiroshima-u.ac.jp

This paper attempts to explain the behavior
of the human subjects such that they deviate
from the strategy related to the sub-game per-
fect equilibrium of the centipede games which is
a game model in extensive form. In the relevant
research of the games in extensive form, a lot
of laboratory experiments using subjects are re-
ported. The experimental results indicate that
the subjects have selected the strategy related to
the equilibrium in almost types of games in ex-
tensive form. However, as the results of experi-
ments relevant to the centipede games, a major-
ity of the subjects have selected strategies devi-
ate from the subgame perfect equilibrium (Mur-
phy et al., 2004; Rapoport et al., 2003). From
the result, it is complicated that the subjects
make decision based not only on payoff maxi-
mization, but also on other criteria. Addition-
ally, the decision of human is not always rational,
and trial-and-error process would be adopted in
decision making. Therefore, this paper conducts
the agent-based simulation for behavioral analy-
sis of the human subjects by using adaptive arti-
ficial agents which make decision based on mul-
tiple criteria.The mechanism of decision making
of the adaptive agents are constructed based on
neural network, and the network are evolved by
using genetic algorithm based on the result of
the games. As mentioned above, the subjects
are compllicated that they make decision based
on multiple criteria and the behavior delivering
a good results would be reinforced, adversely,
the behavior delivering a bad result would be
dumped into the dustbin. Here, a neural net-
work can implement a function such that gen-
erate a single or multiple output based on mul-
tidimensional input data, and several appropri-
ate neural network can be acquired through the
learning process of neural network using genetic
algorithms. The decision making of subjects can
be interpreted as a mapping from multiple in-
put to multiple output, thus the neural networks
which are evolved based on genetic algorithms
would be appropriate for decision mechanism of
the adaptive agents (Nishizaki, 2007). This pa-
per conducts several kinds of simulation experi-
ments using the agent-based simulation system.
By comparing the result of the laboratory exper-
iments using the subjects (Rapoport et al., 2003)
and the result of the simulation using such adap-
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tive agents, the following findings are shown. (i)
The human subjects adopts trial-and-error pro-
cess of decision making. (ii) The aim of such
trial-and-error process of the subjects is not only
maximization of the payoff which they obtain in
a single game, but the subjects aim to maximize
the cumulative payoff or utility which they ob-
tain in whole games. (iii) The risk attitude for
the cumulative payoff is risk averse. (iv) The risk
attitude of the subjects are inequitable. (v) In
the process of trial-and-error, the subjects inten-
tionally make error.

2 - Bounded Capability to Make Ratio-
nal and Consistent Choices

Pekka Korhonen, Aalto University School of
Business, Finland,
pekka.korhonen@aalto.fi
Tommi Pajala, Aalto University School of
Business, Finland,
tommi.pajala@aalto.fi
Niklas Ravaja, Aalto University School of
Business, Finland,
niklas.ravaja@aalto.fi
Outi Somervuori, Aalto University School of
Business, Finland,
outi.somervuori@aalto.fi
Jyrki Wallenius, Aalto University School of
Business, Finland,
jyrki.wallenius@aalto.fi
Pekka Malo, Aalto University School of Busi-
ness, Finland,
pekka.malo@aalto.fi

In this paper, we have studied the capability of
people to make rational and consistent choices.
Our considerations are based on a simple experi-
ment, where the participants were asked to make
several multiple criteria choices from 3, 4, and 6
alternatives which were evaluated on 2 and 3 cri-
teria. All choice problems were generated from
one basic data set by modifying the order of cri-
teria and alternatives, and randomly changing
the criteria values. The measuring of rationality
is based on dominance, and as the measure of
consistency we used differences in choices. We
also gathered background information with an
aim to understand and explain the choice behav-
ior of the human beings. Our results imply that
1) people are making non-rational choices even
in a simple experiment, and 2) the choices are
not very consistent with a linear value function.

3 - A Paradox of Multi-Criteria Deci-
sion Making Processes

Gil Greenstein, Holon Institute of Technol-
ogy, Israel,
gilgr@hit.ac.il

1. Background
In the global environment decision-makers
should take into account several objectives, fol-
lowing that decision situations are multi-criteria.
Several criteria may contradict to one another,

and the outcomes of some objectives could not
be measured quantitatively. It limits a decision-
makers’ ability of judgment. Moreover, in a
dynamic world, in which technological changes
occur on a regular basis, the considerations of
decision-makers have to be changed also fre-
quently and dramatically. However, decision-
makers cannot adjust their decision mechanism
instantly. This leads us to the need for bet-
ter understanding of a human decision process.
The rationality assumptions of Savage (Savage
1960) are the basis for the information value as-
sessing which is used the Information Structure
Model (McGuire and Radner 1985). According
to the rationality assumptions, a decision-maker
can change her decisions instantly and formulate
a joint utility function constituted from different
criteria. But is it so?
The third rationality assumption (Savage 1960)
is based on an infinite calculation ability of a
decision-maker, whether she can combine differ-
ent criteria in a joint utility function. Further-
more, the traditional Decision Theory assumes
that a decision-maker can identify an optimal
decision, although some aspects of Bounded Ra-
tionality may cause her to make a decision with
satisfied expected outcomes (Simon 1957, Rubin-
stein 1998). Suppose the following conflict dur-
ing a decision situation: There are several cri-
teria for decision making and a decision-maker
cannot rank them. Hence, the Bounded Ratio-
nality leads to a satisfied decision and not to an
optimal one.
In contrary to optimizing (getting the maximal
outcomes), the term in the context of Decision
Making, Simon (1957) suggests satisficing, which
means that a decision maker is looking for satis-
fied outcomes rather than maximal outcomes in
a decision situation. Ahituv and Wand (1984)
integrate this approach in the Information Struc-
ture Model defining a satisfaction level. The out-
comes above the satisfaction level get the value
of 0, while the outcomes that are less than this
level get the value of 1 in the outcome matrix.
This model presents a decision situation as a dual
problem to the outcome-maximizing problem, in
which the possibility to get unsatisfied (risky)
outcomes is minimized.
There are some normative models that describe
a multi-criteria (objectives) function (“Multi-
Objective Utility Function” is presented in
Keeney and Raiffa 1993, Keeney 1992). Those
models allow to rank criteria and to calculate a
joint utility function. Ronen and Spector (1995)
use the Information Structure Model in order to
set a size of a sample group and a level of accep-
tance in quality control programs. They assume
that a decision process is based on multi-decision
criteria, though a decision-maker does not know
how to integrate them into a joint utility func-
tion.

2. Motivation
The traditional Utility Theory suggests an op-
timization method. This method, however, is
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not always appropriate in a modern decision en-
vironment. This research presents a new type
of a decision-maker: an optimizer which is sub-
ject to rational satisfaction. Such a decision-
maker does not intend to evaluate an optimal
expected utility. She makes her decision based
on a max-min satisfaction level for each crite-
rion. The presented analytical model is an exten-
sion of the Information Structure Model (which
in fact, is another way of presentation to deci-
sion trees), which allows to demonstrate the dual
paradox of decision-makers in a multi-criteria de-
cision situation. For example, suppose that the
CIO of an organization should choose between
two strategies: an innovation that can give her
organization a competitive advantage and risk
averting strategy that facilitates to avoid risks.
The decision to implement a new ICT should
take account of these two criteria, although their
weights cannot be defined straightforward.

3. Objectives
This research presents an analytical model which
is build using a normative approach in order to
understand the mechanisms of multi-criteria de-
cision making processes. A consequent analysis
allows explaining a decision maker’s behavior un-
der the assumptions of bounded rationality. The
analysis deals with decision situation where it
is assumed that a decision-maker cannot formu-
late a joint utility function constituted from dif-
ferent criteria which are completely inestimable
or estimable partly. Moreover, the model allows
revealing problematic issues of multi-criteria de-
cision making processes, for example, when an
improvement of a service paradoxically leads to
a decline in a firm’s market share.
The research defines, characterizes, analyzes and
illustrates a new type of a decision-maker, called
as an optimizer which is subject to rational sat-
isfaction. The presented model is an extension
of the Information Structure Model to a multi-
criteria (multi-objective) decision environment.
Moreover, the model allows to implement the
general informativeness ratio between informa-
tion structures to a multi-criteria decision situa-
tion.

4. Methodology
The research presents an extension of the Infor-
mation Structure Model to a multi-criteria de-
cision environment. The model allows to imple-
ment the general informativeness ratio between
information structures to such environments.
Moreover, the research extends the Blackwell’s
Theorem and reveals the abnormal issues of
multi-criteria decision-making processes. The
model is based on the assumption of Bounded
Rationality (Simon 1960, Rubinstein 1998), that
is a decision process takes account of several cri-
teria and a decision-maker cannot formulate a
joint utility function constituted from different
criteria. Hence, the optimal solution could not
be obtained and a different approach is proposed,
which is called as optimization subject to ratio-
nal satisfaction.

4 - If I tell you the truth, I get less and
you’ll be less satisfied

Gregory Kersten, Concordia University,
Canada,
gregory.kersten@concordia.ca
Tomasz Wachowicz, University of Eco-
nomics, Poland,
tomasz.wachowicz@ae.katowice.pl

Most studies on conflict resolution and negoti-
ations focus on bilateral interaction. However,
multi-bilateral interactions are no less prevalent
in business and government contexts. While
multi-bilateral negotiations (MBN) are common,
there has been little research on these pro-
cesses. In contrast, multi-attribute auctions
(MAA) that can be used the same or similar
problems have been studied extensively. Re-
cently, several systems have been developed that
allow the study of MAA and MBN in realistic
settings. We used these system to study auctions
and negotiations in the procurement context, in
which a buyer wants to award a contract to one
of several sellers.

There is competition between sellers who want to
get a contract from a single buyer. This compe-
tition is visible in auctions because the sellers ob-
tain reliable information about the winning bids
during the course of auction. This is not the
case in multi-bilateral negotiations in which the
buyer provides only information which she con-
siders useful. Even if the buyer would tell some
or more sellers what the best offer that she re-
ceived is, the sellers may find this information
not trustworthy. This led us to design an MBN
experiment in which one version of the system
automatically displays the best offer on the ta-
ble to some sellers, the same way as in the MAA
system.

The results of non-verifiable and verifiable MBN
and MAA show that the buyers utility values
were significantly lower in verifiable than in non-
verifiable negotiations. The buyers achieved the
best results in MAA. The reverse was true for
the sellers, suggesting that showing the best of-
fer to the sellers reduces rather than increases
competition among them. Thus, one result from
these experiments is that the buyers participa-
tion in verifiable MBN decreases their utilities
but when they do not participate (as is the case
for MAA) they achieve the best results. Remark-
ably, the sellers achieved the best results in ver-
ifiable MBN, however, but they were the least
satisfied.

The results of these experiments cannot be ex-
plained on the grounds of rational exchanges.
However, justification can be found in the so-
cial exchange theory, which places economic ex-
changes in a social-psychological context. Ne-
gotiation is a socio-economic process in which
fairness and aversion to inequity play a role.
They reduce competition because the sellers de-
sist from making more offers when they see that
fair and equitable offers have already been made.
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In contrast, auctions are economic mechanisms
and their users are not concerned with fairness
and equity.

⋆ MO-4-β-R401
� Decision Aiding

Monday, 14:30–16:10 – Room 401

Session: Advances in Decision Aiding and Meth-
ods 1

Chair: Hanna Sawicka

1 - Setting corporate priorities with the
help of multi-criteria decision methods

Tania Yazbeck, Defence Research and Devel-
opment Canada, Canada,
tania.yazbeck@forces.gc.ca

The task of setting corporate priorities for a gov-
ernment department or large company is a com-
plex one and requires engaging many high-level
decision-makers. A risk assessment framework is
presented in which decision-makers assess poten-
tial priorities based on their likelihood and the
impact of not pursuing them on different cor-
porate objectives. The inputs collected through
the risk assessment survey are analyzed using
a multi-faceted Multi-Criteria Decision Analysis
(MCDA) method to determine the set of pri-
orities that best represents the consensus and
the different risk factors. The proposed analysis
methodology relies on scores provided on stan-
dard five-point scales but subsequently converts
the scores into preference rankings. The rank-
ing that minimizes the total disagreement with
all participants is determined using a variation
on Kendalls tau rank correlation coefficient. The
resulting list of priorities, representing the group
consensus, is used to increase the confidence in
the results obtained through score aggregation.
The method has the benefit of requiring only fast
and straightforward inputs from the decision-
makers while at the same time addressing the
biases introduced by different scoring personal-
ities and different interpretations of the rating
scales. The combination of the two approaches,
coupled with a sensitivity analysis, is useful not
only to identify the top and bottom priorities
but also to explore the group dynamics and find
the issues which elicited greater disagreement in
the group. The method has been used by the
Canadian Department of National Defence and
Defence Research and Development Canada to
assist in the determination of corporate priori-
ties.

2 - PCLUST: An extension of
PROMETHEE to interval clustering

Renaud Sarrazin, Belgian Road Research
Center, Belgium,
r.sarrazin@brrc.be
Yves De Smet, Université libre de Bruxelles,

Belgium,
yves.de.smet@ulb.ac.be
Jean Rosenfeld, Université libre de Bruxelles,
Belgium,
jean.rosenfeld@ulb.ac.be

In the field of multicriteria decision aiding, solv-
ing a sorting problem refers to the assignment
of alternatives into ordered categories. In clas-
sification problems, the alternatives are associ-
ated to categories that are pre-defined, which re-
quires a priori information and knowledge about
the structure of the data. While in clustering
problems, the categories are detected during the
solving process from the analysis of the structure
of the data. Then, several clustering approaches
had been developed among them we could dis-
tinguish between the classical approach and the
criteria-dependant approach. The latter uses the
additional information that is given by the crite-
ria to define the clusters, and it could be divided
into two categories: relational and ordered clus-
tering.
In this paper, we are focusing on ordered clus-
tering approaches, and more particularly we ad-
dress the question of interval clustering. We have
developed the method PCLUST that is based on
an extension of the PROMETHEE I outrank-
ing method and the FlowSort sorting procedure.
A set of clusters is constructed on the basis of
the multicriteria preference information among
alternatives. In particular, the positive and neg-
ative flow scores are used to assign alternatives
to the corresponding clusters. Each cluster could
be either individual or interval so that they con-
stitute a set with a partial order.
Two initialization procedures and three assign-
ment rules were developed. We tested the model
and we measured its performance on real-world
ordered datasets from the literature. In particu-
lar, we assessed the quality of the final cluster-
ing, the convergence of the model and its abil-
ity to generate stable clustering distributions.
This analysis has pointed out some promising re-
sults that we underlined by comparing the model
PCLUST with the k-means procedure and the
P2CLUST model.

3 - Negotiation styles and group multi
criteria decision making

Marcela Marques, USP, Brazil,
marcela.tm7@gmail.com
Alexandre Leoneti, USP, Brazil,
ableoneti@usp.br

In the corporate environment, decisions are usu-
ally made by more than one individual (Tet-
lock, 2002, p. 451). In order to aid group deci-
sion, mathematical methods have been proposed
through aggregation of the individual preferences
(Wallenius et al., 2008, Dyer et al., 1992).
However, notwithstanding the method selection,
it is necessary to know how the decision-makers
behave in negotiation (Jacek Skorupski, 2014).
The negotiation styles depend on several factors,
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but the main influence is the importance that is
given to the relationship compared with the level
of conflict (Blake and Mouton, 1964).

Considering the importance of knowing the pro-
file of negotiators, various instruments were
developed based on the structure proposed
by Blake and Mouton (1964), among them:
Thomas-Kilmann Conflict MODE (1978), Orga-
nizational Communication Conflict Instrument
(OCCI) by Putnam and Wilson (1982), ROCI
II by Rahim (1983), Flinders Questionnaire by
Leon Mann (1982), Melbourne Questionnaire by
Mann, L., Burnett, P., Radford M, & Ford, S.
(1997), and, finally, Independent Interdepend-
ing Problem Solving Scale (IIPSS) by Rubin, M.,
Watt SE , & Ramelli, M. (2012).

Most of these instruments are not available on
the literature, just presenting the questions of
the instrument, but not the scale used to obtain
the results, while others presents few application
examples. Therefore, the selection of the instru-
ment to determine the decision-makers negotia-
tion style are a difficult task.

The main objective of this research is to analyze
the negotiation based on the individual profile of
a group of agents and their performance based
on a decision making method. By predicting the
profile of decision-makers it is expected to have
better estimation of the decision-making process.

The research presents an application that was
developed in class with bachelor students in
Business Administration from FEA/USP who
attended the Models for Negotiation discipline.
Firstly, the students answered the Melbourne
questionnaire in order to classify their negotia-
tion profile (Mann, L., Burnett, P., Radford, M.,
& Ford, S. 1997). The questionnaire aimed to
better detail the profiles into four kinds, namely:
(i) Vigilance, (ii) Hyper-vigilance, (iii) Buck-
passing and (iv) Procrastination. The instru-
ment was made available online in a GoogleDocs
form.

After profile classification, the students were sep-
arated and participated in a group decision-
making process, which consisted of two phases:
one individual and another in groups. In the
individual phase, students learned the problem,
which is to decide together to decide together
a travel destination. The alternatives available
were Punta del Lest, New York, Santiago, Paris,
Istanbul. The criteria used to evaluate the alter-
natives were Hotel Rating, Travel time in hours,
Number of nights, Cost, Shopping, Cultural at-
tractions, Natural Landscapes, Security. Using
the ROC Method, the criteria were weighted
according to the students preferences, and a
ranking of the alternatives was performed with
ELECTRE III.

The next step was the group settle. Ten groups
were composed of up to 5 people and formed
based on the profiles identified in the question-
naires. At this stage, the group was divided
into two rooms: in one, those with a more col-
laborative negotiation profile (Buck-passing and

Procrastination), in another, a more competi-
tive profile (Vigilante and Hyper-vigilant). It
was settled a round of negotiation and, when
an agreement did not happen, a second round
started with the presentation of the ranking pro-
posed by the ELECTRE III method. In the
end, the results of the negotiations were collected
through a satisfaction questionnaire.
In the groups which had only decision makers
with a profile of “Vigilance” the negotiation was
longer, but in a collaboratively way, since deci-
sion makers with this type of profile are aware
also with the opinion and criteria posed by oth-
ers. One group proved to be more procrastina-
tor than vigilant, so the solution came in the
first round of negotiations and they dismissed
the use of ELECTRE III as a formal method for
aid decision-making, which shows the main fea-
ture of those decision makers, who avoid conflict.
The Melbourne Questionnaire proved to be sat-
isfactory to forecast the initial expectations in
most of cases. However, the lack of publications
in this area and questionnaires with satisfactory
basis available were the major difficulty in this
research.

4 - The Application of a Multicriteria
Stochastic Ranking Method in the Dis-
tribution System

Hanna Sawicka, Poznan University of Tech-
nology, Poland
hanna.sawicka@put.poznan.pl

The paper presents the solution of a multiple cri-
teria ranking problem with the stochastic values
of evaluation criteria. They are formulated as
the ranges of variations resulting from the simu-
lation experiments carried out on the real distri-
bution system.
This system is characterized by a high complex-
ity. It is composed of 24 distribution centers
(DC) divided into 3 levels i.e. central with 1
DC, regional with 12 DC and a local one with
11 DC spread all over Poland. More than 75
suppliers supply these distribution centers and
around 400 main customers are served. There
are distributed various electrotechnical products,
such as sockets, bulbs, extension cords, clusters,
wires. There can be distinguished 38.000 assort-
ments.
The detailed analysis of the system reveals many
strengths e.g. modern fleet and handling equip-
ment, as well as weaknesses i.e. high level of
inventories. Thus, different ways of changes
based on systems redesign are proposed. Due
to the complex character of the considered sys-
tem, the simulation model of its current state is
constructed. It allows to formalize material and
information flow in the system. Based on the
simulation experiments the bottlenecks are rec-
ognized and quantitative analysis is carried out.
The final information of the system is presented
as a set of evaluation criteria. They represent
various aspects i.e. technical, organizational,
economical, social and environmental. Next, its
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heuristically constructed redesign scenarios are
modeled in the simulation tool and evaluated by
the consistent family of criteria. Their values are
calculated on the basis of simulation experiments
results. They are presented as a probability dis-
tribution.
The decision problem is formulated as a mulicri-
teria stochastic ranking problem. The preference
information is collected. The decision maker is a
person responsible for the redesign process of the
system. He expresses the preferences as values
indicating the boundaries of indifferent variants,
weak and strong preference between them ac-
cording to each criterion. Some of the stochastic
multiple criteria decision aiding (MCDA) meth-
ods have been applied to solve the problem.
However, due to many different and complex in-
formation the final result couldnt be calculated.
Thus, the author has proposed the stochastic
multicriteria ranking method based on the ap-
plication of a multiple criteria decision aiding
method and a machine learning method. MCDA
method is applied to compute a large number
of relations between variants, including indiffer-
ence, preference and incomparability. The input
criteria values in these experiments are randomly
generated from the ranges of variations. Ma-
chine learning method is utilized to classify the
relations between variants and to generate the
final stochastic ranking of variants. The results
of the computational experiments are completed
by the sensitivity analysis. Based on the research
carried out, the compromise redesign scenario is
selected.

⋆ MO-4-γ-HS2
� Model Building

Monday, 14:30–16:10 – Room HS 2

Session: IS-INTEG: Integrated MCDM Appli-
cations 2

Chair: Özgür Kabak

1 - The selection of the most effective
type of fuel for electricity generation
in Turkey

Gozde Kadioglu, Istanbul Technical Univer-
sity, Turkey,
kadioglu.gozde@gmail.com
Y. Ilker Topcu, Istanbul Technical Univer-
sity, Turkey,
ilker.topcu@itu.edu.tr

Over the last two decades, the importance of gen-
erating electricity has more than doubled and
electricity demand is rising dramatically around
the world because of economic developments of
nations. Moreover, environmental concerns also
play an important role in increasing the anxi-
ety about the future of next generations. Also,
energy efficiency is core to a sustainable en-
ergy supply. Generating electricity in Turkey is

usually based on using natural gas, coal, fuel,
geothermal, and hydroelectric power. As Turkey
has dynamic population growth, the energy de-
mand of Turkey has grown rapidly and is ex-
pected to continue growing. However, the invest-
ment necessary to cover the growing demand is
not at the desired pace and level. Sustainable
as well as efficient fuel types should be selected
for meeting this demand and new power plants
should be constructed. Accordingly, this paper’s
main focus is on the selection of the most ef-
fective fuel for electricity generation in Turkey.
First of all, a deep literature survey has con-
ducted and experts are interviewed to determine
the criteria and the sub-criteria those can be
used for the evaluation of possible alternatives.
We come up with a set of criteria; namely envi-
ronmental aspects, economical aspects, sustain-
ability, safety, useful time, suitability, and reac-
tion of citizen. Two criteria have sub-criteria:
criterion of environmental aspect is explained
with damage to the nature and damage to resi-
dents who live around and criterion of economic
aspect is explained with operation and mainte-
nance costs and construction cost. On the other
hand, the fuel types taken into consideration are
coal, natural gas, diesel, wind energy, nuclear
energy, hydroelectric, biomass, solar power, and
geothermal energy. Inevitably the problem on
hand is a multi-criteria decision making prob-
lem where evaluation criteria are several, con-
flicting, weighted, and incommensurable. As the
problem can be modeled as a hierarchy, to an-
alyze it Analytic Hierarchy Process, one of the
most widely used multi-criteria decision method,
is utilized. To assess the relative impact of crite-
ria on main goal “the selection of the most effec-
tive fuel for electricity generation in Turkey” as
well as the relative impact of sub-criteria on their
related criteria, a pairwise comparison question-
naire survey is conducted to the experts research-
ing at energy issues. At the same survey, in ac-
cordance with AHP-rating approach, questions
regarding to identify the performance values of
alternative fuel types with respect to each crite-
rion and sub criterion are posed to the respon-
dents.

2 - Utilizing social media in deci-
sion support modeling for commercial
credit lending

Sait Gul, Halic University, Turkey,
saitgul@halic.edu.tr
Ozgur Kabak, Istanbul Technical University,
Turkey,
kabak@itu.edu.tr
Y. Ilker Topcu, Istanbul Technical Univer-
sity, Turkey,
ilker.topcu@itu.edu.tr

Credit can be defined as allowing certain indi-
viduals or organizations to access to specific re-
sources with an agreement imposing predeter-
mined conditions for both of lender(s) and bor-
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rower(s). This loan should be paid at regular
intervals or after a period of time. In this con-
text, effective management of credit risk that
may be originated from borrowers failure or re-
tard to pay has a vital importance for banks,
which are main credit funder for organizations.
In this study, we aim to build a representative
and consistent decision support model for de-
termining the credit ratings of firms that ap-
plied to banks for credit funds. Commercial
activities and organizational relations have be-
come more complex due to the impact created
by globalization phenomenon. Today, financial
attributes of organizations are not accepted as
sufficient by credit analyzers of financial insti-
tutions (banks). They consider a set of non-
financial features regarding applicant organiza-
tions commercial activities for this reason. While
the operationalization and quantification of fi-
nancial measures are easier because of compris-
ing numerical values, similar treatments need to
be handled very carefully for nonfinancial mea-
sures. For instance, adaptability of organiza-
tions to strategic plans, seizing and improving of
customer satisfaction or the future projection of
a new product/service are under consideration
in quantification focused literature. Nowadays,
even just a news page broadcasted in online en-
vironment or a situation assessment/mention cir-
culated in social media (for instance, microblogs
like twitter, instagram, facebook or news pages
in internet) has a very big potential to change the
agenda of all over the country. Similarly, good or
bad mentions, complaints and any kind of opin-
ions about firms current or new products, ser-
vices, campaigns and customer relations activi-
ties shared by individuals or other organizations;
or announcements of products, services, promo-
tions, any kind of organizational revisions and
responses against customers complaints shared
by organizations themselves in social media en-
vironment can be seen as important measures
influencing the efficiency of financial and oper-
ational activities of organizations. There are
many papers studying the relations between so-
cial media efficiency and financial condition (for
example, share prices) of firms in the literature.
Particularly, while the credit analyzers reliabil-
ity perceptions on financial or nonfinancial mea-
sures in a region are insufficient for considering
them as representatives of firms credibility, us-
age of social media efficaciousness of firms are
getting importance. According to the literature
research, to our best knowledge, there is no study
considering social media in credit risk analysis
until today. With this study, text/web mining
techniques (sentiment analysis) that allow us to
collect social media data from Internet will be
taken into account for credibility analysis for the
first time in literature. By this way, we will inte-
grate MCDM with text mining approaches with
the aim of constructing a more stable, accurate
and reliable credit rating system. It is clear that
considering all the criteria affecting a firms cred-

ibility calculation is very important in order to
forecast the situation of the firm under consid-
eration in a more effective manner and to re-
duce the credit risk by protecting the bank funds
from loss at the same time. Our aim is twofold
in this study: firstly, the relation between so-
cial media usage and financial measures will be
revealed; and then, we will build our basic de-
cision support model. a. For the first aim, we
collect social media information by utilizing text
mining application and financial measures by us-
ing financial reports released by Borsa Istanbul,
stock exchange market of Turkey. We present
the relationship between these constituents and
determine the significant social media attributes
for Turkey as a result of successful results from
our statistical analysis. b. The primary ver-
sion of our commercial credit lending decision
support model has two types of input: financial
scores and internet/social media scores that are
collected in the previous step. Firstly, the perfor-
mance scores of firms are calculated in terms of
an MCDM approach. Then, homogeneous credit
ratings are constructed according to these scores.
This first version gives us some clues regarding
the appropriateness of the usage of social media
data and MCDM techniques to the credit lend-
ing analysis issue. This decision support model
will be the first study considering social media
in credibility analysis of firms in the literature.
If the accuracy tests show us the models results
superior to the other methods, it will contribute
to credit operations of banking industry by pro-
viding them a more sophisticated rating method-
ology. This methods proactive approach can be
useful for protecting the funds from loss that may
be originated from the borrowers’ default.

3 - A New Allocation Process For Organ
Transplantation

Emre Meterelliyoz, Istanbul Technical Uni-
versity, Turkey,
emremeterelliyoz@gmail.com
Özgür Kabak, Istanbul Technical University,
Turkey,
kabak@itu.edu.tr

Organ transplantation has a vital role in treat-
ment of the end-stage organ failure patients.
Transplantation improves quality of life and life
expectancy in most cases. Among the others,
kidney and liver are the mostly transplanted or-
gans. However in the transplantation perspec-
tive kidney and liver have different characteris-
tics. Kidney patients can live by dialyses treat-
ment during the waiting, alternatively but it is
not a persistent treatment and only helps to im-
prove living condition. However, such kind of
a treatment is not valid for liver patients. It
means that liver patients are more likely to die
while waiting the new liver. However, suitable
deceased (Cadaver) donors are scarce while pa-
tients who wait the organ transplantation treat-
ment in the waiting list are continuously increas-
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ing. Therefore, well-modeled organ allocation
system is required to manage this kind of im-
balance between the donors and recipients. In
this study, we focus on allocation process of kid-
ney transplantation. In the current system in
Turkey, medical emergency is the first step of all
organ allocation processes. If a patient in the
waiting list is in emergency situation, the donor
organ is assigned to him or her. If there is no
emergency patient, then the allocation process
is designed for each organ particularly. Alloca-
tion process is mainly based on scoring of wait-
ing patients with respect to some predetermined
criteria. As the first step of kidney transplan-
tation, the tissue compatibility matching pro-
cess is conducted. Six different tissues are an-
alyzed and matched. If a patient is compati-
ble with the donor in all of the tissues, kidney
is assigned to this recipient regardless of any
other information. Otherwise, waiting patients
scores calculated based on their tissue compati-
bility degree, duration of dialysis, age of the pa-
tient and location. The current kidney alloca-
tion system defined as the combination of utility
and equality conditions. In the scoring scale, tis-
sue compatibility test results refer utility of the
kidney whereas the duration of dialysis and lo-
cation information takes into consideration the
patient equity. However, the variables and their
weights are not defined with the respect to util-
ity and equity considerations, properly. In many
countries, tradeoff between the utility and eq-
uity of allocation system is well modeled using
mathematical methods and tools of decision sci-
ence. The aim in this study is to propose a
new allocation process to sorts the waiting pa-
tients considering the tradeoff between equity
and utility for kidney transplantation. For this
aim, firstly, the related criteria are defined based
on current methods, literature and expert opin-
ions. The criteria are classified into two main
categories: Equity criteria such as duration of
dialysis, medical status, waiting time and util-
ity criteria such as tissue compatibility degree,
success probability of transplantation. Subse-
quently, the weights of the criteria are deter-
mined by analyzing the current system data and
according to expert opinions. This organ alloca-
tion process can be defined as multi criteria de-
cision making (MCDM) problem as it includes
multiple conflicting criteria to sort the waiting
patients. In this study, a MCDM method is pro-
posed based on TOPSIS for the organ allocation
problem. TOPSIS is suitable method to develop
simple, faster, and accurate model results com-
pared to other MCDM methods. As an initial
effort, we have applied the proposed method to
kidney allocation process in Turkey. The first re-
sults are promising compared to current process.
Furthermore, we will present our results to the
experts and practitioners to check the validity of
the methodology. As a further study we plan to
develop a model for liver allocation process and
we will try different MCDM methods to compare

with the initial results.

4 - An Interactive Approach for Bi-
attribute Multi-item Auctions under
Quasiconvex Preference Functions

Gulsah Karakaya, Middle East Technical
University, Turkey,
gulsahkilickarakaya@gmail.com
Murat Köksalan, Middle East Technical Uni-
versity, Turkey,
koksalan@metu.edu.tr

In this study we address multi-item auctions;
also known as combinatorial auctions. In these
auctions, typically, bidders offer a combination
of items with the attribute values of the corre-
sponding combination. We developed an interac-
tive method to find the most preferred bid com-
bination of a buyer having a quasiconvex pref-
erence function, in a bi-attribute, multi-round
auction setting. We try different versions for
this method and report the results for several
test problems. We then consider a special case
of quasiconvex preference functions: weighted
La distance functions. We modify the original
method to exploit the structure of this special
case. The modified method estimates both al-
pha and weight values of the underlying pref-
erence function. In both algorithms, we aim
to converge to solutions that are beneficial for
the buyer and are produced by more competi-
tive bidders. This result is tried to be achieved
by estimating the underlying preference function
of the buyer based on his/her past choices and
providing this information to the bidders. The
test results show that both methods work well
for the problems we solved.

⋆ MO-4-δ-HS3
� Industry and Business Applications

Monday, 14:30–16:10 – Room HS 3

Session: Portfolio Optimization 2

Chair: Ralph Steuer

1 - Genetic Algorithm for a Reference
Point Approach to Project Portfolio
Selection

Theodor Stewart, University of Cape Town,
South Africa,
theodor.stewart@uct.ac.za

This work is a re-implementation of a multiob-
jective project portfolio optimization model de-
veloped some 25 years ago. A key feature of
the formulation includes recognition of the need
for balance in various categories as systems-wide
objectives. At the time of the original develop-
ment, computational constraints required a quite
simple formulation, and solution by a simplis-
tic heuristic (which still required a substantial
computational time). Recently, the same client
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requested that we re-develop the system taking
account of current needs. Initially, a reference
point approach was implemented as before, but
solved with a specially designed genetic algo-
rithm. This turned out to be very effective and
sufficient, and extensions to the original formu-
lation were easily implemented.
The GA/reference point approach could then be
extended to generate samples from the efficient
frontier by simultaneously considering multiple
reference points in an extended GA approach.
This extension facilitates use of the model in
an interactive decision support sense. Numer-
ical experience and client responses with these
extensions will be discussed.

2 - An iterative mixed integer program
for bi-objective cardinality constrained
portfolio selection

Madani Bezoui, University Of M’hamad
Bougara of Boumerdes, Algeria,
madani200084@yahoo.fr
Mustapha Mouläı, USTHB BP. 32 El-Alia
16111 Alger, Algeria,
mmoulai@usthb.dz

In Finance, the portfolio selection problem is one
of the most popular areas. In this work, we will
rely on the theory of Harry Markowitz (1952),
the works of Chang est al. (2000) and Khin Lwin
et al. (2014), for a quad-lin bi-objective mixed
integer model. Next, we will propose an iterative
method for its resolution based on the steepest
gradient and a new exploration strategy of prob-
lems generated at each step. The mean idea of
this method is to compute the best (Maximum)
point for the return (Mixed Integer Linear prob-
lem), and find a way (descent direction) to go to
the best one for the risk objective. The proposed
algorithm will also applied to different cardinal-
ity constraint conditions, experiments are per-
formed using real-world data; for seven data sets
involving up to 2196 assets for different values
of cardinality. The results show that this new
method find efficient portfolio frontier in a rea-
sonable time.

3 - Multiobjective portfolio selection
models with complementarity con-
straints

Marius Radulescu, Institute of Mathematical
Statistics and Applied Mathematics, Roma-
nia,
mradulescu.csmro@yahoo.com
Constanta Zoie Radulescu, Institute of Math-
ematical Statistics and Applied Mathematics,
Romania,
radulescucz@yahoo.com

We extend Markowitzs portfolio selection model
to include transaction costs in the presence of
initial holdings for the investor. Our approach
is new. We obtain a multiobjective optimization
model . The objective functions are risk and ex-
pected return. Starting from the multiobjective

optimization model we formulate several single
objective models. Our aim is to obtain an op-
timal portfolio which has a minimum risk or a
maximum return. Our portfolio selection models
include complementarity constraints. This type
of constraints increases the difficulty of the prob-
lems, which now enter in the category of combi-
natorial optimization problems. The set of fea-
sible solutions for the problems from the above
mentioned class is the union of a set of convex
sets but it is no longer convex. We propose sev-
eral algorithms for finding solutions to the port-
folio selection models with complementarity con-
straints. One of them is a hybrid heuristic algo-
rithm that uses quadratic programming solvers.
Several numerical results are discussed.

4 - Tri-Criterion Modeling for Con-
structing More-Sustainable Mutual
Funds

Maximilian Wimmer, University of Regens-
burg, Germany,
maximilian.wimmer@ur.de
Sebastian Utz, University of Regensburg,
Germany,
sebastian.utz@ur.de
Ralph E. Steuer, University of Georgia, USA,
rsteuer@uga.edu

One of the most important factors shaping world
outcomes is where investment dollars are placed.
In this regard, there is the rapidly growing
area called sustainable investing where environ-
mental, social, and corporate governance (ESG)
measures are taken into account. With peo-
ple interested in this type of investing rarely
able to gain exposure to the area other than
through a mutual fund, we study a cross sec-
tion of U.S. mutual funds to assess the extent
to which ESG measures are embedded in their
portfolios. Our methodology makes heavy use
of points on the nondominated surfaces of many
tri-criterion portfolio selection problems in which
sustainability is modeled, after risk and return,
as a third criterion. With the mutual funds act-
ing as a filter, the question is: How effective is
the sustainable mutual fund industry in carry-
ing out its charge? Our findings are that the
industry has substantial leeway to increase the
sustainability quotients of its portfolios at even
no cost to risk and return, thus implying that the
funds are unnecessarily falling short on the rea-
sons why investors are investing in these funds
in the first place.

⋆ MO-4-λ-HS4
� Fuzzy Approaches, Decision Making under
Fuzziness

Monday, 14:30–16:10 – Room HS 4

Session: Fuzzy Multiple Criteria Decision Mak-
ing 2

Chair: Rachung Yu
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1 - Markovian decision making models
in queuing systems.

Farah Ahmad-Zada, Institute of Control Sys-
tems of Azerbaijan National Academy of Sci-
ences, Azerbaijan,
farahahmedzade@ymail.com

One of the crucial factors which should be taking
into account in the process of making decision is
the random factor. One should remark that ran-
dom factor is not adequate to the uncertainty
one because while taking into account “random-
ness” is necessary that mass phenomena possess
property of statistical stability. This implies that
random phenomena follow the specific statisti-
cal regularity, the requirements of which are not
obligate while considering uncertainty. The con-
dition of statistical regularity allows using effec-
tive mathematical methods of the stochastic pro-
cesses theory in the process of making decision,
in particular, one of its parts Theory of Marko-
vian processes. In this paper we consider Marko-
vian decision process models to determine “ap-
propriate” service level in the queuing systems.
In these models higher level of service means de-
creasing waiting time in the system. Functional
index of the service system which was obtained
earlier for the different models was applied for
searching balance between two conflicting fac-
tors (service level and waiting time in the sys-
tem). Analysis of the queuing system models,
essentially, doesn’t solve problem. It helps to
evaluate functional indexes of the service system
in order to imply them in some decision process
models.

2 - How to improve notebook com-
puter ODM companies competitive ad-
vantage based on fuzzy DEMATEL
method

Chia Chi Sun, Tamkang University, Taiwan,
samsun0712@gmail.com
Chin Chun Lin, Chung- Hua Institution for
Economy Research, Taiwan,
cclin1007@hotmail.com

This research explores how notebook computer
original design manufacturers (ODM) companies
to establish their competitive advantages. This
research adopts the Decision Making Trial and
Evaluation Laboratory (DEMATEL) and fuzzy
theory as the main analytical tool. To segment
the required competencies for notebook com-
puter ODM companies competitive advantages
through DEMATEL. The results of this research
show that the critical factor of ease use with
the largest amount is the most important cause
factor for enhancing the competitive advantage
for the notebook computer ODM companies and
could make the significant role in responding to
the performance of notebook computer ODM
companies. From research results, the supply
chain capability and manufacturing capability

are the most important dimensions of the cause
group. This paper draws on the research results
for implications of managerial practice, and then
suggests some empirical tactics in order to en-
hance competitive advantages for the notebook
computer ODM industry.

3 - A Strategic Decision Making Model
based on Hesitant Fuzzy Environment

Melike Erdoğan, Yıldız Technical University,
Turkey,
melike@yildiz.edu.tr
İhsan Kaya, Yıldız Technical University,
Turkey,
ihkaya@yildiz.edu.tr

Rapid developments in technology and conse-
quently increase in the rate of consumption of
electronic goods make the electrical and elec-
tronic equipment production sector one of the
fastest growing sectors in recent years. In this
paper, a strategic decision that is selection of
the best outsourcing firm for waste electrical and
electronic equipment (WEEE) management is
analyzed based on hesitant fuzzy sets. For this
aim, a multi criteria decision making (MCDM)
approach for Istanbul Metropolitan Municipal-
ity (IMM) is performed. Consequently, the best
outsourcing firm that should be work together
with IMM for WEEE management has been de-
termined.

4 - A Simulation of Investor Life Cycle
using Fuzzy Decision Maps

Bea Huang, Ching Kuo Institute, Taiwan,
ckubea@gmail.com
Rachung Yu, Ching Kuo Institute, Taiwan,
ckuray@gmail.com

Investor life cycle depicts the decision behavior
in indifferent stages of the investors. Risk averse,
risk neutral and risk loving are three major in-
vestment philosophies on decisions making. But
these decision processes may alter when the risk
endure variables change, such as ages, more con-
trolling ready money, domain knowledge, eco-
nomic cycle, interest rate & exchange rate and...
etc. In this study, it uses DEMATEL to simulate
the risk neutral decision and the fuzzy decision
maps to simulate risk averse and risk loving de-
cisions. Investors could expand the investment
stages strategies and modify the only choice of
the decision process.

⋆ MO-4-σ-HS5
� Multi Objective Optimization

Monday, 14:30–16:10 – Room HS 5

Session: Multi Objective Programming and
Problems 1

Chair: Refail Kasimbeyli
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1 - A New Algorithm for determinat-
ing the whole set of Integer Efficient
Stochastic Solutions

Fatma Mebrek, ENSTP, Algeria,
mebrek f@yahoo.fr
Djamal Chaabane, USTHB, Algeria,
chaabane dj@yahoo.fr

In this paper, we study the problem of opti-
mizing an aggregate function over an integer
efficient solution set of a Multiple Objective
Stochastic Integer Linear Programming problem
(MOSILP). Once the problem is converted into
a deterministic one by adapting the 2-levels re-
course approach, a new pivoting technique is ap-
plied to generate all efficient solutions. The com-
bination of both approaches, L-Shaped and the
aggregation of objectif method, enables us to
come up with the whole set of non-dominated
stochastic integer solutions.

2 - Stochastic optimization over the
Pareto front by the augmented
weighted Tchebychev program

Leila Younsi-Abbaci, University Abderrah-
mane Mira Bejaia, Algeria,
abbaci.leila@yahoo.fr
Mustapha Mouläı, University USTHB, Lab-
oratory LaROMaD, Faculty of Mathematics,
Algeria, Algeria,
mmoulai@usthb.dz

In this paper, we describe an algorithm for op-
timization of a given stochastic linear function
over the set of efficient solution of a Multi-
objective Stochastic Integer Linear Program-
ming problem (MOSILP). After representing un-
certain aspirations of the decision maker by
transforming MOSILP into a deterministic prob-
lem by adapting the 2-stage recourse approach.
Nondominated trial solutions are generated by
solving Augmented Weighted Tchebychev Pro-
grams by improving the value of the main ob-
jective function and going through some non-
dominated solutions, without explicitly having
to enumerate all of them, with a search an other
alternate integer ecient solution. The problem
is solved using a sequence of progressively more
constrained integer linear programs generating a
new solution at each step. A numerical example
is also included for illustration.

3 - Robust solutions of nonlinear
multiple-objective programming prob-
lems

Moslem Zamani, University of Avignon,
University of Tehran,
moslemzamani@ut.ac.ir
Majid Soleimani-Damaneh, University of
Tehran & IPM, Iran,
soleimani@khayam.ut.ac.ir
Alireza Kabgani, University of Tehran &
IPM, Iran,
a.kabgani@ut.ac.ir

In many multiple-objective programming prob-
lems arising in real world applications, it is essen-
tial to take account of uncertainty. One way to
deal with uncertainty is robust optimization ap-
proach. Recently, various scholars have proposed
different definitions for robustness in multiple-
objective programming. In this presentation, we
extend the definition of robust efficient solution,
recently introduced by Georgiev et al., from lin-
ear problems to nonlinear case. We call a given
feasible solution as a robust solution if it stays
efficient under small linear perturbation of ob-
jective functions. We investigate relations of this
notion with some existing definitions. Moreover,
we demonstrate that every robust efficient solu-
tion is a proper efficient solution in the sense of
Geoffrion under the compactness of feasible set
or convexity. We obtain necessary conditions for
robustness with regarding tangent cone and non-
descent directions, which are also sufficient for
the convex case. An interesting question about
this concept is to find robustness radius (pertur-
bation length). We construct a single-objective
optimization problem that provides us with ro-
bustness radius. The last part of the work is
devoted to alteration of the objective function.
We obtain some conditions under which weak,
proper and robust solutions are preserved.

4 - Conic Scalarization Method

Refail Kasimbeyli, Anaolu University,
Turkey,
rkasimbeyli@anadolu.edu.tr

This work presents the conic scalarization
method for scalarization of nonlinear multiob-
jective optimization problems. We present the
nonlinear separation theorem and show that two
closed cones having only the vertex in com-
mon can be separated by a zero sublevel set of
some monotonic sublinear function. It is shown
that the scalar optimization problem constructed
by using these functions enables to characterize
the complete set of properly efficient solutions
of multiobjective optimization problems with-
out convexity and boundedness conditions. The
conic scalarization method guarantees a most
preferred properly efficient solution, if a suitable
scalarizing parameter set consisting of a weight-
ing vector, an augmentation parameter, and a
reference point is chosen. This talk presents
the comparison of different scalarization meth-
ods in multiobjective optimization. The meth-
ods are compared with respect to the ability to
consider the preferences of decision maker, the
ability to generate different kinds of efficient so-
lutions such as weak efficient, efficient and proper
efficient solutions. Theorems establishing rela-
tions between different scalarization methods are
presented. The computational skills and depen-
dence on the parameters sets for different scalar-
ization methods are discussed and demonstrative
examples are presented.
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⋆ MO-4-χ-HS6
� Environment, Infrastructure & Emerging Ap-
plications

Monday, 14:30–16:10 – Room HS 6

Session: Environmental Decision Making 2

Chair: Nele Schuwirth

1 - A Socio economic problem regrading
poplar plantation and a problem solv-
ing model by AHP

Majid Azizi, University of Tehran, Iran,
mazizi@ut.ac.ir
Kazem Mohammadzadeh, University of
Tehran, Iran,
majid.omid11@gmail.com

The aim of the research is to present best so-
lution for socio- economic problem regarding
poplar plantation in Eastern and Western Azer-
baijan of Iran. Using fast growth species for
example poplar has high profit in wood farm-
ing in Eastern and Western Azerbaijan of Iran,
then identification of socio- economic qualifica-
tions of poplar plantation will solve wood and pa-
per industries factories problems regarding wood
supply in coming decade. On the basis of pre-
vious researches and visiting poplar plantation
surfaces in the provinces, 51 sub criteria were
identified. These sub criteria categorized in 5
major groups: Application, economic & finan-
cial, social & cultural, Technical and infrastruc-
ture. Priority and weight of the criteria and
sub criteria were determined with surveying first
and catching the experts and poplar farmers in
wood and paper industrial part and poplar plan-
tation. Results shows economic and financial cri-
teria is the most important criteria, the sub cri-
teria of pre purchase contract, water sources and
improved species have the highest priorities, re-
spectively. For selecting the best and optimized
solution in the provinces, three groups of alter-
natives were selected: poplar farmer promotion
& education with use of national and foreign
experts, offering multiple facilities and increas-
ing the participation of wood and paper indus-
tries and investors in poplar farmers problems.
For selecting the best solution a questionnaire
was designed and distributed among the experts
then evaluated with respect to the sub criteria.
The results of synthesizing by AHP and Expert
Choice software indicated polar farmer promo-
tion & education with use of national and foreign
experts is the best solution for providing proper
situation of poplar plantation in the area and
consumption of wood & paper industries facto-
ries. The result of sensitivity analysis indicated
economic & financial and technical criteria are
more sensitive when they affect on the solutions.

2 - Finding ways to realize MCDA pro-
cesses which fit in with the needs and
constraints of real-world projects ex-

amples from Finland

Mika Marttunen, Eawag, Switzerland,
mika.marttunen@eawag.ch
Jyri Mustajoki, SYKE, Finland,
jyri.mustajoki@ymparisto.fi

MCDA is a generic approach which can be used
in many different types of decision situations.
There are many MCDA methods and many ways
to apply them, and no one-size-fits-all solution
exists. Many practitioners share the opinion that
the MCDA process itself is often more impor-
tant than its outcome. It is a delicate task to
design and realize real-world MCDA processes
that are meaningful and understandable for par-
ticipants and that do not take too much time and
resources. In this paper, we reflect our experi-
ences of applying MCDA in different ways in four
projects related to flood risk management, peat
extraction, river restoration and urban planning.

One of our earlier findings is that the poten-
tial benefits of MCDA are best achieved when i)
MCDA and planning processes are tightly con-
nected from the early stages, ii) stakeholders are
actively engaged to the different phases of the
MCDA process, and iii) weight elicitation for the
criteria is carried out with intense interaction be-
tween the respondent and the analyst. However,
in our four cases personal interviews were not
possible due to the time limits and scarce hu-
man resources. This forced us to consider alter-
native ways to carry out the weighting process
so that it would still be meaningful and theoret-
ically sound.

Building a value tree is one of the most impor-
tant phases of MCDA. The structure and size of
hierarchy affects the weight elicitation and cri-
teria weights as well as how the results are pre-
sented and discussed. There are several reasons
which favor the development of hierarchies con-
sisting of rather too many than too few crite-
ria. One of these is that in this way, the deci-
sion analyst can be in the safe side by avoiding
the situation where stakeholders feel that their
opinions are ignored. The number of attributes
in our cases was 15-30, which in some cases, was
too much and resulted in unreasonably laborious
analyses. In this respect, we think that more at-
tention should be paid for considering the true
needs of the case, so that we can develop hier-
archies that are meaningful for this particular
purpose. One of our future plans is to develop
a systematic procedure which can be applied to
eliminate criteria of minor importance already
in the problem structuring phase in a way that
stakeholders understand and accept.

In two of our projects there was and in two there
was not preference modelling phase. MCDA was
used as a framework for discussions and evalu-
ation and the outcome was consequence tables,
preference modelling was used and in two of the
projects . Our experience suggest that in some
cases preference modelling can bring added value
and in some cases not. It is the question of the
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decision analysts expertise to identify the situa-
tions where preference modelling is useful.

In the urban planning project, we developed a
new and lighter way to realize weight elicitation.
In this, we first created a value tree for the prob-
lem in collaboration with the project group and
City Council. Then, we organized two work-
shops, one for the decision-makers and one for
the stakeholders. In these, we first described
the impacts of the project alternatives on differ-
ent criteria with the MCDA framework, but we
did not ask any explicit weight elicitation ques-
tions from the participants. Instead, we asked
them both structured and open questions about
how significant they consider the various impacts
of the possible project alternatives. To involve
wider public, we also realized a web question-
naire, in which similar types of questions were
asked. From all this material, we were able to get
quite a comprehensive overall view of the differ-
ent viewpoints of the various stakeholder groups.
On the basis of this response, we were able to
identify four different perspectives that repre-
sented typical possible viewpoints for the prob-
lem. For each perspective, we created a value
profile, i.e. the combination of criteria weights
reflecting the opinions and values of that per-
spective, and carried out a value tree analysis
to get overall values of the alternatives for each
profile. The aim was not the produce a true pref-
erences of certain stakeholder groups, but to il-
lustrate and identify the main points where the
peoples preferences differ from each other. This
can be seen as a kind of if then approach: if the
preferences are like this, then the result would
look like this.

This kind of a use of the value profiles devel-
oped by MCDA experts is a much quicker and
inexpensive way to generate preferences than e.g.
personal decision analysis interviews. Compared
to workshops where people are asked to give e.g.
explicit SWING weights, this way is cognitively
less demanding because no numerical questions
are asked. In addition, without enough per-
sonal support there is a great risk that the given
SWING weights can be distorted due to behav-
ioral biases and misunderstanding of the ques-
tions. However, there are many open questions
related to the use of expert generated value pro-
files: How to identify perspectives and create
value profiles in a systematic and transparent
way? How to present and discuss value profiles
with stakeholders? How credible, useful and rele-
vant stakeholders find the perspectives and value
profiles developed by the analyst? We are cur-
rently developing ways to make this approach
sound in terms of these issues.

Finally, we would like emphasize that when re-
alizing MCDA it is important to be flexible and
be ready to make changes in your plans to re-
alize MCDA if needed. Signals for the need of
change can be participants feedback or new is-
sues regarding the decision situation. It is also
vital that decision analyst is aware of the dif-

ferent options to apply MCDA. Typically people
have their favorite methods and ways to work,
but too often the true need of the cases are ig-
nored when planning the process of applying the
methods. Therefore, both learning and unlearn-
ing may be needed before new practices can be
adapted into use.

3 - Conceptual Aspects of Decision Sup-
port for Environmental Management

Nele Schuwirth, Eawag: Swiss Federal In-
stitute of Aquatic Science and Technology,
Switzerland,
Nele.Schuwirth@eawag.ch
Judit Lienert, Eawag: Swiss Federal Institute
of Aquatic Science and Technology, Switzer-
land,
judit.lienert@eawag.ch
Simone D. Langhans, IGB: Leibniz-Institute
of Freshwater Ecology and Inland Fisheries,
Germany,
simone.langhans@gmail.com
Peter Reichert, Eawag: Swiss Federal In-
stitute of Aquatic Science and Technology,
Switzerland,
reichert@eawag.ch

Decision support for environmental management
intends to use the best available scientific knowl-
edge to help decision makers find and evaluate
management alternatives. The goal of this pro-
cess is to achieve the best fulfillment of soci-
etal objectives. This requires a careful analy-
sis of (i) how scientific knowledge can be rep-
resented and quantified, (ii) how societal pref-
erences can be described and elicited, and (iii)
how these concepts can best be used to support
communication with authorities, politicians, and
the public in environmental management. We
discuss key requirements for a conceptual frame-
work to address these issues in an optimal way.
We argue that a combination of probability the-
ory and scenario planning with multi-attribute
utility theory fulfills these requirements, and dis-
cuss adaptations and extensions of these theories
to improve their application for supporting en-
vironmental decision making. Here, regarding
(ii) we focus on the importance of value func-
tions, in addition to utilities, to support deci-
sions under risk. We discuss the need for testing
non-standard value aggregation techniques, the
usefulness of flexibility of value functions regard-
ing attribute data availability, the elicitation of
value functions for sub-objectives from experts,
and the consideration of uncertainty in value and
utility elicitation. With respect to (iii), we out-
line a well-structured procedure for transparent
environmental decision support that is based on
a clear separation of scientific prediction and so-
cietal valuation.

Reichert, P., Langhans, S. D., Lienert, J.,
Schuwirth, N. (in press). The Conceptual
Foundation of Environmental Decision Support.
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Journal of Environmental Management.

4 - Composite indicators for the com-
parative assessment of soil consump-
tion among municipalities in Southern
Italy

Valentina Sannicandro, University of Naples
Federico II, Italy,
sanni.vale@gmail.com
Carmelo Maria Torre, Polytechnic Univer-
sity of Bari, Italy,
cartorre@yahoo.com
Raffaele Attardi, University of Naples Fed-
erico II, Italy,
raffaele attardi@libero.it

The concept of soil consumption has often been
associated with data on imperviousness. Re-
cently, an increasing number of research ap-
proaches to land-use evaluation consider soil con-
sumption as a multidimensional phenomenon, in
both quantitative and qualitative terms. There-
fore new assessment tools seems necessary for
the evaluation of land use policies in terms of
soil consumption. Our methodological proposal
uses a multicriteria approach based on TOPSIS
algorithm for the construction of a composite in-
dicator for comparative qualitative and quanti-
tative measurement of soil consumption among
the municipalities. The methodology is tested
on a sample of municipalities in Apulia Region,
province of Lecce, in Southern Italy. The case
study selection is based on the analysis of all
the provinces of Apulia Region; the province of
Lecce is selected because of a remarkable over
time reduction of urban fringes compatible with
future urbanization. The output of the analysis,
that is the composite indicator, can be helpful
in improving evaluation of future urbanization
scenarios and in a monitoring processes of urban
growth.

Monday, 16:40–18:20
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Session: Consensus Seeking

Chair: José Luis Garćıa-Lapresta

1 - Group decision and negociation
models: a multicriteria analysis

Carlos Infante, UFRJ, Brazil,
infanteedu22@gmail.com
Rogerio Valle, UFRJ, Brazil,
rogerio.valle@sage.coppe.ufrj.br

Consensus decision making is complex and chal-
lenging in multicriteria group decision making

due to the involvement of several decision mak-
ers, the presence of multiple, and often conflict-
ing criteria, and the existence of subjectiveness
and imprecision in the decision making process.
To ensure effective decisions being made, the in-
terest of all the decision makers usually repre-
sented by the degree of consensus in the decision
making process has to be adequately considered.
This paper presents a consensus-based approach
for effectively solving the multicriteria group de-
cision making problem. Five multicriteria meth-
ods were integrated and applied in order to en-
sure the group opinions. A navy problem was
used to simulated the model created.

2 - Developing a Distance-Based Group
Consensus Model under Risk Assess-
ment for Effective Watershed Manage-
ment

Reza Javidi Sabbaghian, University of Mash-
had, Michigan State University,
rezajs.civil.eng@gmail.com
Mahdi Zarghami, University of Tabriz, Tufts
University,
m.zarghami@tufts.edu
Mohammad Bagher Sharifi, University of
Mashhad,
mbsharif@um.ac.ir
Hojjat Mianabadi, Tufts University, Delft
University of Technology,
hmianabadi@gmail.com

One of the most important steps in group de-
cision making problems is the consensus mea-
surement among decision makers (DMs), which
leads to robust decision. Several consensus mod-
els have been developed to estimate the consen-
sus degree between DMs. One important ap-
proach is the distance-based method calculating
the degree of consensus according to the dis-
tances between each DMs opinions with regard
to that of the group. However, the most impor-
tant challenge in this method for consensus is
the consideration of risk attitudes of DMs. Fur-
thermore, the distance-based method should be
comprehensive for use with both numerical and
linguistic values. Therefore, this research devel-
ops a novel method of measuring the consen-
sus based on the weighted Minkowskis method,
which considers several risks of decision mak-
ing. Fuzzy membership functions are also used
to measure the linguistic values. The induced
ordered weighted averaging operator (IOWA) is
used to aggregate the DMs opinions and to deter-
mine the final scores of scenarios after sensitivity
analysis. Results show that the Minkowskis pa-
rameter, which is related to risk attitudes, affects
the consensus measurements and the final group
decision making outputs. To evaluate the appli-
cability of the proposed method, it will be used
in a real study on watershed management of the
Kashafrud River Basin in northeastern Iran.

3 - Convergence of autonomous
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aggregation-disaggregation procedures
for group decision-making: efficiency
analysis of a multi-criteria sorting al-
gorithm

Andrej Bregar, Slovenia,
andrej.bregar@informatika.si

Group decision-making methods and procedures
may provide various levels of support to decision-
makers. Several simple approaches aggre-
gate preferential parameters of individual group
members into an approximate compromise solu-
tion that is compensatory in nature and does not
necessarily correspond to any opinion. More effi-
cient and commonly used approaches utilize ro-
bustness analysis and visualization techniques,
or incorporate the role of a human moderator
to identify conflicts and facilitate the group in
reaching an agreed upon solution. The most
advanced methods, however, are able to au-
tonomously asses divergence in judgements and
suggest necessary actions to iteratively approach
consensus by applying appropriate metrics and
algorithms. Some are supplemented with mech-
anisms to automatically adjust evaluations of in-
dividual decision-makers in order to overcome
discrepancies in the problem solving team while
assuring that the collective decision remains ro-
bust and does not violate personal constraints of
group members. It is essential for any method
of the latter type to implement (1.) metrics
that determine the levels of (dis)agreement of
individual decision-makers with the direction to
which the group as an integral entity is head-
ing, (2.) robustness measures that ensure a re-
liable decision and prevent group members with
firm judgements to conform to opinions of other
colleagues or intelligent agents, and (3.) an
algorithm to iteratively and autonomously ad-
just preferences of the most discordant group
member in order to unify him with the ma-
jority opinion of the group. The aim of the
presented work is hence to define and evaluate
a general procedure for convergent autonomous
group consensus seeking which is based on the
aggregation-disaggregation paradigm, and is in-
dependent of both the decision-making problem-
atic and the preference model. Metrics and al-
gorithms for the unification of preferences are
defined with regard to the most common prob-
lematics of ranking alternatives and sorting al-
ternatives into an arbitrary number of ordered
categories. Introduced metrics assess the major-
ity opinion, determine the direction of the group
and identify the most discordant decision-maker.
Proposed algorithms adjust preferential param-
eters of the most opposing group member with
the purpose to iteratively unify opinions. The
main goal of the presented research is to as-
sess the efficiency of the generalized autonomous
aggregation-disaggregation procedure for group
decision-making, primarily to determine if it is
able to converge towards a consensual solution.
The universal framework for the assessment of

group decision-making methods and systems is
used for this purpose. Many factors are ob-
served, including the ability of autonomous guid-
ance, conflict resolution, convergence of opin-
ions, ability to reach a compromise, initial cog-
nitive load, cognitive load during the process
of decision-making, overall time taken to reach
the decision, time taken for the active involve-
ment of an individual group member, ability to
learn about the problem situation, breadth and
depth of analysis, robustness, richness of cardinal
discriminating information, correctness and rel-
evance of judgments, decision accuracy, validity
of results, thoroughness of problem domain anal-
ysis, and focus on problem solving. The study
focuses on a sorting algorithm, and is based on
a simulation experiment with varying numbers
of decision-makers and criteria. The quanti-
tative and descriptive interpretation of simula-
tion results shows that autonomous aggregation-
disaggregation procedures can be successfully
applied for the purpose of convergent group con-
sensus seeking.

4 - A collective and multi-criteria
decision-making procedure in the con-
text of non-uniform qualitative scales

José Luis Garćıa-Lapresta, Universidad de
Valladolid, Spain,
lapresta@eco.uva.es
David Pérez-Román, Universidad de Val-
ladolid, Spain,
david@emp.uva.es

In this paper, we consider a group of agents must
take a collective decision by ranking a set of
alternatives regarding different criteria. In or-
der to do this, agents judge the alternatives by
means of a finite qualitative scale, not necessar-
ily uniform. In this setting, we propose a col-
lective and multi-criteria decision-making proce-
dure where individual assessments are managed
in a purely ordinal way through ordinal proxim-
ity measures.

⋆ MO-5-γ-HS2
� Model building

Monday, 16:40–18:20 – Room HS 2

Session: IS-INTEG: Integrated MCDM Appli-
cations 3

Chair: Özgür Kabak

1 - Multi-Criteria Decision Analysis of
the Impact of Financial Crisis on Eco-
nomic Performances of EU Countries

Rauf Nisel, Marmara University, Turkey,
raufpost@yahoo.com.tr
Huseyin Ekizler, Marmara University,
Turkey,
hekizler@marmara.edu.tr
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The European economy is in the midst of the
deepest recession since the 1930s, with real GDP
projected to shrink by some 4% in 2009, the
sharpest contraction in the history of the Eu-
ropean Union. Although signs of improvement
have appeared recently, recovery remains uncer-
tain and fragile. The EUs response to the down-
turn has been swift and decisive. Aside from
intervention to stabilise, restore and reform the
banking sector, the European Economic Recov-
ery Plan (EERP) was launched in December
2008. The objective of the EERP is to restore
confidence and bolster demand through a coor-
dinated injection of purchasing power into the
economy complemented by strategic investments
and measures to shore up business and labour
markets as stated in the report of european com-
mission in mid year of 2009.

The purpose of the study is to find out best and
worst performing EU countries based on main
economic indicators during the period from year
2005 to 2013. The data used in the analysis ob-
tained from Eurostat Statistics and covers also
the period of financial crisis. The financial crisis
started in USA in September 2008 and spread
to European Economy in the same year. In the
analysis recovery period assumed to be 2009 and
onwards so the study provides an opportunity
to investigate also the effectiveness of EERP. In
this study different MCDA methods were used
to rank EU countries by their economic perfor-
mances in order to determine any variation in
the ranking results due to methodological differ-
ences.

2 - A Multiple Objective Decision
Model for Locating Disaster Response
Warehouses

Hafize Yılmaz, Halic University, Turkey,
hafizeyilmaz@halic.edu.tr
Özgür Kabak, Istanbul Technical Unversity,
Turkey,
kabak@itu.edu.tr

Since the human beings are still vulnerable about
natural and human-made disasters, the num-
ber of studies aiming to prevent and decrease
disaster effects is significantly increasing in re-
cent years. Disaster management is a composi-
tion of systems that is designed for reducing and
preventing the effects of disasters, during, be-
fore and after disaster (Nikbakhsh and Farahani,
2011). Emergency response studies are mainly
divided into two phases: pre-disaster and post-
disaster. While pre-disaster studies include as-
sessing and analyzing potential dangers and mit-
igation of possible damages before occurring of
it, post-disaster studies are interested in events
starting with disaster such as relocation of de-
pots, management and coordination of available
resources (Altay and Green, 2006). One of the
most important parts of disaster response is hu-
manitarian logistics including processes and sys-
tems involved in resources such as food, tent,

water, equipment etc. to help vulnerable people
affected by disasters. It consists of a range of ac-
tivities such as supply, tracking, transportation,
warehousing, and last mile delivery and has a
critical importance in terms of efficiency of re-
lief operations (Nikbakhsh and Farahani, 2011).
Humanitarian logistics differs from business lo-
gistics in several ways. The purpose of business
logistics is usually to minimize logistic costs. The
transportation is a flow from suppliers to cus-
tomers where the demand and nature of the com-
modities is known. In contrast to commercial
logistics nature, humanitarian logistics includes
high uncertainty. According to Balcik and Bea-
mon (2008), key challenges of humanitarian lo-
gistics with compared to commercial logistics are
additional uncertainties (unusable routes, safety
issues, changing facility capacities, demand un-
certainties), complex communication and coordi-
nation (damage to communication lines, involve-
ment of many third parties, government, and
civilians, inaccessibility to accurate real-time de-
mand information), efficient and timely deliv-
ery and limited resources often overwhelmed by
the scale of the situation (supply, people, trans-
portation capacity, fuel). According to a litera-
ture survey, we found that humanitarian logis-
tics studies are mostly focused on post-disaster
response phase. Therefore in this study, we ana-
lyze pre-disaster phase and one of the most crit-
ical issues of this phase is selecting facility lo-
cation that will be used for disaster relief op-
erations. As well as supplying relief commodi-
ties can be expensive when it is directly from in-
ternational or local suppliers to affected people,
time for delivering relief supplies might be longer
than planned time because of some transporta-
tion problems that can occur due to disasters ad-
verse effects such as closed roads. To overcome
these problems humanitarian relief organizations
pre-position essential relief items and equipment
in central warehouses, local warehouses and per-
manent relief facilities. Therefore, dealing with
locating these kinds of facilities within the dis-
aster region is a critical issue for relief opera-
tions. This study proposes a multiple objective
decision model to locate disaster response ware-
houses that will be used for transportation of re-
lief supply to affected people in the disaster zone.
The originality of the model comes from planning
the main warehouses and local distribution cen-
ters at the same time under multiple objectives.
The model has three objectives: Minimizing dis-
tances among local distribution centers, demand
points and main warehouses, minimizing num-
ber of local distribution centers and main ware-
houses, maximizing the number of satisfied de-
mand points by taking into account closed roads
and connections. The proposed mathematical
programming model is solved on illustrative ex-
amples. Although the initial results are promis-
ing, the computation time may become too long
as the size of the problem increases. Therefore,
in future studies, we plan to propose heuristic
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approaches to deal with real life problems.
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3 - Transport Mode and Climate
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Freight transport has become a basic part of
modern life. It is expected to continue to grow
in the next decades. At the same time air pollu-
tion and in particular climate change remain im-
portant challenges of modern society. As freight
transport is a significant contributor to both, the
discussion about freight transport emissions will
continue. Last two decades, air pollutant emis-
sions decreased for all transport modes. How-
ever, they are still on the political agenda, be-
cause the EU air quality standards are not yet
met at many locations, let alone the tighter 2020
standards and the 2020 national emission ceilings
(NEC). Also the differences between test cycle
values and real life emissions, the long vehicle
lifetimes of some transport modes and the in-
creasing evidence on the severe health impacts
of some emissions, in particular small particle
emissions, play a role in this discussion.
Unlike for most other economic sectors, the
greenhouse gas (GHG) emissions of transport
rise. Within the transport sector, freight trans-
port shows the highest growth, both in the past
decades as in projections for the coming decades.
Various GHG reduction options are considered,
including a modal shift from road to alternative
modes. For the latter, ambitious targets have
been defined in the recently published Transport
White Paper of the European Commission.
Transport (freight and passenger transport) ac-
counts for 20% of all EU GHG emissions. The
share of transport emissions is continuously in-

creasing and could reach more than 30% of to-
tal EU emissions by 2020 if no action is taken.
Emissions from freight transport account for ap-
proximately one third of total transport GHG
emissions. 93-95% of GHG emissions from trans-
port operations is accounted for by CO2 emis-
sions. Significant efforts have already been made
by industry to improve the energy efficiency of
freight transport. These gains in energy effi-
ciency have however not been sufficient to out-
weigh the growth in emissions caused by larger
transport freight volumes, due to a strong in-
crease in global trade and the further integra-
tion of the enlarged EU. This research will focus
on the effect of GHG emission at transportation
sector on climate change. For this purpose an in-
tegrated decision support approach will be used.
Opinions of experts and related issues in the lit-
erature will be gathered and a convenient model
will be proposed. As the problem on hand is
a complex one and consists of several interre-
lated concepts affecting each other, a network
model will be generated. Fuzzy cognitive map-
ping may be an appropriate approach for this
purpose. Cognitive mapping is a method that
captures the diverse mental models of the ex-
perts in simple directed graphs where concepts
are represented by nodes and relations between
concepts are represented by arcs. The relation is
positive if there is an increase at the affected con-
cept when affecting concept increases. If there is
a decrease at the affected concept when affecting
concept increases, the relation is negative. By in-
terviews with experts or by examining published
reports or studies, the related concepts and in-
terrelations among them can be revealed. These
beliefs and judgments are brought together to
have an aggregated cognitive map. Qualitative
analyses can be conducted on this map. However
causal cognitive maps may have drawbacks. For
instance if there are two concepts affecting a con-
cept C, and one relation is positive and the other
one is negative, it cannot be determined whether
C will increase, decrease, or remain same in the
long run.
To predict the overall system behavior of the
concepts in the cognitive map, a formal analysis
can be conducted. One potential approach may
be the use of fuzzy cognitive map (FCM) which
is based on Fuzzy Set Theory and the Theory
of Neural Networks, improves the ability of deci-
sion makers to understand the dynamic behavior
of causal cognitive maps. Instead of assigning (-
1, 0, +1) for the representations of the relations
as done in causal cognitive maps, a value at the
interval of [-1, +1] is assigned at FCMs. They
are therefore fuzzy.
FCM are regarded as a simple form of recur-
sive neural networks, with concepts being the
equivalent to neurons. However, concepts of
FCMs, are not either off or on (0 or 1), but
can take values in-between [0, 1]. Fuzzy con-
cepts are non-linear functions that transform the
path-weighted activations directed towards them
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into a value. When a concept changes its value
(a neuron fires), it affects all concepts that are
causally dependent upon it. Depending on the
sign of the relation and the strength of it, the
affected concepts subsequently may change their
values as well (further concepts are activated at
the network). For this purpose a simulation is
conducted as follows: a given state vector with
values of -1, 0, or 1 for the concepts (i.e. the
value of a concept will be -1 if decision makers
let it decrease and it would be 1 if it is let to
increase) is multiplied with adjacency matrix (a
nxn square matrix representing the fuzzy causal
relations among n concept) in each iteration to
come up with an updated state vector. System
reaches a stable state at the end. By reading the
values of concepts at the final state vector, one
can understand to which extent which concept
will increase and which one will decrease in the
long run.
In this research, after making several meetings
and interviews with experts using Delphi tech-
nique and examining the written materials, a
FCM will be constructed for examining how
GHG emission at transportation sector affect cli-
mate change and this effect may be reduced.
Fuzzy MICMAC will also be used in order to
analyze mutual influence among concepts and to
specify influential, rely, independent, and depen-
dent concepts. Several scenarios will be gener-
ated to analyze how the increase or decrease at
some certain concepts will affect the overall sys-
tem behavior of the all concepts of the network.

4 - Operational Performance Evaluation
of Airlines Operating in India using
ELECTRE and AHP

Omkarprasad Vaidya, Indian Institute of
Management Lucknow, India,
osv@iiml.ac.in
Sushil Kumar, Indian Institute of Manage-
ment Lucknow, India,
sk@iiml.ac.in

In India, six major airlines (including one from
public sector and five from the private sector)
operate and contribute to almost 99.9% of the
domestic air travel market share. In this pa-
per, we present an approach using ELimination
and Choice Expressing Reality (ELECTRE) and
Analytic Hierarchy Process (AHP) to evaluate
the operational performance of these major air-
lines operating in India. The proposed method
is called OPEAHP. The proposed approach con-
sists of various stages, in the first stage the
fourteen criteria are classified into two dimen-
sions (the logistics dimension and the customers
perspective dimension). This results in the hi-
erarchical structure of the problem. Weights
are then assigned to criteria using AHP ap-
proach. A group decision-making approach in-
volving various stakeholders is considered here.
Later, ELECTRE is applied to rank the vari-
ous domestic airlines based on the data obtained

from the office of the Director General of Civil
Aviation in India. Data for the period of January
2015 is considered for this purpose. Further, the
approach proposes an Operational Performance
Number (OPN) to relatively compare their per-
formances. A quick comparison of the proposed
OPEAHP and other methods such as TOPSIS
and AHP is also provided.
The proposed approach not only enables to
benchmark an airline with the other, but also al-
lows the airlines to introspect and develop strate-
gies for better performance.

⋆ MO-5-δ-HS3
� Industry and Business Applications

Monday, 16:40–18:20 – Room HS 3

Session: Portfolio Optimization 3

Chair: Cristinca Fulga

1 - A Framework for Sustainable Index
Tracking

Ralph E. Steuer, University of Georgia,
United States of America,
rsteuer@uga.edu
Sebastian Utz, University of Regensburg,
Germany,
sebastian.utz@ur.de
Maximilian Wimmer, University of Regens-
burg, Germany,
maximilian.wimmer@ur.de

Sustainable investment is perhaps the fastest
growing area in the mutual fund industry today.
It is based upon the desire of many investors to
only allocate investment dollars in a way that
supports ethical corporate behavior and keeps
an eye on the general social good. However, as
an investment strategy, the objective is still to
generate positive financial return. One strategy
to construct portfolios which has significantly
increased in popularity recently is index track-
ing. In traditional index tracking, the goal is to
maximize portfolio return while simultaneously
minimizing the tracking error to a certain in-
dex. In this paper, we extend such a bi-criterion
model to include sustainability as a third crite-
rion. Hence, the goal is to construct portfolios
that (a) maximize portfolio return, (b) minimize
tracking error, and (c) maximize portfolio sus-
tainability. Based on real world data we show
the applicability of our model.

2 - Effects of Multiple Criteria and
Cardinality and Weight Constraints on
Portfolio Optimization

Ceren Tuncer Şakar, Hacettepe University,
Turkey,
cerents@hacettepe.edu.tr
Murat Köksalan, Middle East Technical Uni-
versity, Turkey,
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koksalan@metu.edu.tr

Portfolio optimization is the problem of allo-
cating your available resources between differ-
ent assets in the market in order to maxi-
mize your wealth. Following the innovative
work of Markowitz, Modern Portfolio Theory
has emerged. The original problem has two cri-
teria of mean return and variance; later sev-
eral approaches with different criteria have been
proposed. Alternative risk measures such as
the well-received Conditional Value at Risk have
been employed; and criteria that address con-
cerns other than return and risk have been con-
sidered. Taking return, variance, liquidity and
Conditional Value at Risk into account, we study
the effects of multiple criteria on decision and cri-
teria spaces of portfolio optimization problems.
Using single-period optimization settings, we use
several combinations of these criteria to see how
they interact and conflict with each other, and
how they provide the decision maker with differ-
ent investment options. We also consider cardi-
nality constraints on the number of assets cho-
sen and weight constraints that limit the pro-
portions of assets, and discuss their effects on
the results. We make tests with stocks from Is-
tanbul Stock Exchange (Borsa Istanbul) and use
the augmented epsilon-constraint method to find
efficient solutions.

3 - Multiobjective Portfolio Optimiza-
tion for Drug Discovery Using Deter-
ministic and Stochastic Methods

Iryna Yevseyeva, Newcastle University,
United Kingdom of Great Britain and North-
ern Ireland,
iryna.yevseyeva@ncl.ac.uk
Eelke B. Lenselink, Leiden University,
Netherlands,
e.b.lenselink@lacdr.leidenuniv.nl
Alice de Vries, Leiden University, Nether-
lands,
alice-de-vries@hotmail.com
Adriaan P. Ijzerman, Leiden University,
Netherlands,
ijzerman@lacdr.leidenuniv.nl
André Deutz, Leiden University, Nether-
lands,
deutz@liacs.nl
Michael T.M. Emmerich, Leiden University,
Netherlands,
emmerich@liacs.nl

In this work, a problem of selecting a subset
of molecules, which are novel molecules pre-
dicted to be drug candidates, is considered. This
molecule subset selection problem is formulated
as a portfolio optimization problem, well known
and studied in financial management. The fi-
nancial return, more precisely the return rate,
is interpreted as return rate from a potential
drug and calculated as a product of gain and
probability of success (probability that a selected

molecule becomes a drug). This probability is re-
lated to predicted performance of the molecule,
in particular, its (bio-) activity. The risk is as-
sociated with not finding active molecules and is
related to the level of diversity of the molecules
selected for the portfolio. It is possible that
some molecules, which when considered in iso-
lation look inefficient, contribute to decreasing
the risk of portfolio as a whole. Such molecules
are expected to be located in sparsely covered re-
gions and are different from the other molecules
in their features. Computing the risk in portfolio
optimization requires the definition of a covari-
ance matrix. In the domain of drug discovery, we
suggest to derive it as the covariance matrix con-
sidered in the Solow-Polasky diversity measure.
The Solow Polasky diversity is currently used in
bio-diversity conservation and relates to the util-
ity of species (e.g. plants) in a population given
unknown future demands (e.g. medical cures).
We suggest a method to adapt the Solow Po-
lasky diversity to the context of chemistry using
problem specific dissimilarity and correlation ex-
pressions.

The resulting molecule portfolio optimization
problem can take into account diversity (dissimi-
larity), individual success probabilities, and price
of molecules (or costs of experiments). Several
different formulations of molecule portfolio op-
timization are considered here taking into ac-
count the limited budget provided for buying
molecules and the fixed size of the portfolio. The
proposed approach is tested in experimental set-
tings for three molecules datasets using exact
solvers and/or genetic algorithms. Both are com-
pared with each other with respect to compu-
tation time, accuracy of Pareto front approxi-
mation, and the portfolio optimization models
that they support. The results obtained for
these datasets look promising and encouraging
for application of the proposed portfolio-based
approach for molecule subset selection in real set-
tings.

4 - Downside risk and portfolio opti-
mization under loss averse preferences

Cristinca Fulga, Bucharest University of
Economic Studies, “Gheorghe Mihoc-Caius
Iacob” Institute of Mathematical Statis-
tics and Applied Mathematics of Romanian
Academy, Romania,
fulga@csie.ase.ro

In this paper, we consider the portfolio problem
in the Mean-Risk framework and complement
this approach with the consideration of investor’s
loss aversion. We propose a risk measure calcu-
lated only with the downside part of the portfo-
lio return distribution which, we argue, capture
better the practical behavior of the loss-averse
investor. We establish the properties of the pro-
posed risk measure, study the link with stochas-
tic dominance criteria, point out the relations
with Conditional Value at Risk and Lower Par-
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tial Moment of first order, and give the explicit
formula for the case of scenario-based portfolio
optimization. Moreover, in the proposed Mean-
Risk model the investor’s loss aversion is also
captured in the first objective function where
the usual expected return is replaced with an ex-
pected return - based function that presents the
general characteristics of loss aversion. We ana-
lyze the efficient portfolios provided by the pro-
posed model and compare them from different
viewpoints with the classical Mean-Risk models,
Mean-Variance, Mean-Conditional Value at Risk
and Mean-Lower Partial Moment of first order.
The comparisons between the models were per-
formed using real data. In each case, we describe
and interpret the results and emphasize the role
and influence of the values of the loss aversion
parameters on the optimal solutions.

⋆ MO-5-κ-HS4
� AHP/ANP

Monday, 16:40–18:20 – Room HS 4

Session: AHP/ANP for and Behavioural Issues
In Group Decision Making

Chair: Monica Garćıa-Melón

1 - How the behavioral characteristics
of the facilitators can positively affect
quantitative and qualitative model-
based multi-actor decision processes

Maria Franca Norese, DIGEP - Politecnico
di Torino, Italy,
mariafranca.norese@polito.it

A multicriteria decision aid (MCDA) process de-
velops in interaction with decision makers and
stakeholders. When an MCDA intervention is
specifically oriented to facilitate the Intelligence
phase of a decision process, stakeholders and de-
cision makers may be less present because their
roles are not yet clearly defined. These in-
terventions may produce a kind of preliminary
study, which includes modelling and application
of methods, in order to clarify the situation and
to propose a new approach for the later phases of
the decision process. Aiding model building and
validation for a new and not sufficiently known
problem situation is not a so unusual request
and it is always challenging. These requests can
be made in a research context, but also when a
completely innovative procedure could or should
be activated, and are also frequent when a de-
cision situation is complex and not well struc-
tured. If there is time, a simulative approach
to the problem can be developed, to structure
a possible model and use a method in order to
produce results that can be analysed and used
to improve the model (and the knowledge of the
situation) or to propose a specific behaviour to
deal with the problem situation. The need for
understanding and including in a model the dif-

ferent aspects of an analysed system (not only
economic and engineering aspects, but also or-
ganizational, sociological, psychological and so
on) can be satisfied with the use of multicri-
teria (MC) models and methods. But the ele-
ments that characterize a complex and unstruc-
tured problem situation often limit the use of MC
methods in problem solving and decision aiding
in practice. A proposal can be made on how
to improve the effectiveness of an MCDA inter-
vention by means of the study of the behavioral
characteristics of facilitators that can positively
affect the conduct of model-based multi-actor
processes. After a sequence of interventions in
relation to these situations, some important be-
havioural factors, which have an important im-
pact on the model-based processes, have been
identified and systematically analysed. Some of
them seem to be rather general and can always
be applied, as facilitator characteristics. Oth-
ers are closely connected to a specific context
of action and can therefore be activated only in
these situations. Some behavioural factors can
be more easily activated and can therefore be
translated into formal procedures and integrated
with MC methods. How a model has to be struc-
tured and detailed, changed and improved, until
its final validation, and which behavioural fac-
tors can positively or negatively impact this pro-
cess are tacit knowledge elements that are not
easily transferred. The large number of students
(more than 3000 over the last fifteen years) that
have been involved in a laboratory course, with
a sequence of modelling exercises and proposals
of realistic decision problems to be analyzed and
modelled, have allowed interesting observations
to be made on how a new practitioner reads deci-
sion aiding problems and how he/she can acquire
acceptable expertise in structuring and detailing
an MC model and using MC methods. The skills
that have been obtained from the literature and
real experiences, and their use and improvement
in teaching practice will be described together
with some methodological results.

2 - Simultaneous Interval AHP in a
multiple-criteria group decision mak-
ing

Tomoe Entani, University of Hyogo, Japan,
entani@ai.u-hyogo.ac.jp

Regardless of whether the organization is pub-
lic or private and the decision problem is local
or global, decision making is made by two or
more people. Most decisions, at least in orga-
nizations and society are the responsibility of
groups rather than individuals. It is often dif-
ficult to reach a consensus among a group of de-
cision makers, since there exist some communi-
cation barriers to understand one another. It is
sure that the decision makers have some knowl-
edge on the decision problem. However, it is not
often easy for them to express their decisions pre-
cisely to the others. It is useful to help a group of
decision makers realize their decisions based on
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their intuitive judgments. From the viewpoint of
an individual, it is rare that the group decision
is exactly the same as his/her decision. The goal
of the group decision making is not only to reach
a group decision but also to obtain the individ-
ual decision which may be better than what is
done alone. The individual decision in a group
decision making is expected to be improved, in
other words, it is different from what is obtained
only from his/her judgments. The group deci-
sion based on such improved individual decisions
is more reasonable than just a mixture of the
individual ones. These are the motivations of
being a group rather than alone. This study fo-
cuses on the possibility of the given judgments
and obtains the group and individual decisions
from them individually given judgments by mak-
ing good use of them.

For the easiness of a decision maker, s/he gives
his/her intuitive judgment as pairwise compar-
isons following AHP (Analytic Hierarchy Pro-
cess). AHP is an approach to multi-criteria de-
cision making problems. When a decision maker
gives the comparisons of all pairs of criteria,
his/her preference is obtained as the weights of
the criteria. The inconsistency of the given com-
parisons is well-known and discussed a lot in
AHP studies. One of the ways to treat inconsis-
tency is to introduce the consistency index and
distinguish whether the given comparisons are
too inconsistent. On the other hand, Interval
AHP takes the comparisons possibly into con-
sideration instead of being distinguished. It is
based on the idea that a decision maker perceives
a range of weight vector in his/her mind but does
not a precise weight vector. In Interval AHP, a
comparison is considered to be from a part of
the rational decision. In short, AHP and Inter-
val AHP induce plausible and possible decisions,
respectively, from the given judgments. Inter-
val AHP, which considers all the possibilities of
the comparisons into the decision, is suitable to
improve an individual decision through a group
decision. Therefore, the model to obtain the in-
dividual and group decisions simultaneously is
proposed based on Interval AHP.

In the following, the detailed conditions of the
individual and group decisions in the sense of
group Interval AHP of this study are shown. At
first, the group decision in this study is not inde-
pendent of any of the individual decisions so that
no one in a group is ignored. The group interval
weight vector intersects with all the individual
ones and both the group and individual interval
weight vectors are obtained from the individually
given comparisons. As for the individual interval
weight vector, it is possible as far as it includes
the given comparisons and the more similar to
them it is, the better it is. The former to in-
clude the comparisons is its necessity condition
and the latter to be close to them is a kind of its
sufficient condition. In case of a single decision
maker, the latter condition is optimized under
the former condition. While, in case of a group

of decision makers being affected one another,
the latter condition is flexible to the effect of the
others. An individual decision in this study is
related to the given judgments by the other de-
cision makers in a group, as well as those by
him/her. There is often a trade-off between its
closeness to his/her comparisons and to the oth-
ers comparisons. As for the group decision, it
is based on two assumptions. One assumption
is the preciseness of the group decision, which is
denoted as the sum of the widths of the group in-
terval weights. The group decision can be rigid
or rough reflecting the correlation between the
decision makers in a group which represents how
much each individual decision is affected by the
others’. The more precise the group decision is,
the more an individual decision is affected by the
others and the less similar to his/her judgment
it is. However, an individual is willing to widen
his/her view by taking the others views into ac-
count through a group decision. The other as-
sumption is the loyalty of the individuals to a
group, which is denoted as the common weights
between group and individual interval weights.
When the group decision does not only intersect
with but is included in an individual decision,
such a group decision is strongly supported by
the individuals. While, such a group decision
that narrowly intersect with each individual de-
cision is weakly supported. It is possible to as-
sume between these extreme loyalties. There are
two group interval weight vectors whose quali-
ties are the same but the backgrounds are dif-
ferent. The individuals widen their views more
for the strongly supported group decision than
the weakly one, when the former is as precise
as the latter. When the preciseness and loyalty
of the group decision is assumed, the group and
individual decisions are obtained.
Furthermore, the conditions of practice are con-
sidered since the decision is evaluated when it is
performed. The effectiveness of practice varies
the conditions such as the difficulty and/or lim-
itation of performance. This paper treats such
conditions as the potential scores of the criteria
and defines a performance as the weighted sum
of scores.

3 - Applying Group Decision Making
Methods in Human Resources

Katerina Kashi, VSB - Technical University
of Ostrava, Czech Republic,
katerina.kashi@vsb.cz

The aim of this case study is to focus on real-life
application of multiple decision making meth-
ods (MCDM) methods and their adaptation in a
way which can be acceptable for human resource
practice. The study will apply the group decision
making methods on a various types of human re-
sources tasks, such as employee selection, train-
ing and development and employee performance
management. The study is mainly concerned
with multiple criteria decomposition methods of
analytic hierarchy process (AHP), DEMATEL
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method and TOPSIS method. These techniques
have been already applied in several business do-
mains such as planning, evaluation of regions;
Porters generic strategies; benchmarking; busi-
ness performance evaluation; competency mod-
els etc. However, most of these methods were im-
plemented only as an example how it could work
in practice, but they were not investigated as a
part of continual human resources decision mak-
ing. In this paper the AHP method will be used
to determine which criteria is most important
for the company i.e. which employee qualities
are the most important for the company and the
DEMATEL method will be used to find causal
relations among the criteria in order to find out
which criteria affects the most the others. The
TOPSIS method will be used to evaluate em-
ployees performance. Main aim of this paper
is to describe and show that MCDM methods
can be used by the human resources profession-
als for a better decision making when it comes
to hiring new employees, selecting training and
development program and evaluating their per-
formance.

4 - Influence Analysis in Group Decision
Making. A DEMATEL-SNA Compar-
ison in Environmental Management.
Case Study: El Cocuy National Park

Jorge Ivan Romero Gelvez, Universidad Na-
cional, Colombia,
jorgeiv500@gmail.com
Monica Garćıa-Melón, Universidad Politec-
nica de Valencia, Spain,
mgarciam@dpi.upv.es
Félix Cortés, Universidad Nacional de
Colombia - Bogotá, Colombia
facortesa@unal.edu.co

A. Purpose - The aim of this paper is to propose
a methodology for addressing complex (social,
environmental and economic) problems in envi-
ronmental management, by combining: multi-
criteria and influence methods (social network
analysis, DEMATEL). And to investigate the
importance of influence analysis in GMCDM)
B. Design/methodology/approach - The com-
plex and dynamic nature of environmental prob-
lems requires flexible and transparent decision-
making that embraces a diversity of knowledges
and values (Reed 2008). Three tourist paths are
visited for observation; recording GPS points in
each environmental damage. The first tour takes
place in January 2014, the second in November
2014 and the last in January 2015. Covering
the paths corresponding to the snowy peaks: Ri-
tacuba blanco, Concavo, Concavito. Next, the
environmental problems are ranked by a qualita-
tive approach (AHP) and by a quantitative ap-
proach (Entropy method). Next, by a social net-
work (SNA) and a network influence map (DE-
MATEL) we can see influence paths for design a
participatory group ANP - VIKOR process.
C. Findings The study shows multiple Group

decision methodologies, for participative deci-
sion making (with multiple and diverse decision-
making groups).

⋆ MO-5-σ-HS5
� Multi Objective Optimization

Monday, 16:40–18:20 – Room HS 5

Session: Multi Objective Programming and
Problems 2

Chair: Phong Ho Thanh

1 - Output-Sensitive Complexity of
Multiobjective Combinatorial Opti-
mization Problems

Fritz Bökler, TU Dortmund, Germany,
fritz.boekler@tu-dortmund.de
Petra Mutzel, University of Dortmund, Ger-
many,
petra.mutzel@cs.tu-dortmund.de

In this talk, we study output-sensitive algo-
rithms and complexity for multiobjective com-
binatorial optimization (MOCO) problems. We
develop two methods for enumerating the ex-
treme nondominated points of MOCO problems
and prove their output-sensitive running time for
each fixed number of objectives under weak as-
sumptions on the MOCO problem. Further, we
show the practicability of the algorithms. On
the negative side, we show a few first results on
the output sensitive complexity of multiobjective
shortest path problems.

2 - An Exact Algorithm for Mixed 0-1
Integer Linear Programming Problems

Gazi Bilal Yildiz, Erciyes University, De-
partment of Industrial Engineering, Turkey,
bilalyildiz@erciyes.edu.tr
Banu Soylu, Erciyes University, Department
of Industrial Engineering, Turkey,
bsoylu@erciyes.edu.tr

In a linear programming problem if there are
two challenging objective functions, the prob-
lem needs to be evaluated in the biobjective lin-
ear programming (BOLP) context. Adding 0-1
requirements to all variables yields the biobjec-
tive 0-1 integer linear programming problem (0-
1 BOILP). In a more general form, a biobjec-
tive mixed 0-1 integer linear programming prob-
lem (0-1 BOMILP) arises when some variables
are real-valued and others are binary. Although
there is no difference in the notion of comput-
ing the extreme supported Pareto points of these
three problems, the properties of Pareto fron-
tiers are different. It is well-known that the
set of Pareto points of BOLP is convex, hence
connected and all Pareto points are supported.
In 0-1 BOILP, Pareto points are isolated and
some of these Pareto points might be nonsup-
ported which makes the problem challenging.
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Since 0-1 BOMILP have common characteris-
tics with both BOLP and 0-1 BOILP, the set
of Pareto points might be partially connected
as well as might include isolated points. In
this study, we develop an exact algorithm for 0-
1 BOILP. It uses a well-known local branching
strategy where the solution space is divided into
two parts in terms of neighbors of an incumbent
solution as different from the classical branch-
ing idea. Each subproblem is explored with the
dichotomic search. Although we use classical
bounding strategies and fathoming rules, we de-
velop a new fathoming rule which significantly
improves the performance of the algorithm. We
also apply different cuts. We test the perfor-
mance of the algorithm and present our results.

3 - De Novo Programming approach
for Multicriteria Aggregate Production
Planning

Phong Ho Thanh, Dept. of Indutrial & Sys-
tems Engineering, International University,
Vietnam,
htphong@hcmiu.edu.vn
Quoc Ho Doan, Dept. of Indutrial & Systems
Engineering, International University, Viet-
nam,
hdquoc@hcmiu.edu.vn
Luong Nhieu, Dept. of Indutrial & Systems
Engineering, International University, Viet-
nam,
nnluongise@yahoo.com
Hanh Nguyen, Dept. of Indutrial & Systems
Engineering, International University, Viet-
nam,
nguyenph.hanh@gmail.com

De Novo programming in Multiple Criteria De-
cision Making is a promising tool for designing
an optimal system. In this study, De Novo pro-
gramming approach has been proposed and ap-
plied to an aggregate production planning prob-
lem comprising of three objectives: minimizing
decreasing of workforce level, maximizing profit
and minimizing late orders for a multi-stage pro-
duction system. The traditional Goal program-
ming (GP) method was also employed. A com-
parison of the results obtained from the De Novo
method and the GP one indicates that the pro-
posed model and solution algorithm provide bet-
ter performances. The application of the De
Novo method on the production system in Ho
Chi Minh City, Vietnam has been suggested.

⋆ MO-5-χ-HS6
� Environment, Infrastructure & Emerging Ap-
plications

Monday, 16:40–18:20 – Room HS 6

Session: IS-SMART: MCDM for Smart and Sus-
tainable Communities

Chair: Ivan Blecic

1 - Multi-Criteria Decision Aiding: a
decision support approach for green
chemistry-oriented synthesis of nano-
materials

Marco Cinelli, University of Warwick,
United Kingdom of Great Britain and North-
ern Ireland,
m.cinelli@warwick.ac.uk
Stuart Coles, University of Warwick, United
Kingdom of Great Britain and Northern Ire-
land
Mallikarjuna Nadagouda, U.S. Environmen-
tal Protection Agency, USA
Jerzy B laszczyński, Poznań University of
Technology, Poland
Roman S lowiński, Poznań University of
Technology, Poland
Rajender Varma, U.S. Environmental Pro-
tection Agency, USA
Kerry Kirwan, University of Warwick,
United Kingdom of Great Britain and North-
ern Ireland

A large number of “green” labelled synthesis pro-
tocols for the generation of nanomaterials have
been advanced in recent years. However, an eval-
uation of such preparations in the context of the
principles of green chemistry has not been per-
formed on a comparative basis. Our recent mul-
tidisciplinary research endeavours have culmi-
nated in a model supporting decision-making ori-
ented towards green chemistry in the area of syn-
thesis of nanosilver, one of the most widely used
nanoparticles in the consumer industry. We en-
vision that this strategy will benefit comparative
evaluation of existing greener processes or fu-
ture attempts by beginners in the nanosynthesis
arena to identify a sustainable protocol. The re-
search integrates peer-reviewed literature on syn-
thesis processes for nanosilver with knowledge of
practicing chemists in this area, by means of a
Multi-Criteria Decision Aiding (MCDA) method
(i .e., Dominance-based Rough Set Approach).
The collaboration between chemists and decision
analysts has enabled the development of a model
for classification of existing or new production
processes as applied to nanosilver in preference-
ordered classes, on the basis of the implemen-
tation of the principles of green chemistry. The
main goal of this research is to show that the
MCDA approach can have a substantial contri-
bution in understanding how green nanosynthe-
sis is performed and perceived presently in spite
of the lack of data for a full blown quantitative
Sustainability Analysis. The case study applica-
tion to nanosilver does not limit the applicability
of the model, as it can be adapted to other mate-
rials of interest, such as nanometals, nanocellu-
lose and other nanomaterials or nanocomposites.

2 - Urban regeneration, industrial her-
itage and local communities: an ap-
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plication of the Social Multi-Criteria
Evaluation

Marta Bottero, Politecnico di Torino, Italy,
marta.bottero@polito.it
Valentina Ferretti, Politecnico di Torino,
Italy,
valentina.ferretti@polito.it

Urban regeneration can be defined as a compre-
hensive and integrated set of actions which lead
to the resolution of urban problems and which
seeks to bring improvement in the economic,
physical, social and environmental conditions of
an area subject to change. The evaluation is a
crucial point in the overall transformation pro-
cess because it allows the project proposal to
be decomposed and a series of fundamental in-
formation to be produced that can support the
decision-making process. In this sense, it is pos-
sible to say that the evaluation plays a construc-
tive role and it is not a form of decision-making
but a support to the decision-making process
(Patassini, 2006). In the past, the evaluation
used to be considered as a set of procedures and
techniques finalized to the definition of the links
between causes and effects. More recently, the
scientific literature in the domain of environmen-
tal evaluation and planning agreed in considering
the evaluation as a social learning process (Bob-
bio, 2002; Dente, 2014) where reflecting and in-
terpreting complex situations are the basis of the
overall assessment. In this sense, it is possible to
highlight that traditional approaches based on fi-
nancial and economic feasibility analysis are not
able to help the comprehension of such complex
phenomena because they consider few quantita-
tive variables and a limited group of experts and
are not able to deal with environmental uncer-
tainty, social risks and inter-generational equity
factors. Moreover, a fundamental role in ur-
ban and territorial decision-making processes is
played by the population. Inclusive approaches
that enhance public participation and collective
learning processes among different actors, with
different perspectives and objectives, are thus
central in the creation of new responses in ter-
ritorial transformation processes. For the afore-
mentioned reasons, Multicritera Decision Anal-
ysis (MCDA, Figueira et al., 2005) is a valuable
and increasingly widely-used tool to aid decision-
making in the domain of sustainability assess-
ment and urban and territorial planning, where
a complex and inter-connected range of envi-
ronmental, social and economic issues must be
taken into consideration and where objectives
are often competing, making trade-offs unavoid-
able. It is possible to highlight that MCDA gives
not only a toolbox, but, overall, a well devel-
oped methodology to support decision-making
processes. This paper considers the application
of the Social Multi-Criteria Evaluation (SMCE)
which combines MCDA with institutional and
social analysis (Munda, 2004). SMCE agrees on
the need of extending MCDA by incorporating

the notion of the stakeholders, which are defined
as those groups of individuals who can affect the
realization of the project’s organizational goals
or who can be affected by the project’s orga-
nizational goals. Therefore, SMCE is based on
an interdisciplinary approach able to analyze the
problem considering the different disciplines and
dimensions; moreover, SMCE proposes a trans-
parent and participated process, which enables
the inclusion of the local community and thus
increases the democracy of the evaluation pro-
cess. The present study aims at investigating
the role of SMCE in decision problems related
to urban regeneration processes. In particular,
in the research the SMCE was applied on a real-
world problem concerning the requalification of
a former industrial area in Greece. In the eval-
uation different scenarios were compared on the
basis of several criteria, such as environmental
impacts, economic costs, accessibility etc.; more-
over, the evaluation included the opinion of dif-
ferent stakeholders having a role in the problem
under examination. The results of the applica-
tion show that SMCE is able to integrate the
socio-economic and technical dimensions inside
a coherent framework and to support the defini-
tion and the choice of urban regeneration strate-
gies.

3 - Multicriteria Spatial Decision Sup-
port Systems and evaluation of mul-
tifunctional landscape: a smart land-
scape approach

Raffaele Attardi, Univeristy of Naples Fed-
erico II, Italy,
raffaele attardi@libero.it
Maria Cerreta, Univeristy of Naples Federico
II, Italy,
cerreta@unina.it
Giuliano Poli, Univeristy of Naples Federico
II, Italy,
giulianopoli84@gmail.com

The research framework aims at the development
of a Collaborative-Multicriteria Spatial Decision
Support System (C-MC SDSS) for the evalua-
tion of multifunctional landscape. The SDSS has
to be helpful in addressing landscape transfor-
mation or preservation processes, leading to co-
herent decisions with the principles of local self-
sustainable development, resilience and inclusion
of multiple societal issues.
The problematic and stated issue is to find
compromise scenarios for local self-development
based on landscape resources enhancement. The
decision-making environment is heterogeneous
and made by numerous groups of interests that
can be classified into Explorers, Exploiters, Cat-
alysts and Governors. They are all interested in
landscape resources, but they are based on dif-
ferent and sometimes conflictual points of view.
In the first stage the process for knowledge ac-
quisition is described, based on on-field surveys,
literature review and collection of spatial data.
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The second stage deals with the methodolog-
ical framework for the construction of spatial
composite indicators for landscape evaluation,
based on the comparison of three multicriteria
approaches, namely additive rule, sorting proce-
dures and fully overlay. In the third and last
stage, the application of the methodological ap-
plication to the case study of the National park
of “Cilento, Vallo di Diano and Alburni” (South-
ern Italy) is described. The results demonstrate
that nowadays the inclusion of web-based data
and information in spatial multicriteria decision
support systems is a major challenge, in order to
guide transparent and democratic decision pro-
cesses that could be really helpful in selecting
and implementing landscape enhancement poli-
cies. Moreover, from a methodological point of
view, the three above-mentioned aggregation ap-
proaches in spatial multicriteria evaluation for
landscape evaluation enlighten different aspects
of the decision problem, thus allowing an expan-
sion of the knowledge-base to sharpen questions
and improving the quality of the decision pro-
cess.

4 - From Evaluation to Design: the case
of Urban Walkability

Ivan Blecic
Arnaldo Cecchini
Giovanna Fancello
Giuseppe A. Trunfio

We explore the possibility of developing urban
design support tools centred on pedestrian ac-
cessibility and walkability of places.
A range of formal methods have been pro-
posed for the evaluation of (various aspects of)
the quality of urban space. We have recently
constructed a planning decision-support system,
Walkability Explorer, based on one such eval-
uation model focusing on the notion of walk-
ability, conceptualised in terms of (urban) ca-
pabilities. A multicriteria evaluation model, at
the core of the decision support system, is used
to assign walkability scores to points in urban
space. Walkability scores are obtained through
algorithms which process spatial data and im-
plement the evaluation model in the software in
order to derive potential pedestrian routes along
the street network, taking into account the qual-
ity of urban space on several attributes relevant
for walkability. One of its notable characteris-
tics is a certain reversal of perspective in evalu-
ating walkability: the walkability score of a place
does not reflect how that place is per se walkable,
but instead how and where to can one walk from
there, that is to say, what is the walkability the
place is endowed with. This evaluation incor-
porates three intertwined elements: the number
of destinations/opportunities reachable by foot,
their walking distances, and the quality of the
paths to these destinations.
The use of such evaluation models as tools for the
assessment of urban projects is straightforward:
to estimate the effectiveness of a project in terms

of walkability, one codifies both the current sit-
uation and the project into the system, runs the
model to compute walkability scores, and then
compares the results.

But, what would it amount to to turn this
around and address the inverse problem? Here
arises an interesting prospect to have the sys-
tem itself generate hypotheses of projects, given
some (user-provided) objectives and constraints.
There seems to reside a potential for developing
not only evaluative, but also such generative pro-
cedures, in other words, to develop not only tools
for assessing projects, but for designing them.

In this talk we present our first take of that in-
verse problem, by offering a possible transpo-
sition of our approach to evaluating walkabil-
ity into one such generative procedure. This, it
turns out, remarkably increases operational and
computational complexity. Given the in prin-
ciple great amount of combinatorial options and
thus a vast search space of solutions, the problem
calls for specific search heuristics which proves to
be an intricate challenge. There are many differ-
ent routes one may try to take here. The pro-
posal hereby presented must be seen as a pre-
liminary exploration of one among many such
possible routes.

Differently from standard decision support sys-
tems developed for the purpose of evaluating
given pre-defined urban projects and designs,
we address the inverse problem to have the sys-
tem itself generate hypotheses of projects and
designs, given some (user-provided) objectives
and constraints. Taking as a starting point a
model for evaluating walkability , we construct
a variant of a multi-objective genetic algorithm
(specifically NSGA-II) to produce the frontier of
non-dominated design alternatives to satisfy cer-
tain predefined constraints. By way of example,
we briefly present an application of the system
to a real urban area.

⋆ MO-5-π-R401
� Special Sessions

Monday, 16:40–18:20 – Room 401

Session: MCDM Doctoral Dissertation Award

Chair: Jyrki Wallenius

1 - Adaptive Parametric Scalarizations
in Multicriteria Optimization

Kerstin Daechert, University of Duisburg-
Essen, Germany,
kerstin.daechert@uni-due.de

In this talk we summarize the main results of our
thesis in which a new adaptive parametric algo-
rithm for multicriteria optimization problems is
elaborated.

The algorithm computes the nondominated set
or a subset of it by solving a sequence of scalar-
izations whose parameters are varied in an adap-
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tive way. More precisely, the parameters are cho-
sen so that with every scalarization solved either
a new nondominated point is computed or the in-
vestigated part of the search region, i.e. the part
of the outcome space containing possibly further
nondominated points, can be discarded. Besides
an appropriate computation of the parameters,
the main ingredient of such an adaptive para-
metric algorithm is a systematic decomposition
of the search region.

In the tricriteria case we present a redundancy-
free decomposition which permits to show that
the number of scalarized optimization problems
that need to be solved in order to generate the
nondominated set depends linearly on the num-
ber of nondominated points. This improves for-
mer results which showed a quadratic depen-
dence in the worst case.

The presented adaptive parametric algorithm is
not restricted to a special scalarization and can
be used, e.g., with the classic e-constraint or
the weighted Tchebycheff method. For the aug-
mented variants of these scalarizations, partic-
ularly for the augmented weighted Tchebycheff
method, we show how all parameters, including
the one associated to the augmentation term, can
be chosen adaptively such that a nondominated
point in the selected part of the search region is
generated whenever there exists one and at the
same time the augmentation parameter is chosen
as large as possible in order to avoid numerical
difficulties reported in the literature.

We validate our theoretical findings by numerical
tests. Moreover, we demonstrate the flexibility
of the presented algorithm by applying it also to
continuous multicriteria optimization problems.
Indeed, the algorithm is universally applicable
to generate (discrete) representations of discrete
and continuous, convex and non-convex multi-
criteria optimization problems.

2 - Exact And Representation Methods
For Multiobjective Optimization Prob-
lems

Gokhan Kirlik, Department of Radiation On-
cology, University of Maryland School of
Medicine, Baltimore, MD, USA
gokhankirlik@umm.edu

Many real-world decision-making situations in-
volve simultaneous consideration of conflicting
objectives. When a mathematical programming
framework is utilized to model such problems,
the result is a multiobjective optimization prob-
lem (MOP), which no longer possesses a unique
optimal objective function value. In multiobjec-
tive optimization, the set of efficient solutions is
used instead of the optimal solution. An effi-
cient solution has the property that no improve-
ment on any objective is possible without sacri-
ficing at least another objective. The solution to
a multiobjective optimization problem consists
of the efficient set which portrays all relevant
tradeoff information to a decision maker. Con-

tributions to the theory of multiobjective opti-
mization date back to the 1970s. During the last
two decades there has been significant progress
in terms of practically implementable algorithms
to solve several versions of the multiple objec-
tive optimization problem. Most of these con-
sider two objective functions, and enumerating
the efficient set remains a challenge for the gen-
eral case. In this work, we revisit the theory
of multiobjective optimization with the goal of
building algorithms that are capable of solving
problems with more than two objectives. Our
main concern is to develop methods that enu-
merate or represent the efficient set for MOP.

We develop a new algorithm to generate all non-
dominated solutions (images of efficient solutions
in the outcome space) for a multiobjective dis-
crete optimization (MODO) problem with any
number of objective functions. In this algorithm,
the search is managed over (p1)-dimensional
rectangles where p represents the number of ob-
jectives in the problem. For each rectangle, two-
stage optimization problems are solved where
the first stage problem is an -constraint scalar-
ization. The method searches (p1)-dimensional
space exhaustively, and guarantees to find all
nondominated solutions in a finite number of it-
erations. The algorithm is compared with for-
mer studies on multiobjective knapsack and as-
signment problem instances with up to five ob-
jectives. The method outperforms former stud-
ies in terms of solution time. More importantly,
the method solves at most 1.99 and 1.45 sub-
problems per nondominated solution for mul-
tiobjective knapsack and multiobjective assign-
ment problems, respectively. Since the best pos-
sible bound is one subproblem per nondominated
solution, the algorithm gives a highly competi-
tive ratio.

In this dissertation, we develop another ex-
act method to compute the nadir point for
MODO problems with any number of objec-
tives. The nadir point is constructed from the
worst objective values over the efficient set of
a MOP. We characterize the determination of
nadir point with two-stage subproblems. Based
on the characterization result, we present an al-
gorithm that searches (p2)-dimensional space ex-
haustively. Also, the algorithm utilizes the nadir
point underestimator information to eliminate
some portion of the search space beforehand. We
show that the algorithm guarantees to find the
nadir point for MODO problems in a finite num-
ber of iterations. The method is tested on multi-
objective knapsack, assignment and integer lin-
ear programming problems and it outperforms
former algorithms in terms of solution time.

The efficient set of an MOP is generally a large
set to deal with. Instead of generating the entire
efficient set, obtaining a finite subset, a repre-
sentative set, can be more preferable. In gen-
eral, the aim of finding a representation is to
obtain a good subset of the efficient set. Partic-
ularly, a representative subset should contain so-
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lutions from every portion of the nondominated
set without missing any region. This assessment
criterion is defined as coverage error, which is one
of the quality measures for representative sets.
Our main goal is to generate a representative set
that satisfies specified coverage error. First, we
propose an algorithm to obtain representation
for MODO problems. We utilize p-dimensional
rectangles to search the outcome space. Dur-
ing the search, some of the rectangles can be
eliminated when they satisfy the specified cov-
erage error. Computing the coverage error is
a bilevel optimization problem, and even linear
bilevel programming problems have been shown
to be NP-hard. We present a method to compute
the upper bound for the coverage error in polyno-
mial time and use this upper bound to eliminate
rectangles. We show that the algorithm termi-
nates in a finite number of iterations, and gen-
erates a representative set that satisfies specified
coverage error factor for MODO problems. This
algorithm is limited to solve MODO problems,
and increasing the desired coverage error level
degrades the performance of the method due to
navigation problem in the outcome space. We
give a bilevel programming formulation to ob-
tain a nondominated solution in any subset of
the outcome space. We show that the bilevel
programming problem is able to find a nondom-
inated solution in a given set if such a solution
exists. Otherwise, the formulation identifies that
there exist no nondominated solution. By using
the bilevel programming formulation, we present
a partitioning algorithm that searches the out-
come space. We show that algorithm generates a
representation with specified coverage error level
for any MOP. This algorithm also generates an
approximation of the efficient set as a union of
rectangles.
As a summary, we have developed algorithms
to generate true nondominated set, representa-
tion of the nondominated set and approximation
of the nondominated set. While the exact al-
gorithms are competitive in terms solution time
and the number of models solved per nondom-
inated solution, the representation and approx-
imation algorithms are competitive in terms of
solution quality.

3 - Towards Automated Treatment
Planning in Radiotherapy

Sebastiaan Breedveld, Erasmus MC, Nether-
lands,
s.breedveld@erasmusmc.nl

Introduction to Radiotherapy
Radiation therapy (or radiotherapy) is one of
the main treatment modalities for cancer, along
with surgery and chemotherapy. About 50%
of the newly diagnosed cancer patients (more
than 3 million each year in Europe alone, and
12 million worldwide) are treated with radio-
therapy. Because each patient is anatomically
unique, a personal treatment plan is generated.
A treatment plan contains information on how

the dose, and consequently the probability of
physical damage from irradiation is distributed
inside the patient. The goal is to deliver a suf-
ficient amount of dose to the tumour, while
minimizing the (unavoidable) dose to the other
structures (organs-at-risk), where each struc-
ture has a different radiosensitivity. Healthy
tissue damaged by irradiation can cause severe
short and long-term complications. For exam-
ple, reduced functionality of salivary glands after
radiotherapy treatment of a head-and-neck tu-
mour may result in xerostomia (dry-mouth syn-
drome). Xerostomia urges the patient to drink
some water every half-an-hour (day and night).
Side-effects after radiotherapy of prostate can-
cer may be rectal bleeding, urinal and erection
problems. It goes without saying that each com-
plication has a significant impact on the quality-
of-life of the patient, and it is thus of utmost
importance to reduce the probability of devel-
oping treatment-induced complications. From
a mathematical perspective, treatment plan op-
timisation is a multi-criterial, large scale, non-
convex, combinatorial, and mixed continuous
and discrete problem. The planning is currently
done by a team of specialists, which is a time-
consuming manual trial-and-error process. Due
to the multi-criterial nature of the problem and
insufficiently quantified relations between dose
and probability of complications, the planning
problem is complex (existing of 10-20 different
criteria). The quality of the final treatment plan
is determined by time constraints, planner (op-
erator) skills, and the quality of the software
used. Manual planning times ranges from a
few hours to days. The work presented in the
thesis describes and clinically validates Erasmus-
iCycle, a novel approach to automate treatment
planning. Automating treatment planning is
essential in order to deterministically navigate
through this complex search space. It allows gen-
eration of structural high-quality plans, utilising
more complex techniques (irradiation direction
problem), spare more organs-at-risk (because a
human decision-maker can generally only take
5-10 criteria into account simultaneously), and
perform planning studies (objective and quanti-
tave answer if technique A is better than B).

Automating Decision-Making
A treatment plan carefully balances tumour
dosage and dose to the healthy organs. If suf-
ficient irradiation of the tumour is attained, it
does not make sense to fully minimise the dose
to one (most important) organ-at-risk. A con-
sequence of such an approach is that there is
no room left to spare other healthy organs, and
may therefore result in loss of functionality in
those (and induce complications). The approach
presented in this work is a mix of lexicographic
optimisation and goal programming, and solved
using sequential -constraint programming. The
method is structured as follows: each criterion
has an associated priority and objective. The ob-
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jectives are bounded from above, i.e. are always
allowed to improve. The rules are summarised in
a so-called wish-list. The following is an example
wish-list:

Constraints
Nr Volume Type Limit

1 Tumour maximum 50 Gy

2 Tumour maximum 43.7 Gy

Criteria
Prio- Volume Type Objec-
rity tive

1 Salivary minimise 39 Gy

Gland (R) mean
2 Salivary minimise 39 Gy

Gland (L) mean
3 Salivary minimise 20 Gy

Gland (R) mean
4 Salivary minimise 20 Gy

Gland (L) mean
5 Oral Cavity minimise 20 Gy

mean

Here there are 2 constraints for the minimum
and maximum tumour dosage. The highest pri-
oritised objective is to reduce the mean dose to
the right salivary gland to 39 Gy (Gray, unit for
absorbtion of radiation). If 39 Gy is achievable,
it turns into a maximum constraint of 39 Gy, and
then continues to the next objective. The next
objective is then minimised subjected to this
constraint. If however, 39 Gy is not achievable,
but 45 Gy is, then the value is slightly relaxed
and constrained to e.g. 46 Gy. Relaxation is nec-
essary, otherwise the solution would end up in
one of the end-points of the Pareto-curve, which
faces an unacceptable trade-off. These steps are
continued until all objectives are processed. In
a last step, the list is processed again, but all
objectives are now fully minimised in order to
ensure a Pareto-optimal solution. The rationale
behind this wish-list is that it is expected that
the salivary gland will remain its functionality
when receiving 39 Gy for 50% of the patients.
It is therefore the aim to reach 39 Gy for both
glands, rather than having 1 gland receiving 30
Gy and the other 50 Gy. The next step in the
list is 20 Gy for the salivary glands, aiming at
functionality for the majority of the patients.
The fifth objective is dose to the oral cavity,
which should be minimised to 20 Gy (or what-
ever is achievable), before further minimising the
dose for the salivary glands again. Visually these
rules set out a trajectory in the objective space
(see next figure), intersecting the Pareto-optimal
set. The trajectory is identical for all patients,
but the Pareto-optimal set is patient-dependent.
This method allows to find a clinically accept-
able Pareto-optimal solution per patient. Clini-
cal wish-lists can contain 30-50 different rules in
the wish-list for 10-25 different criteria.

Developments
The work on treatment planning started while
utilising a quadratic objective function, where
the difference between an achievable and an ideal
dose (only dose to the tumour, nothing outside)
is minimised. As this is physically unachiev-
able, the dose is iteratively modified and reopti-
mised in order to steer it into the desired shape.
It is in this work that initiated the concept of
the wish-list. Due to the iterative nature of
the approach, it required an automated decision-
making heuristic to indicate when enough is
enough, and the algorithm should try to min-
imise the other criteria. This work learned us
that automated treatment planning is feasible,
and that constrained optimisation is essential for
this goal. The downside is that this optimisation
approach does not have optimality conditions: it
is simply attempted to reach a certain solution
for a (virtual) constrained optimisation problem,
and if it takes too many iterations, it is consid-
ered infeasible. Another disadvantage is that it
only worked for local objectives: more global ob-
jective functions, like a mean dose, is impossible
to optimally integrate in this approach.

To overcome these limitations, a new solver
was implemented based on primal-dual interior-
point optimisation. There are many advan-
tages to prefer a custom implementation over
a commercial/out-of-the-box solver. To sum-
marise a few: preprocessing is done at a high
level, effective warmstarting, hardcoded func-
tional derivatives, efficient memory manage-
ment, optimal reduction of the Newton system,
support for non-convex criteria, and a custom,
highly-optimised level 3 BLAS implementation.
Although the academic challenge was the most
dominant for making this decision in the first
place.

The new solver allowed us to test and better
formalise our automated planning methodology.
We have proven that the weighted-sum method
and my -constriant-based method are capable of
achieving identical solutions. This equivalence
relation allows reaching a very similar solution
for a moderately perturbed problem. As a re-
sult, acceptable similar solutions can be achieved
by only a single optimisation, instead of using a
lengthy, multiple optimisation as required by se-
quential -constraint programming.

This equivalence relation is used for the beam
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direction optimisation problem. This is a com-
binatorial, discrete task (i.e. select 9 direc-
tions (beams) out of 72 candidate directions),
and can only be solved by heuristics. Erasmus-
iCycle starts with an empty set of directions,
evaluate each candidate and adds the best one.
Then a full automated multi-criteria optimised
plan is computed. The next iteration uses the
equivalence relation to transform the result to a
weighted-sum problem, and evaluates all candi-
date directions again by keeping the already se-
lected ones fixed. This is feasible in time because
it only takes a single optimisation run. The best
one is added to the set, and again a full auto-
mated multi-criteria optimisation is run. This
process is repeated until a sufficient number of
directions have been selected.

The clinical feasibility of automated planning for
head-and-neck cancer patients is evaluated by a
retrospective and a prospective study. In the
prospective study, 33 plans for 20 patients were
generated both the traditional (manual plan-
ning) and the automated way, and presented
blind to the treating physician. In 32 out of 33
cases, the physician selected the automatically
generated plan to treat the patient with, a suc-
cess score of 97%. Not only the average plan
quality improved, the variation in plan quality
greatly reduced compared to traditional plan-
ning. This fuelled the introduction of Erasmus-
iCycle in the clinic.

Another advantage of automated planning is
that you can perform objective treatment plan-
ning studies. If one wants to investigate whether
technique A works better than technique B, a
number of plans need to be generated for both
techniques. In the traditional way, this is a
very labour-intensive and time-consuming pro-
cess, and the produced plans are not always ob-
jective (i.e. if a planner has to re-plan the same
patient with a different technique, he already
has background knowledge of what is achievable,
and is therefore biased). Another consequence is
that the number of patients included in those
studies is rather small. Using automated plan-
ning, these studies can be performed objectively
and with sufficient scale. For one study, 1500
plans were automatically generated to investi-
gate the dosimetric effect of the physical limi-
tations of a certain treatment device, compared
to a virtual machine not having any limitations.
It was concluded that the current design of the
device was sufficient (good news for the ven-
dor), and adding more degrees of freedom will
not be beneficial. For another study, the added
value of daily re-planning was investigated. A
treatment is delivered in several fractions, gen-
erally ranging from 3 to 40. The patient’s inter-
nal anatomy differs day-by-day, and as a conse-
quence the original treatment plan may not fit
that particular day. This study investigated the
effect of daily re-optimisation for this group of
patients, or daily re-optimisation including re-
optimisation of irradiation directions (beams).

It was concluded that daily re-optimisation only
was most favourable, and a re-optimisation of
irradiation directions did not lead to significant
improvements. This is a favourable finding, as
the whole optimisation in this case should ide-
ally not consume more than 1 minute, while re-
optimisation of the directions would take consid-
erably longer.

Implications and Future Developments
Erasmus-iCycle was introduced in the clinic in
2010, and is currently the basis for treatment of
500 patients per year. Due to the objective na-
ture of planning and the ability to perform stud-
ies on large datasets, it is also the base of many
PhD projects, investigating different aspects of
radiotherapy treatment.

From an MCDM perspective, we are still devel-
oping novel approaches to improve plan qual-
ity. Recently our group extended the refer-
ence point method with a lexicographic compo-
nent, loosely mimicking our existing sequential
-constraint optimisation approach. As a result,
trade-offs for complex cases are generally better
(the new plans are clinically preferred), and the
optimisation times reduced by a factor 5-12. An-
other branch is to automatically pick plans from
a (Pareto-optimal) set, as if done by the physi-
cian (i. e. a human operator). This will improve
the quality of the irradiation direction selection,
i. e. pick the best direction from 72 generated
plans. This requires fuzzy prioritised decision-
making based on preference relations.

As a by-product, automated treatment planning
aids in reducing costs in health-care. Obviously,
the planning phase itself reduces required per-
sonnel. However, it also allows to make a per-
patient choice for the best available technique,
resulting in not overtreating patients with more
expensive treatments. One example is the use of
proton therapy, a novel therapy. In The Nether-
lands, new proton therapy centres are being con-
structed, but only allowing several hundred pa-
tients a year for treatmen. The challenge is to
select patients who will benefit most from this
novel, more expensive therapy. Automated plan-
ning allows generation of two plans (normal and
proton) for each patient, while not increasing
the workload. The lack of sufficiently trained
and experienced personnel to provide the pa-
tient with the best treatment possible for the
available techniques is another issue where auto-
mated treatment planning aids. This can oc-
cur in low and middle-income countries, but
also in new upcoming economies such as China
and Brazil. A similar development in Europe
is the ageing of the population: more health-
care is required while the active working popu-
lation decreases. Enhanced decision-making is
also crucial for daily re-planning, a new radio-
therapy paradigm that currently gets the high-
est attention in literature. To compensate for
daily anatomical changes, each of the up to 40
treatment sessions require generation of a new
plan. This action has to be performed fast and
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thus directly requires to meet clinical standards,
without physicians’ intervenience.

Tuesday, 09:00–10:00

⋆ TU-1
� Plenary Session

Monday, 09:00–10:00 – Aula

Session: Plenary talk: Roman S lowiński

Chair: Murat Köksalan

1 - Decision Aiding with Multiple Cri-
teria Hierarchy Process

Roman S lowiński, Poznań University of
Technology, and Polish Academy of Sciences,
Poland,
roman.slowinski@csput.poznan.pl

Hierarchy in the family of criteria helps decom-
posing complex decision making problems into
smaller and manageable subtasks. We present a
methodology called Multiple Criteria Hierarchy
Process (MCHP) which permits consideration of
preference relations with respect to a subset of
criteria at any level of the hierarchy. In Multi-
ple Criteria Decision Aiding (MCDA), knowing
these preference relations is important both for
collecting preference information from the De-
cision Maker (DM) at different levels, and for
explaining recommendations proposed at higher
levels using preferences identified at lower levels.
The MCHP is not restricted to any particular
MCDA method. We concentrate on combina-
tion of MCHP with Robust Ordinal Regression
(ROR), that takes into account all sets of param-
eters of an assumed preference model, which are
compatible with preference information elicited
by a Decision Maker (DM) in terms of ordinal
pairwise comparisons of some alternatives and
criteria. As a result of ROR, one gets necessary
and possible preference relations in the set of al-
ternatives, which hold for all compatible sets of
parameters or for at least one compatible set of
parameters, respectively. One can analyze these
results not only with respect to the whole set of
criteria, but also with respect to any subset of
criteria at different levels of the hierarchy. We
show this methodology for value function prefer-
ence models, including a general additive value
function and the Choquet integral, and for out-
ranking preference models used in ELECTRE
and PROMETHEE methods.
Related works with co-authors:
S. Corrente, S. Greco, R. S lowiński: Multi-
ple Criteria Hierarchy Process in Robust Ordi-
nal Regression. Decision Support Systems, 53
(2012) no.3, 660–674.
S. Corrente, S. Greco, R. S lowiński: Multi-
ple Criteria Hierarchy Process with ELECTRE

and PROMETHEE. OMEGA, The International
Journal of Management Science, 41 (2013) no.5,
820–846.
S. Corrente, S. Greco, R. S lowiński: Multiple
Criteria Hierarchy Process for ELECTRE Tri
methods. Submitted for publication 2014.
S. Angilella, S. Corrente, S. Greco, R. S lowiński:
Robust Ordinal Regression and Stochastic Mul-
tiobjective Acceptability Analysis in Multiple
Criteria Hierarchy

Tuesday, 10:30–12:10

⋆ TU-2-β-HS1
� Decision Aiding

Tuesday, 10:30–12:10 – Room HS 1

Session: Advances in Decision Aiding Methods
2

Chair: Selin Özpeynirci

1 - Aggregation techniques beyond
weighted averaging to describe prefer-
ences within the multi-attribute value
theory

Nele Schuwirth, Eawag, Swiss Federal In-
stitute of Aquatic Science and Technology,
Switzerland,
Nele.Schuwirth@eawag.ch
Simone D. Langhans, IGB: Leibniz-Institute
of Freshwater Ecology and Inland Fisheries,
Germany,
simone.langhans@gmail.com
Peter Reichert, Eawag, Swiss Federal In-
stitute of Aquatic Science and Technology,
Switzerland,
reichert@eawag.ch

To describe preferences regarding multiple objec-
tives, objectives can be structured hierarchically
and aggregated to an overall objective. Multi-
attribute value and utility theories have the ad-
vantage to impose only few constraints regard-
ing the choice of the aggregation function - it
mainly has to describe the subjective opinion of
the decision maker. However, in practice there
are only few examples where other functions
than additive (weighted average) aggregation are
used. Additive aggregation allows for a compen-
sation of bad aspects with very good ones and
is therefore not appropriate for describing pref-
erences regarding complementary sub-objectives
that should be fulfilled jointly. Especially in an
ecological context, additive aggregation is often
inappropriate, since well-balanced outcomes are
often more desired than outcomes that consist
of very bad and very good aspects. To comple-
ment the decision analyst’s toolbox of aggrega-
tion functions to describe preferences regarding
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multiple objectives, we introduce new aggrega-
tion techniques that increase the flexibility for
the description of preferences. We include mini-
mum aggregation, geometric mean, reverse- and
off-set aggregation techniques as well as mixtures
of these. We explain their properties, illustrate
them with examples, and give recommendation
on the choice of aggregation functions in typical
situations.

2 - Robust Ordinal Regression and
SMAA in Multiple Criteria Hierarchy
Process for the Choquet Integral

Silvia Angilella, University of Catania, Italy,
angisil@unict.it
Salvatore Corrente, University of Catania,
Italy,
salvatore.corrente@unict.it
Salvatore Greco, University of Catania and
Portsmouth University, Italy,
salgreco@unict.it
Roman Slowinski, Poznan University of
Technology, Poland,
roman.slowinski@cs.put.poznan.pl

Interaction among criteria and hierarchical
structure of criteria are two important issues of
Multiple Criteria Decision Aiding. To deal with
the interaction, fuzzy integrals are often used,
in particular the Choquet integral. To handle
the hierarchy of criteria, a recently proposed
methodology, called Multiple Criteria Hierar-
chy Process (MCHP), can be used. While Ro-
bust Ordinal Regression (ROR) and Stochastic
Multiobjective Acceptability Analysis (SMAA)
have been already applied to estimate the ca-
pacities compatible with some preference infor-
mation provided by the Decision Maker (DM),
this paper aims at applying both of them to the
Choquet integral as preference model in the case
where the considered criteria have a hierarchical
structure. To get a clear insight into the pro-
posed methodology we shall apply it to a real
world decision problem.

3 - An Approach of Including the Con-
fidence Level of Experts in Pairwise
Comparison Matrices and Estimating
the Corresponding Probability of Rank
Reversal

Georgia Dede, Harokopio University, Greece,
gdede@hua.gr
Thomas Kamalakis, Harokopio University of
Athens, Greece,
thkam@hua.gr
Thomas Sphicopoulos, University of Athens,
Greece,
thomas@di.uoa.gr

In the context of multi-criteria decision the first
step is to identify a set of criteria on which the
decision should be based and then decide on their
importance. The pairwise comparison method
(PWC) provides a convenient and reliable means

to rank both the criteria involved in the decision
making process and the alternative courses of ac-
tion. In the context of PWC instead of having
the experts rank the various criteria or alterna-
tives directly, they rather compare these criteria
in pairs. This can reduce the influence of subjec-
tive point of views associated with eliciting the
weights directly. PWC plays a key role in struc-
tured decision making systems and especially in
MCDM methods, such as the analytic hierarchy
process (AHP). The final outcome is the estima-
tion of the weights which determine the ranking
of the alternatives.
There are several alternative methods for the
completion of PWC matrices. A commonly used
approach is the nine level scale, proposed by
Saaty [1], in order to carry out the comparisons.
In a typical application scenario, the experts sub-
mit their judgments without providing any ad-
ditional information on the confidence of their
opinion. It would however be very useful if the
experts could provide some information quan-
tifying their confidence when carrying out the
pairwise comparisons. In this paper, we aim to
shed light on this problem by proposing an al-
ternative approach where the experts are asked
to quantify their confidence on each judgment.
Towards this end, the experts not only fill out a
pairwise comparison but a corresponding confi-
dence matrix, containing the certainty levels for
each pairwise comparisons. These certainty lev-
els range from zero to one, the former signifying
lack of any confidence while the latter signifies
complete certainty on the judgment. As such,
we interpret the certainty levels as probabilities
that the pairwise comparison in question is cor-
rect. We also discuss an appropriate discrete dis-
tribution that can be used to estimate the proba-
bilities that some other element of the nine scale
should have been completed instead. The choice
of this distribution is not unique however and
actually, although it is a tedious task, the expert
could instead complete his own occurrence prob-
abilities.
In order to account for the reliability of the
decision making process we can use the confi-
dence levels to estimate the probability of rank
reversal PRR [2]. We discuss how this can be
done analytically. We demonstrate that the av-
erage weights calculated as the geometric mean
of the weights obtained by each single expert,
obey a nearly Gaussian distribution and calcu-
late their mean values and covariance matrices
based on the confidence levels. We also show
how the probability of rank reversal is related to
the multivariate normal cumulative distribution
function (MVNCDF). This approach provides a
powerful theoretical framework for quantifying
the uncertainty in the final outcome of the deci-
sion making process. The theoretical approach is
compared to a numerical procedure, using Monte
Carlo simulations, in order to validate our model.
The results reveal a very good agreement be-
tween the two approaches, since the values of
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PRR are fairly similar. We deduce that the val-
ues of PRR obtained by the theoretical method
are quite accurate. This has been verified by
considering several variations including different
uncertainty levels as well as different number of
criteria etc. This is a very important finding,
giving a theoretical framework in the evaluation
of PRR without using needless numerical sim-
ulations. According to the proposed model, a
decision maker may have a very useful tool in
order to validate the reliability of the results in
PWC, based on the opinion of the experts and
their certainty for the judgments they complete.

References

[1] T. L. Saaty, Relative Measurement and its
Generalization in Decision Making: Why Pair-
wise Comparisons are Central in Mathematics
for the Measurement of Intangible Factors -
The Analytic Hierarchy/Network Process, RAC-
SAM, Review of the Royal Spanish Academy of
Sciences, Series A, Mathematics, pp. 251-318,
2008.

[2] G. Dede, T. Kamalakis, and T. Sphicopoulos,
Convergence properties and practical estimation
of the probability of rank reversal in pairwise
comparisons for multi-criteria decision making
problems, European Journal of Operational Re-
search, vol. 241, no. 2, pp. 458–468, 2014.

4 - An Interactive Algorithm for Multi-
ple Criteria Constrained Sorting Prob-
lem

Selin Özpeynirci, Department of Industrial
Engineering, İzmir University of Economics,
Turkey,
selin.ozpeynirci@ieu.edu.tr
Özgür Özpeynirci, Department of Industrial
Engineering, İzmir University of Economics,
Turkey,
ozgur.ozpeynirci@ieu.edu.tr
Vincent Mousseau, Laboratoire de Génie In-
dustriel, Centrale-Supélec, France,
vincent.mousseau@centralesupelec.fr

Multiple criteria sorting addresses the problem
of assigning alternatives evaluated on several cri-
teria to ordered categories. This problem ap-
pears in real life in several situations, such as
star-based categorization of hotels, grouping of
countries based on their debt repayment perfor-
mance, and evaluation of students that apply for
a program.

In this study, we consider the multiple criteria
sorting problem where there are restrictions on
the number of alternatives assigned to categories,
i.e. constrained sorting problem (CSP). CSPs
may arise in several situations such as when there
is an upper limit on the number of students that
can be accepted to a program or on the num-
ber of projects that can be funded due to budget
limitations. The decision maker (DM) may de-
fine different constraints on category sizes, such
as exact values or upper and lower bounds.

We develop an interactive algorithm that assigns
alternatives to categories according to the initial
information provided by the DM, and occasion-
ally requires the DM to make assignments. We
check whether assignments are consistent with
underlying sorting model and category size re-
strictions. We eliminate inconsistencies, if any.
The algorithm is applicable to both compen-
satory and non-compensatory sorting methods.
We illustrate the proposed algorithm on two real-
world examples: categorization of buses accord-
ing to their technical states and selection of stu-
dents to a program. We consider UTADIS and
MR-Sort as the underlying sorting models. In
both examples, the algorithm requires very short
computation time and a reasonable amount of in-
formation from DM. Also, when there are more
than two categories, the algorithm presents the
DM the possible interval of categories for the al-
ternative to be assigned, which makes the pro-
cess easier.
During this study, the first and second authors
were supported by the Scientific and Technolog-
ical Research Council of Turkey (TBTAK-2219
International Postdoctoral Research Scholarship
Programme)

⋆ TU-2-γ-HS2
� Model Building

Tuesday, 10:30–12:10 – Room HS 2

Session: IS-MB-SERVSYST: Building MCDA
Models in Service Systems

Chair: Caroline Mota

1 - IT Project Investments: An Analy-
sis Based on a Sort and Rank Problem

Lucio Camara E Silva, Federal University of
Pernambuco, Brazil,
lucio camara@hotmail.com
Ana Paula Cabral Seixas Costa, Federal Uni-
versity of Pernambuco, Brazil,
apcabral@hotmail.com

Decisions on Information Technology project in-
vestments should consider tangible and intangi-
ble benefits. However, measurements of intangi-
ble benefits are usually subjective and require a
formal procedure to minimize the difficulty and
consequence of this. Due to the concernment of
evaluate IT projects, this paper presents a multi-
criteria approach that describes the importance
of classifying and prioritizing IT projects before
taking any decisions, enabling us to handle the
subjectiveness. This approach includes the iden-
tification of IT project investment, the construc-
tion of IT project categories or IT investment,
the assessment of the importance of criteria and
establishes final recommendations. At the end, a
numerical illustration is presented to exemplify
the applicability of the model, considering sug-
gestion for future studies.
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2 - A multicriteria group decision model
for supporting Energy Utility to coor-
dinate distributed real-time operation
in smart grids

Suzana de França Dantas Daher, Universi-
dade Federal de Pernambuco, Brazil,
suzanadaher@gmail.com

There are several definitions of the term intel-
ligent electricity grids (IEG), so called Smart
Grids, in the literature. The fact is that smart
grids use monitoring, communication, control,
and automation to improve the way electricity
is generated, distributed, and consumed. Effi-
ciency, accommodating, motivating, opportunis-
tic, quality focused, resilient and green are at-
tributes expected of smart grids. All these at-
tributes influence the way that smart grids will
be operated, especially by accepting energy from
any fuel source (distributed energy sources -
DER) and using better energy storage technolo-
gies in order to support efficient real time op-
eration. This study proposes a multicriteria
group decision model based on a Dominance-
based Rough Set Approach (DRSA) method and
an aggregative procedure, which considers differ-
ent decision makers weights, to support an En-
ergy Utility so as to establish a set of decision
rules to coordinate distributed real-time opera-
tion in a smart grid operational plant.

3 - A GIS-MCDM Model for Classifica-
tion of Urban Areas in Public Safety
Planning

Caroline Mota, Universidade Federal de Per-
nambuco, Brazil,
carol3m@gmail.com
André Gurgel, Universidade Federal de Rio
Grande do Norte, Brazil,
andmgurgei@gmail.com

We present a MCDA model integrated with a
geo-referencing tool to map urban areas favor-
able to crimes. The model aims to classify areas
from a city according to a set of factors that in-
fluence the criminality including, in addition to
criminal rates, demographic, economic and social
issues. A spatial analysis shows the influence of
these factors in each area. We applied the model
to a Brazilian city where it was divided into hu-
man development units. The result of the model
provides information for the development of pub-
lic safety strategies appropriated to each region
of the city.

⋆ TU-2-δ-HS3
� Industry and Business Applications

Tuesday, 10:30–12:10 – Room HS 3

Session: Knapsack and Packing Problems

Chair: José Rui Figueira

1 - A Heuristic Approach to Solving
the Packing Problem With Additional
Joint Constraints

Raka Jovanovic, Qatar Environment and
Energy Research Institute, Hamad bin Khal-
ifa University, Qatar,
rakabog@yahoo.com
Fadwa Elmellouhi, Qatar Environment and
Energy Research Institute, Hamad bin Khal-
ifa University, Qatar,
felmellouhi@qf.org.qa
Sabre Kais, Qatar Environment and Energy
Research Institute, Hamad bin Khalifa Uni-
versity, Qatar,
sakais@qf.org.qa
Fahhad Alharbi, Qatar Environment and En-
ergy Research Institute, Hamad bin Khalifa
University, Qatar,
falharbi@qf.org.qa

There is a wide range of potential application
for packing/nesting problems. This has resulted
in many variations of the original problem [1].
The reason for such modifications is twofold.
First, in many cases it is necessary to add ad-
ditional constraints that correspond to specifics
of the real life application. The second one is
the lowering the computational cost, by defining
and solving a closely related but simpler prob-
lem. One such example is not allowing or lim-
iting the rotation of the objects that are being
packed. Dense periodic packings of polyhedra
have shown to be essential in the prediction of
complex structures in the field of material sci-
ences [2]. Packing problems, and especially its
jammed versions [3], have proven to be of a
significant importance when exploring the self-
assembly of such structures. The inclusion of val-
idation/generation of jammed states has resulted
in a significant increase in the problem complex-
ity. In this work we propose a new version of the
packing problem that includes joint constraints
that can be suitable for application in structure
prediction, but manages to avoid the validation
of jammed states. To be more precise, we are
solving a multi-criterion optimization problem in
which polygons are packed inside of a two dimen-
sional box. It is important to note that there
are no additional constraints regarding rotation
or translation. Each vertex of a polygon has a
corresponding type (a, b, c). A joint is defined
as an unordered pair (a, b) with length l. The
goal is to have a tight packing of polygons inside
of a container, with a maximal number of con-
nected vertices. We will consider two vertices,
with types a and b, connected if joint (a, b) ex-
ists and the distance between the vertices is equal
to l. Each vertex can only be connected once.
We propose a randomized greedy heuristic algo-
rithm for solving the newly defined problem. To
be exact two heuristic functions are used depen-
dent on the stage of the algorithm. The first one
is based on the areas of global and local convex
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hulls which is essential for having a tight packing.
The second one is focused on maximizing the sat-
isfaction of joints, and it considers the number of
vertices that are being blocked (losing the pos-
sibility of connecting) when a polygon is added.
The proposed method consists in consecutive ex-
pansion and pruning stages. The performance of
the proposed algorithm is further improved by
performing multiple runs with different random
seeds with an addition of a pheromone based
learning mechanism. We also propose a series of
benchmark instances for the newly defined prob-
lem.

[1] Wäscher, Gerhard, Heike Haußner, and Hol-
ger Schumann. An improved typology of cutting
and packing problems. European Journal of Op-
erational Research 183.3 (2007): 1109–1130.

[2] Damasceno, Pablo F., Michael Engel, and
Sharon C. Glotzer. Predictive self-assembly
of polyhedra into complex structures. Science
337.6093 (2012): 453–457.

[3] Torquato, S. and Stillinger, F. H., Jammed
hard-particle packings: From Kepler to Bernal
and beyond, Reviews of Modern Physics, 82.3
(2010): 2633-2672.

2 - A branch-and-cut method for the
bi-objective bi-dimensional knapsack
problem

Audrey Cerqueus, University of Nantes,
France,
audrey.cerqueus@univ-nantes.fr
Xavier Gandibleux, University of Nantes,
France,
xavier.gandibleux@univ-nantes.fr
Anthony Przybylski, University of Nantes,
France,
anthony.przybylski@univ-nantes.fr
Stefan Ruzika, University of Koblenz-
Landau, Germany
ruzika@uni-koblenz.de
Frédéric Saubion, University of Angers,
France
Frederic.Saubion@univ-angers.fr

Multi-objective multi-dimensional knapsack
problems (pOmDKP) are widely used to rep-
resent practical problems as capital budgeting
or allocating processors. It aims to select a sub-
set of n items such that the sum of weight of
the selected items does not exceed the capacity
on any of the m dimensions, while maximizing
p objective functions. Each item has a weight
on each dimension and a profit for each objec-
tive function. This problem is known for being
particularly difficult as soon as the number of di-
mensions exceeds one, even in its single-objective
version.

There are many published papers focusing on
the exact solution of multi-objective single-
dimensional knapsack. The solutions methods
are often two-phases methods. The second phase
is either a branch-and-bound method (as in [1]

for the bi-objective case or in [2] for the three-
objective case), either a dynamic programming
method [3], or a dedicated ranking method [2].
Only a few works have studied exactly the multi-
objective multi-dimensional case. Concerning
the single-objective multi-dimensional knapsack
problem, many works have investigated cutting
inequalities to speed-up the computation of so-
lution [4].

In this work we are interested in the exact so-
lution of the bi-objective bi-dimensional knap-
sack problem (2O2DKP), using a branch-and-cut
method. A branch-and-cut method is a combi-
nation of a cutting plane method and a branch-
and-bound method. According to its name, one
of the main component of a branch-and-bound
method aims at computing bounds of the prob-
lem. Convex relaxation has been a key com-
ponent for successful bi-objective branch-and-
bound algorithm (see for example [5]). It de-
fines indeed a tight upper bound set, which can
be computed easily if the single-objective ver-
sion of the problem can be solved in (pseudo-
)polynomial time. However, this is not the case
for 2O2DKP. On the contrary, the linear relax-
ation remains relatively easy to compute, but the
resulting bound set is less tight, which makes
more difficult the exploration of nodes and leads
to larger search-trees.

To improve the quality of the upper bound set
based on linear relaxation, we introduce cover in-
equalities at each node of the branch-and-bound
method, turning it to a branch-and-cut method.
Cover inequalities consist of cuts defined for
single-objective binary problems [6]. A cover is a
set of objects such that the sum of the weights as-
sociated to these objects exceeds the capacity. In
[6], the authors remark that computing all pos-
sible cover inequalities would be time-consuming
and even impossible to implement. Instead, they
consider the optimal solution of the linear re-
laxation and solve a smaller binary problem to
find a cover inequality that is violated. In the
bi-objective context, the linear relaxation is de-
scribed by a set of extreme points, which are
associated to efficient solutions. Moreover, each
of these efficient solutions may be fractional and
have a different subset of fractional variables.
The generation of cover inequalities is therefore
more complex, particularly to get a good trade-
off between quality of the improved upper bound
set defined and computational time. This leads
to numerous strategies to generate cover inequal-
ities.

This presentation will describe the mecha-
nisms used in the multi-objective branch-and-cut
method that we have developed (separation pro-
cedure, bound sets, generation of cover inequal-
ities...). These strategies have been then experi-
mentally validated.

[1] Visée, M., Teghem, J., Pirlot, M., Ulungu, E.
L., March 1998. Two-phases method and branch
and bound procedures to solve the biobjective
knapsack problem. Journal of Global Optimiza-
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tion 12, 139-155.

[2] Jorge, J., May 2010. Nouvelles propositions
pour la résolution exacte du sac à dos multi-
objectif unidimensionnel en variables binaires.
Thèse, Université de Nantes.

[3] Delort, C., Spanjaard, O., 2010. Using bound
sets in multiobjective optimization: Application
to the biobjective binary knapsack problem. In:
Festa, P. (Ed.), SEA. Vol 6049 of Lecture Notes
in Computer Science. Springer, 253–265.

[4] Osorio, M. A., Glover, F., Hammer, P., 2002.
Cutting and surrogate constraint analysis for
improved multidimensional knapsack solutions.
Annals of Operations Research 117 (1-4), 71-93.

[5] Sourd F. and Spanjaard O., 2008. A multi-
objective branch-and bound framework: Appli-
cation to the biobjective spanning tree problem.
INFORMS Journal on Computing, 20:472–484.

[6] Crowder, H., Johnson, E. L., Padberg, M.
W., 1983. Solving large-scale zero-one linear
programming problems. Operations Research 31
(5), 803-834.

3 - Techniques for solution set compres-
sion in multiobjective optimization

José Rui Figueira, CEG-IST, Instituto Supe-
rior Técnico, ULisboa, Portugal,
figueira@tecnico.ulisboa.pt
Pedro Correia, CISUC, DEI-University of
Coimbra, Portugal,
pamc@dei.uc.pt
Lúıs Paquete, DEI-University of Coimbra,
Portugal,
paquete@dei.uc.pt

A major drawback of implicit enumeration al-
gorithms for multiobjective combinatorial opti-
mization problems is the large usage of memory
resources that is required to store the set of po-
tential solutions during the search process. In
this work, we introduce several techniques and
data structures that allow to compress a set of
solutions during the run of an implicit enumera-
tion algorithm for the particular case of the biob-
jective {0,1}-knapsack problem. Particular em-
phasis is given on understanding the trade-off
between memory usage and computation time,
both from a theoretical and practical point of
view. The experimental results indicate that
some of these techniques allow to have a high
compression ratio with very small computational
time overhead.

4 - Multiple Objective Optimization for
Multidimensional Knapsack Problems

Britta Schulze, University of Wuppertal,
Germany,
schulze@math.uni-wuppertal.de
Kathrin Klamroth, University of Wuppertal,
Germany,
klamroth@math.uni-wuppertal.de

In constrained optimization some of the con-
straints may be soft in the sense that a slight

violation is acceptable, or even favorable, if
the corresponding gain in the objective func-
tion is beneficial. The trade-off between con-
straint satisfaction on one hand and original ob-
jective value on the other hand can be analyzed
by formulating an associated multiple objective
optimization problem. As a concrete example,
we consider multidimensional knapsack prob-
lems and relax one or several of the knapsack
constraints. We apply this transformation on
bidimensional knapsack problems (i.e., one ob-
jective and two knapsack constraints) and solve
their associated biobjective counterparts using
dynamic programming based algorithms. Nu-
merical results suggest that in this way, trade-off
information can be obtained at little extra cost.
We also consider the tridimensional and the as-
sociated triobjective case, respectively, and dis-
cuss strategies for bound computations and for
the selection of representative efficient solutions.

⋆ TU-2-λ-HS4
� Fuzzy Approaches, Decision Making under
Fuzziness

Tuesday, 10:30–12:10 – Room HS 4

Session: Fuzzy Multiple Criteria Decision Mak-
ing 3

Chair: Yu-Wang Chen

1 - Additive fuzzy priorities obtained
from additively reciprocal fuzzy pair-
wise comparison matrices

Jana Krejč́ı, University of Trento, Italy,
jana.krejci@unitn.it

In multicriteria decision making methods based
on pairwise comparisons, both the multiplica-
tively and additively reciprocal pairwise com-
parisons are used. Elements of multiplicatively
reciprocal pairwise comparison matrices express
how many times one object is preferred over an-
other while the elements of additively recipro-
cal pairwise comparison matrices express the dif-
ference in preferences of two compared objects.
Analogously, also the priorities of objects ob-
tained from pairwise comparison matrices can be
either multiplicative or additive. Most often, the
multiplicatively reciprocal pairwise comparison
matrices are used in the decision making, e.g. in
Analytic Hierarchy Process, and the multiplica-
tive priorities are computed from these matrices.
However, the multiplicatively reciprocal pairwise
comparison matrices and from them obtained
multiplicative priorities are not suitable for ev-
ery decision making problem. For some types of
problems, as was already discussed in the liter-
ature, additively reciprocal pairwise comparison
matrices and from them obtained additive prior-
ities of objects are more appropriate.

The information about the problem is usually in-
complete or vague in real decision making prob-
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lems and, therefore, it is difficult to express the
preference on a pair of compared objects pre-
cisely. This problem is handled by introducing
the fuzzy extension of additively reciprocal pair-
wise comparison matrices by means of triangu-
lar fuzzy numbers. Formulas for obtaining addi-
tive priorities from additively reciprocal pairwise
comparison matrices are fuzzified properly in or-
der to obtain additive fuzzy priorities of objects.
Three normalization conditions are applied on
the formulas for obtaining additive priorities and
their fuzzification. The choice of the normaliza-
tion procedures is justified, and the properties of
the resulting additive fuzzy priorities are given.
The formulas for obtaining fuzzy additive prior-
ities of objects are based on optimization, and
they are designed in such way that the resulting
fuzzy additive priorities are as wide as possible
in order to capture the vagueness of information
obtained in the additively reciprocal fuzzy pair-
wise comparison matrix. Moreover, the proposed
optimization formulas preserve the additive reci-
procity of pairwise comparisons, which is a key
property of additively reciprocal pairwise com-
parisons.

2 - Analyzing Dynamic Capabilities
with Hesitant Fuzzy Cognitive Maps

Veysel Çoban, Istanbul Technical University,
Turkey,
veyselcoban42@hotmail.com
Sezi Çevik Onar, Istanbul Technical Univer-
sity, Turkey,
sezi@outlook.com

In this paper, a new fuzzy cognitive map (FCM)
that utilizes hesitant fuzzy linguistic term sets
has been proposed. With this new FCM entitled
Hesitant Fuzzy Cognitive Map (HFCM), experts
can express their hesitant judgments on the re-
lationships between the factors of a concept.

These expressions are defined with hesitant lin-
guistic fuzzy term sets, which enables represent-
ing uncertain and hesitant information.

HFCM is more realistic and flexible than the tra-
ditional fuzzy cognitive maps for reflecting ex-
perts knowledge and experiences since the hes-
itant linguistic preference evaluations can be
used.

Experts evaluate the causal relations among con-
cepts with a degree of influence using hesitant
fuzzy linguistic term sets (HFLTS), such as at
least low influence, at most high influence, be-
tween medium and very high influence, absolute
influence, very high influence, low influence. We
applied a fuzzy envelope method that uses an Or-
dered Weighted Average (OWA) as an aggrega-
tion operator in order to aggregate the hesitant
fuzzy linguistic expressions. The fuzzy envelope
for HFLTS represents a linguistic interval within
its upper bound and lower bound. The OWA op-
erator for an aggregation of the linguistic terms
is used to obtain a fuzzy membership function of
the HFLTS.

Dynamic capabilities provide the opportunity for
a firm to gain competitive advantage and in-
crease performance through integrating, building
and reconfiguring its resources in rapidly chang-
ing environments. A detailed literature review
on dynamic capabilities shows that there are no
exact relationships among factors affecting and
affected by dynamic capabilities. It reveals that
there is a knowledge convergence and no a com-
mon view among researchers and their decisions
about the relationships among factors and the
place of dynamic capabilities in organizations.
This is a signal of uncertainty in literature and
decisional hesitancy of experts, and it requires to
apply the hesitant fuzzy linguistic preferences of
experts on the evaluation of relationships among
factors around the dynamic capabilities.
In this study, we gather an information from
three experts hesitant evaluation on the relation-
ships between the factors around dynamic capa-
bilities and create a comprehensive Dynamic Ca-
pability model that explains consistent and sen-
sible relations among concepts in organization
and environment. This data structure that in-
cludes hesitant fuzzy linguistic expressions and
fuzzy causal relationship between concepts direct
us to study on HFLTS and FCM. So, the new
HFCM model is applied to analyze the dynamic
capabilities in organizations where experts can
only provide hesitance and fuzzy information.

3 - Building key success factors of
culture-creative Industry by using the
modified fuzzy Delphi under heteroge-
neous semantic scale

Shan-Lin Huang, Graduate Institute of Ur-
ban Planning, National Taipei University,
Taiwan,
samlin0668@gmail.com
Jiarui Zhang, Graduate Institute of Urban
Planning, National Taipei University; Fac-
ulty of Architecture and urban planning,
GDUT, China,
zhang0057@gmail.com
Gwo-Hshiung Tzeng, Graduate Institute of
Urban Planning, National Taipei University,
Taiwan
ghtzeng@gm.ntpu.edu.tw

The term “culture-creative” more often refers to
multicultural collision and fusion, which might
be the transnational culture like the east and
west, or different kinds of culture such as ma-
terial culture and non-material culture, even
cultures from a range of disciplines. Indus-
trial revolution accelerating the rapid develop-
ment of transportation technology causes the
time-space compression between different cul-
tures. The globalization of internet and infor-
mation also speed up the flow of knowledge and
cultures, which can help to create more “cre-
ativity”. Therefore, the industry of “culture-
creative” is mainly based on the flow of knowl-
edge and cultures. The study tries to identify the
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definitions and relations of “culture”, “creativ-
ity” and “culture-creative”. According to the
fuzzy Delphi method theory, expert fuzzy seman-
tics must be built on the same semantic scale
for all criteria. And this method cannot explain
the heterogeneous under different criteria of se-
mantic scale. So, this research explores the suc-
cess factors of culture-creative industry in multi-
ple criteria and presents a modified fuzzy Delphi
method of considering heterogeneous linguist to
construct. Finally, take Taiwan as an empiri-
cal case to demonstrate the proposed indexes for
planning the culture-creative industry develop-
ment strategies in the real world situation, and
also provides some references for government to
make the best decision.

4 - A belief rule based expert system for
predicting consumer preference in new
product development

Ying Yang, Hefei university of technology,
China,
yangying@hfut.edu.cn
Yu-Wang Chen, The university of Manch-
ester, United Kingdom of Great Britain and
Northern Ireland,
yu-wang.chen@mbs.ac.uk
Dong-Ling Xu, The university of Manch-
ester, United Kingdom of Great Britain and
Northern Ireland,
ling.xu@mbs.ac.uk

In the decision making process of new prod-
uct development, companies need to understand
consumer preferences for the newly developed
products. A recently developed belief rule based
(BRB) inference methodology is used to formu-
late the relationship between consumer prefer-
ences and product attributes. When the number
of product attributes is large, the methodology
encounters the challenge of dealing with an over-
sized rule base. In the paper a method of com-
bining factor analysis with BRB methodology is
proposed to overcome the challenge, and a proto-
type of expert system is developed for predicting
consumer preferences. Firstly, a small number of
factors are extracted from product attributes by
applying factor analysis. Then a belief rule base
is constructed to model the causal relationship
between the characteristic factors and consumer
preferences using expert knowledge. Lastly, the
evidential reasoning approach is used to aggre-
gate activated rules in the belief rule base. To
validate the proposed method and illustrate the
prototype system, consumer preferences for red
teas are collected from 100 consumers of several
tea stores through a market survey. The results
show that the prototype of the belief rule based
expert system has superior fitting capability on
training data and high prediction accuracy on
testing data, it has great potential to be applied
to consumer preference prediction.

⋆ TU-2-σ-HS5
� Multi Objective Optimization

Tuesday, 10:30–12:10 – Room HS 5

Session: IS-EMO: Evolutionary Multiobjective
Optimization (EMO) 1

Chair: Boris Naujoks

1 - Infeasibility in multiobjective opti-
mization – a curse or blessing?

Ignacy Kaliszewski, Systems Research Insti-
tute, Polish Academy of Sciences, Poland,
ignacy.kaliszewski@ibspan.waw.pl
Janusz Miroforidis, Systems Research Insti-
tute, Polish Academy of Sciences, Poland,
janusz.miroforidis@ibspan.waw.pl

For decades, since the inception of optimization,
infeasibility has been regarded as an unfavorable
situation which should not happen or if has hap-
pened, some repairing to regain feasibility should
take place as soon as possible. No information
is drawn from the occurrence of infeasibility to
direct the course of computations. In this pre-
sentation we adopt the opposite attitude to in-
feasibility. We demonstrate that in the Multi-
objective Optimization framework occurrence of
infeasibility can be a source of valuable informa-
tion which, if used properly, can has a significant
impact on the course and length of computations
to derive elements of the Pareto Front for Multi-
ple Criteria Decision Aiding. Because of a close
resemblance of our perspective on infeasibility
to the classical duality we have coined up the
term ”constructive duality” for it. We discuss
the significance of our approach to infeasibility
in the context of large-scale Multiobjective Opti-
mization and Multiple Criteria Decision Aiding,
specifically in the context of Intensity Modulated
Radiotherapy.

2 - A surrogate-assisted inverse model
based evolutionary multiobjective op-
timization algorithm for computation-
ally expensive problems

Tinkle Chugh, University of Jyväskylä, Fin-
land,
tinkle.chugh@jyu.fi
Karthik Sindhya, University of Jyväskylä,
Finland,
karthik.sindhya@jyu.fi
Jussi Hakanen, University of Jyväskylä, Fin-
land,
jussi.hakanen@jyu.fi
Kaisa Miettinen, University of Jyväskylä,
Finland,
kaisa.miettinen@jyu.fi
Yaochu Jin, University of Jyväskylä, Fin-
land,
yaochu.jin@surrey.ac.uk

Evolutionary multiobjective optimization
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(EMO) algorithms are widely used to solve mul-
tiobjective optimization problems because of
their advantages. For example, they can obtain
a set of nondominated solutions in one solution
process and have the ability to handle prob-
lems with multiple local and nonconvex Pareto
fronts. Despite these advantages, EMO algo-
rithms do not guarantee convergence to optimal
solutions. Moreover, they are often criticized as
they consume many function evaluations which
increases the computation time. This concern
is particularly relevant when EMO algorithms
are employed to deal with computationally ex-
pensive problems. Here, we develop a surrogate-
assisted EMO algorithm based on a recently
proposed model based EMO algorithm, termed
IM-MOEA for handling such problems.

IM-MOEA provides an extra advantage over tra-
ditional or state of the art EMO algorithms
by generating samples directly in the objective
space which can be convenient as the dimension
of the objective space is usually lower than that
of the decision space. In addition, sampling in
the objective space can provide a possibility to
the decision maker (DM) to generate solutions in
preferred regions. Moreover, model based EMO
algorithms have recently become popular in last
few years as they can alleviate the requirement
on the diversity of solutions both in objective
and decision spaces.

In surrogate-assisted IM-MOEA, we address two
main challenges, how and when to update the
inverse models so that a diverse set of nondomi-
nated solutions can be obtained in fewer function
evaluations. Here, samples are generated uni-
formly in the objective space and mapped to the
decision space using Gaussian process based in-
verse models. We use multiple univariate models
to ease the inverse modelling. A random group-
ing technique is used to obtain a fixed number
of inverse models. After a mapping into the de-
cision space, an adaptive evolution control strat-
egy is used to update the models. Here, we se-
lect a minimum number of individuals for re-
evaluation which can balance exploitation and
exploration. In other words, individuals with
good fitness values and contributing to a high
degree of diversity of the population in the deci-
sion space are selected for re-evaluation. Uncer-
tainty indicated by the Gaussian models is used
to measure the diversity in the decision space. In
addition, we check whether and when the models
need to be updated. For example, if the exist-
ing models are accurate enough and can provide
diverse solutions, they are not updated.

The new algorithm is compared with the original
IM-MOEA on some benchmark multiobjective
optimization problems and is able to generate
similar or better solutions (in terms of inverted
generational distance values) in fewer function
evaluations.

3 - A preference-based evolutionary ap-
proach for solving a three-objective

competitive facility location and design
problem

Ernestas Filatovas, Vilnius University,
Lithuania,
ernest.filatov@gmail.com
Juana L. Redondo, University of Almeŕıa,
Spain,
jlredondo@ual.es
José Fernández, University of Murcia, Spain,
josefdez@um.es
Olga Kurasova, Vilnius university, Lithua-
nia,
Olga.Kurasova@mii.vu.lt

A continuous competitive facility location and
design problem with three conflicting objectives
is considered in this research. Several evolution-
ary multi-objective optimization strategies have
been applied in the literature for obtaining a
discrete set approximating the complete Pareto
front when only two of those three objectives
are taken into account. However, when three
or more objectives are considered, as we do here,
classic evolutionary algorithms become compu-
tationally very expensive and time consuming for
obtaining the aforementioned approximating set.
Additionally, only a reasonable number of solu-
tions should be provided to the decision maker so
that he/she can carry out an adequate decision
avoiding the usually complex analysis of a large
amount of information. This fact suggests using
optimization methods based on decision maker’s
preferences, with the aim to approximate only
the part of the Pareto front that is of interest for
the decision maker. In this research, we apply
a preference-based evolutionary approach to the
recently proposed three-objective location and
design problem. The applied method enables to
find a suitable solution for the decision maker in
a reasonable amount of time.

4 - A Multiobjective Consistency De-
cision engine for a Manycore compi-
lation platform using an Evolutionary
Approach

Safae Dahmani, CEA, LIST, France,
dahmanisafae@gmail.com
Sergiu Carpov, CEA, LIST, France,
sergiu.carpov@cea.fr
Löıc Cudennec, CEA, LIST, France,
loic.cudennec@cea.fr
Guy Gogniat, University of Bretagne Sud,
France,
guy.gogniat@univ-ubs.fr

New emerging embedded applications (ex. mul-
timedia, automotive) have increased the demand
for architectures that provide a higher comput-
ing performance with efficient power manage-
ment. Manycore architectures promise to over-
come such challenges by embedding hundreds to
thousands of simple cores on a single chip. How-
ever, the memory speed is not scaling with these

51



⋆ TU-2-σ MCDM 2015

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

architectures which is limiting the efficiency of
using the available computational power. The
way of programming that highly parallel appli-
cations is a key factor to address these limita-
tions. The existing programming models, based
on different paradigms (ex. Message passing,
Shared Memory) have many pros and cons de-
pending on the context. We focus in our work
on the Shared Memory model that consists in
a virtual address space shared among processes
on physically distributed cores. One main ad-
vantage offered by this model is the ease of pro-
gramming as the user is not concerned with man-
aging shared access issues. The user implemen-
tation level relies on the consistency model de-
fined by the Shared Memory system. The ap-
plication performance depends then on the effi-
ciency of the different mechanisms characteriz-
ing the model. Several works were proposed for
different systems which leads to multiple con-
sistency approaches (ex. Lazy, Sequential, Re-
lease). Therefore, some platforms combine dif-
ferent mechanisms to provide a better tailoring
with the application behaviour and the execution
environment. Such platforms have been studied
in Shared Memory systems like Munin, DSM-
PM2 and JuxMem. To address this issue for
manycore architectures, we proposed a multi-
protocol compilation platform. The main pur-
pose of this platform is to assign to each shared
data access a specific protocol and appropriately
configure it. The platform offers a protocol li-
brary where each protocol is characterized by one
or more parameters. The range of possible values
of each parameter depends on some constraints
mainly related to the targeted platform. There-
fore, the configuration complexity increases ex-
ponentially with the number of protocols param-
eters, the range values of each parameter and the
evaluation process overhead. We present in this
paper a multi-objective decision engine which is
the main phase of the multi-protocol compila-
tion platform where protocols are configured. It
consists of instantiating the chosen protocols ac-
cording to the application behaviour defined dur-
ing the static analysis step and the given perfor-
mance objectives. The proposed decision model
uses the Rank-based Multi-objective Genetic Al-
gorithm. It aims to minimize the number of iter-
ations required to converge towards an optimized
protocol configuration. The platform supports
different performance objectives (ex. Cache miss
rate, Access latency, On-chip Traffic). The on-
chip access latency and the cache miss rate are
the multi-objective performance constraints used
in this model. One interesting case study is the
Data Sliding protocol. This protocol was pro-
posed in previous works in order to enhance the
on-chip storage efficiency by allowing data mi-
gration to available cache memories in the neigh-
bourhood. This leads to less off-chip data ejec-
tion and therefore less cache misses which pro-
vides a better performance. However, the more
the data travel the more the owner core will

pay to bring it back to its local cache. This is
why, the migration radius assigned to each data
is an important parameter to make a trade-off
between on-chip access latency and the cache
performance in order to reduce the cache miss
rate while keeping the access distance reasonably
low. Thus, the decision engine allows to assign a
higher migration radius to each data while keep-
ing it as long as possible in the chip. To apply the
proposed optimization model on the Data Slid-
ing protocol, we consider a population as a set
of N configurations. We define a configuration
as a data access trace with the assigned proto-
cols instances. The multi-protocol model allows
to assign a different protocol to each single ac-
cess. Such a granularity will increase the com-
plexity of the decision process. We first applied
our model on the sliding protocol with small
shared data instances (less than 10 accesses) tar-
geting a 64-cores 2D mesh-based platform. The
decision engine has up to 46% performance en-
hancement compared with an exhaustive search.
A complete performance study is conducted by
using different workloads and varying protocols
assignment within a single application. Several
improvements are possible to speed up the op-
timization model through the selection and the
mutation operators (ex. introducing a dynamic
mutation function).

⋆ TU-2-σ-R401
� Multi Objective Optimization

Tuesday, 10:30–12:10 – Room 401

Session: Multi Objective Programming and
Problems 3

Chair: Erdal Aydemir

1 - Data Pre-treatment for Solving bi-
objective Knapsack Problem

Djamal Chaabane, USTHB University, Alge-
ria,
chaabane dj@yahoo.fr
Malika Daoud, USTHB University, Algeria,
mlk daoud@yahoo.fr

In this paper, the admissible domain of a bi-
objective knapsack problem is our interest plat-
form. Although the reduction of the feasible re-
gion has been studied by some authors but yet, it
has to be investigated more in order to explore
deeply the domain before solving the problem.
We proposed however, a new technique based on
the supported efficient solutions combined with
the dominance relationship between items’s effi-
ciency. We illustrate the algorithm by a didactic
example and some experiments and comparisons
are presented, showing the efficiency of the pro-
cedure compared to the previous techniques in
the literature.

2 - A Bi-objective Mathematical Model
for Train Platforming Problem
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Emine Akyol, Anadolu University, Turkey,
emineakyol@anadolu.edu.tr
Josef Volek, Pardubice, Czech Republic,
Josef.Volek@upce.cz
Tugba Sarac, Eskisehir Osmangazi Univer-
sity, Turkey,
tsarac@ogu.edu.tr

In railway stations, one of the most important
processes is about control of traffic. To make an
effective plan with regard to timetable can be re-
duced delay of trains. The aim of the paper is
to propose a decision making tool for dispatch-
ers. A bi-objective mathematical model has been
developed to schedule of incoming trains. The
objectives of the model are to minimize devia-
tions from planned departure time and to maxi-
mize number of connected trains to be assigned
to the same platform. The proposed model has
been verified with generated small test instance
using GAMS/Cplex solver. Different scalariza-
tion methods are applied to the model and the
obtained results are discussed.

3 - A bi-objective parallel machine
scheduling problem under resource
constraints

Tugba Sarac, Eskisehir Osmangazi Univer-
sity, Turkey,
tsarac@ogu.edu.tr
Emine Akyol, Anadolu University, Turkey,
emineakyol@anadolu.edu.tr

In this study, an identical parallel machine
scheduling problem under sequence dependent
set up time, machine eligibility restrictions and
resource constraints is considered. The ob-
jectives of the problem are to minimize the
makespan and to minimize the total tardi-
ness. Randomly generated instances are solved
both conic scalarization method and epsilon-
constraint method. Strengths and weaknesses of
the methods are discussed.

4 - Future Directions for Multi-
objective Inventory Routing with Un-
certainties

Erdal Aydemir, Suleyman Demirel Univer-
sity, Engineering Faculty, Dept. of Industrial
Engineering, Turkey,
erdalaydemir@sdu.edu.tr
Ömer Utku Kahraman, Suleyman Demirel
University, Engineering Faculty, Dept. of
Industrial Engineering, Turkey,
outkukahraman@gmail.com

The inventory routing problem (IRP) is con-
cerned with the combination and coordination
of two components of the supply chain man-
agement which are inventory management and
transportation. These components are two key
logistic factors for companies to gain competi-
tive advantage. The classical IRP has three de-
cisions that are starting service time, delivery

amount and distribution routes. Many studies
have concerned to IRP for solving the practi-
cal IRPs and they used methods which are ex-
act, heuristics, and meta-heuristics. According
to the literature, IRP studies have addressed to
integrate with vendor-managed inventory rout-
ing problem, and enrichment of vehicle routing
problems. The first paper is presented by Bel-
trami and Bodin (1974) including modelling and
sample solutions of IRPs. For the IRP instances,
Fisher et al. (1982) and Bell et al. (1983) are
developed a mixed integer programming model.
Then the following studies are presented consid-
ering a large IRP by Golden et al. (1984) and
Dror et al. (1985). Consequently, IRPs have
been classified in Time Horizon, Products, Struc-
ture, Routing, Inventory Policy, Inventory De-
cisions, Fleet Composition, Fleet Size and Ob-
jective Functions (modified from Coelho et al.,
2012). IRPs also belong into the class of NP-
Hard problems. Many heuristics which are mod-
ified sweep, tabu search, simulated annealing, lo-
cal search, and also genetic algorithm with their
hybridization are developed to solve IRPs for ob-
taining near optimal solutions. About the com-
putation time, the better solution times by the
side of reasonable times and also the better algo-
rithms are obtained, developed, and presented in
the solver challenges on the scientific platforms
at this point (Verolog, 2014).

Points of the literature review and industry,
stochastic approaches are more important for
modelling of IRPs. Main assumption of the ap-
proaches is the known probability distribution
for customer usage. In the meantime stochastic
IRPs involves the future usage amounts that are
uncertain. At the present time, most of the op-
timization models are formulated by eliminated
the uncertainties of the systems in the real world
applications. Some of these uncertainties are
demand (customer usage), variable routing fre-
quency, routing cost, inventory costs, lead time
etc. That is, the stochastic IRPs want to elimi-
nate all of the uncertainties via known probabil-
ity distributions, because modelling and solution
are extremely difficult for complex real world ap-
plications. In addition, the objective functions of
IRPs are rapidly changed in forms from the sin-
gle objective to bi-objective and multi-objective.
Because of the global competition, companies
have to concurrently satisfy two or more objec-
tives that can be routing cost, routing profit,
routing/driving time, fuel consumption, balance,
time windows, customer satisfaction, fleet usage,
collection/delivery, etc.

Consequently, the some further research areas
and the cases of real world applications are of-
fered as follows: - External uncertainties (Fuzzy
logic methods),

- Internal uncertainties (Grey Systems Theory),

- Demand disruptions,

- Fleet breakdowns,

- Unexpected/Extraordinary cases (Disasters,
geographical situations, etc.),
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- Customer classifications/ Priorities,

- Specialized orders,

- Emergency orders,

- Traffic and road effects,

- Green supply chain management (Considering
environmental effects, emissions etc.),

- The new product/item types: Imperfect, Per-
ishable, Deteriorating, Growing, Re-cyclic, Re-
covery, Waste/E-waste items etc.,

- The new approaches must be presented on
cyclic inventory routing,

- Inventory routing with financial situations
(Penalties, taxes, economic incentives etc.),

- Cloud inventory routing,

- Overseas inventory routing.

Through the use of the further research areas
proposed in this paper, decision makers would
then be able to assess the impact of the real
world problems and regulations. These areas can
differ from the industrial scopes and enriched to
cases which are different to countries. The pro-
posed research directions are provided to make
contribution for the scientific literature and in-
dustrial expectations.

⋆ TU-2-χ-HS6
� Environment, Infrastructure & Emerging Ap-
plications

Tuesday, 10:30–12:10 – Room HS 6

Session: Environmental Decision Making 3

Chair: Raimo P. Hämäläinen

1 - Comparison of AHP/ANP Decision
Making Methodologies in a Case Study
of Renewable Energy in the Dominican
Republic

Guido Camilo Guerrero Liquet, Universidad
Politcnica de Cartagena UPCT, Spain,
guidocgl1@gmail.com

In the energy sector, the Dominican Republic of-
fers an opportunity for domestic and foreign in-
vestment for urbanized areas with the introduc-
tion of a legal framework where renewable en-
ergy producers receive legal benefits and tax ex-
emptions. This leads us to believe that emerging
countries should start to implement the methods
used worldwide to make clear decisions. A study
was performed in which we applied and com-
pared the Analytic Hierarchy Process (AHP) and
the Analytic Process Network (ANP) method-
ologies for the best places to install solar pan-
els on a government building in the Dominican
Republic. Experts belonging to the sector were
surveyed to verify the advantages and disadvan-
tages offered by these decision-making methods,
so that concrete priorities in developing viable
projects are achieved. Comparing these meth-
ods provides graphical tools to measure the con-
sistency of certain opinions, and modeling the

case study it is found that there are several dif-
ferent indicators that assess the complexity of
the methodology to obtain robust results.

2 - Sustainability Roadmap with
Changing Societal Preference as Ex-
tension to Lifecycle Analysis

Elizabeth Connelly, University of Virginia,
United States of America,
ec5vc@virginia.edu
James Lambert, University of Virginia,
United States of America,
lambert@virginia.edu
Lisa Colosi, University of Virginia, United
States of America,
lmc6b@virginia.edu
Andres Clarens, University of Virginia,
United States of America,
aclarens@virginia.edu

Research and Development (R&D) roadmaps
serve as decisions aiding tools for stakeholders in
government, industry, and academia. Roadmaps
have been developed to guide research efforts in
a variety of topics such as nanotechnology, biofu-
els, and other technical innovations. Such emerg-
ing industries are subject to deep uncertainties
from emergent conditions and future scenarios.
Deep uncertainties involve structural and quali-
tative perspectives or trends that are disruptive
to priorities and decision-making. A common
failure of R&D roadmaps is to consider the im-
pact future uncertainties have on the prioritiza-
tion of R&D initiatives.
This paper will demonstrate an integration of
scenario planning with multi-criteria decision
analysis (MCDA) for the prioritization of R&D
initiatives for developing a roadmap, which iden-
tifies robust research and development efforts.
An iterative approach to scenario-based prefer-
ence analysis accounts for the dynamics of pref-
erences throughout the system life cycle. The
proposed effort will apply life cycle assessment
and other systems analysis methods (e.g., life cy-
cle costing, sensitivity analysis, stakeholder anal-
ysis, etc.) with scenario-based preferences to
demonstrate the development of roadmaps for
sustainability. In particular, life cycle assess-
ment can be used to highlight uncertainties that
are critical to consider for scenario analysis and
strategic planning. At the same time, scenario-
based preference modeling, which includes ana-
lyzing business decisions and policies, brings con-
text to life cycle assessments.
Integration of MCDA with scenario planning has
been suggested as a flexible, simple, and trans-
parent approach for strategy evaluation and se-
lection (Goodwin and Wright, 2001). In the con-
text of investment or R&D strategies, the inte-
gration can identify which strategies are robust
across various alternate future scenarios or ac-
cording to different stakeholder preferences. Iter-
ative MCDA can increase robustness in decision-
making, especially when considering different
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combinations of future scenarios (Lempert, 2003;
Groves and Lempert, 2007). Analyzing different
scenarios as new information provides insight on
potential disruptive emergent conditions is es-
sential for long-term strategic decision-making.
Application of these methods is shown for two
sustainability cases, specifically (i) the develop-
ment of aviation biofuel supply chains and (ii)
“net zero water” use at military installations.
Aviation biofuel research initiatives include in-
vestigation and optimization of bio-feedstock
production, aviation biofuel conversion technolo-
gies, transportation logistics, and others. “Net
zero water” initiatives include water efficient
sanitary equipment (e.g., toilets, showerheads,
faucets, etc.), irrigation and landscaping tech-
niques, and leak detection technologies. Com-
mon criteria for these case studies are related to
life cycle cost, emissions, and fossil fuel consump-
tion. Examples of future scenarios that could
be disruptive to research priorities for these sus-
tainability roadmaps include climate change im-
pacts, environmental regulations, national secu-
rity concerns, technology innovation, and eco-
nomic downturns.
Methods such as life cycle assessment (LCA),
life cycle costing (LCC), and techno-economical
analysis (TEA) can be used to inform the assess-
ment of how well R&D initiatives meet criteria.
Specifically, LCA, LCC, and TEA are used to
evaluate the extent to which R&D initiatives ad-
dress various objectives (or criteria) such as min-
imizing climate impacts from GHG emissions,
minimizing fuel cost, and maximizing economic
growth. The results describe which R&D ini-
tiatives perform best in terms of multiple crite-
ria and which are robust under different scenar-
ios. Multiple iterations of the analytical frame-
work reveal how priorities change under scenar-
ios of various economic, political, and technolog-
ical conditions as well as with respect to var-
ious system boundaries or scopes (global, na-
tional, regional) and from different stakeholder
perspectives. Based on the robustness of initia-
tives and the disruptiveness of emergent condi-
tions or scenarios, the results are used to develop
R&D roadmaps to guide future efforts that are in
line with stakeholder preferences. These meth-
ods can be used for the coordination of research
initiatives applicable to various fields that in-
volve diverse stakeholders from government, in-
dustry, and academia. Future work will involve
the integration of value-of-information analysis
and uncertainty analysis to ensure that R&D ini-
tiatives significantly contribute to the mitigation
of system vulnerabilities.

3 - Prioritization of Maintenance Re-
lated Waste Using Evidential Reason-
ing Approach

Farzaneh Ahmadzadeh, Mälardalen Univer-
sity, Dept. of Innovation, Design and Engi-
neering, Eskilstuna, Sweden,
farzaneh.ahmadzadeh@mdh.se

Marcus Bengtsson, Volvo Construction
Equipment Operations Eskilstuna, Mainte-
nance Engineering, Eskilstuna, Sweden,
marcus.bengtsson.2@volvo.com

Recently reduction and elimination of mainte-
nance waste has taken a lot of attention by the
researcher because of its importance in decreas-
ing their negative affect on the production capac-
ity and increasing budget blindly. So the over-
all goal of this research is to identify and priori-
tize factors creating maintenance-related waste.
Evidential Reasoning (ER) approach which is
one of the latest developments within Multi-
criteria decision making (MCDM) literature is
used for prioritization. In order to apply ER ap-
proach, maintenance wastes as a general prop-
erty is broken down to multiple attribute frame-
work having the form of a tree(hierarchy) struc-
ture. So five manufacturing companies partici-
pated in a workshop for identifying root-causes
for maintenance-related waste in manufacturing
industry. The 16 found categories, related to
root-causes of maintenance-related waste, were
analysed. Results shown that the maintenance-
related waste are heavily reliant on human fac-
tors/errors as a root or major contributory cause
in different levels which can affect performance
and productivity. So basic tree structure neces-
sary for ER assessment is developed based on lit-
erature on maintenance related waste with focus
on human factors. Those 16 categories incorpo-
rated into this hierarchy model and surveys are
designed based on basic attributes at the low-
est level of this tree. After applying ER, results
shown that management condition at first place
and maintainer condition and working condition
are respectively in second and third place as the
most responsible maintenance waste created by
human factors in proposed manufacturing indus-
try. This prioritization methodology can be used
as a tool in creating awareness for managers for
making decision to target for reducing or elimi-
nating maintenance waste.

4 - Supporting Environmental Decision
Making with Portfolio Decision Analy-
sis

Raimo P. Hämäläinen, Aalto University
School of Science, Department of Mathemat-
ics and Systems Analysis, Finland,
raimo.hamalainen@aalto.fi
Tuomas J. Lahtinen, Aalto University School
of Science, Department of Mathematics and
Systems Analysis, Finland,
tuomas.j.lahtinen@aalto.fi
Juuso Liesiö, Aalto University School of
Business, Department of Information and
Service Economy, Finland,
juuso.liesio@aalto.fi

Environmental management decisions are often
portfolio problems. In practice, the decision
making process typically goes so that experts de-
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velop a number of feasible decision alternatives
which consist of a set of actions each contributing
to the overall goal. These alternatives are then
evaluated by the stakeholders using Multiple Cri-
teria Decision Analysis (MCDA; see, e.g. Linkov
and Moberg 2011). This traditional approach
limits the analysis to the predetermined portfo-
lios of actions developed by the experts. Thus
one risks the possibility that dominating portfo-
lios are left out of the evaluation. This can hap-
pen because of lack of optimization and due to
behavioral effects such as insensitivity to scope,
favoring champion projects or failure to see syn-
ergies and how actions complement each other
(Fasolo, Morton and von Winterfeldt 2011).

Here we present a framework for the use of Port-
folio Decision Analysis (Salo, Keisler and Morton
2011) in environmental management and also
show how to incorporate incomplete information
in the analysis. The framework consists of steps
that are applicable to a broad range of portfolio
decisions. Compared to earlier MCDA frame-
works the framework includes a new step related
to specifying constraints, action interdependen-
cies and modeling the overall consequences of the
portfolio of actions.

We demonstrate the framework and the possi-
bilities of computer support with an illustrative
case related to providing urban water services.
We use the RPM-Decisions software which is an
implementation of the Robust Portfolio Model-
ing (RPM) methodology by Liesi, Mild and Salo
(2007). It enables the use of incomplete prefer-
ence information in portfolio decision analysis.
This possibility can be beneficial, as in environ-
mental decisions we can easily face the situation
where precise preferences or consequence data is
incomplete or uncertain.

References:
Fasolo, Morton and von Winterfeldt (2011) Be-
havioral issues in portfolio decision analysis. In
Salo, Keisler Morton (Eds.) Portfolio Decision
Analysis: 149-165. Springer.

Liesi, Mild and Salo (2007) Preference program-
ming for robust portfolio modelling and project
selection. European Journal of Operational Re-
search, 181(3): 1488-1505.

Linkov and Moberg (2011) Multi-Criteria Deci-
sion Analysis. Environmental applications and
case studies. CRC Press.

Salo, Keisler and Morton (2011) Portfolio deci-
sion Analysis. Springer.
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1 - The WINGS Method with Negative
Influences

Jerzy Michnik, University of Economics in
Katowice, Poland,
jerzy.michnik@ue.katowice.pl

The WINGS (Weighted Influence Non-linear
Gauge System) method represents systems mod-
eling in solving decision problems. It is an at-
tempt to bridge two different approaches to op-
erations research: soft and hard. Using network
representation for analysis of interrelated factors
and causal relations among them, WINGS en-
ables evaluating alternatives when interrelations
between the criteria cannot be neglected. In this
paper we discuss the possibility of allowing nega-
tive influences among the model elements in the
WINGS method. Such an extension can sub-
stantially enhance the ability to solve a variety
of multiple criteria problems. Strategic decisions
in public relations (PR) are an example of prac-
tical utility of the WINGS method with negative
influences.

2 - Ranking the Factors of Human Qual-
ity Treatment by TOPSIS Method

Tayfun Arar, Kırıkkale University, Turkey,
tayfunarar@kku.edu.tr
İhsan Yüksel, Kırıkkale University, Turkey,
yuksel@kku.edu.tr

The roots of being ought to treat humans well
in the organizations first grounds in the early
1900s. At first, people used to be seen as ma-
chines and at those times this topic was stud-
ied by Taylor in his scientific management; by
Fayol in his managerial principles and by Ford
in his assembly line work. Necessity of treating
people well has firstly been explained by Elton
Mayo in 1933 under the name of Human Rela-
tions Movement. Then Maslow followed him as
claiming human needs and motivation to work
with the notion of job satisfaction. Following
this trend of the importance of human; organi-
zational justice has been appeared. Then maybe
the closest term to HQT that is Humanistic
Management has been popular since 1980s and
first roots about this approach was born with
M.P. Follet in 1925 as his opinions claim that
human factor is inseparable from the mechan-
ical side in business. Humanistic management
holds a new vision for business as serving the
societies in which business operates, increasing
their citizens’ quality of life. Though there are
some reasons why managers do not follow hu-
manistic approaches such as because of fear and
vulnerability; treating people right in organiza-
tions can provide a “more humanized business,
by fostering human flourishing, the enhancement
of human capabilities, and the pursuit of a more
humane development for each and every per-
son”. Also it enhances productivity and devel-
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ops human potential; while it is a “way to cope
with old problems motivation, work satisfac-
tion and morale”. Only research that has been
found and that used the term “Human Quality
Treatment” was investigated in Melé’s research
in 2014. In this study, HQT has been investi-
gated as considering the levels of treating people
in organizations from maltreatment to indiffer-
ence, justice, care and development stages. In
that study, the purpose is to identify those lev-
els to be the pathfinder for managers of orga-
nizations while treating to the employees to get
benefit from them at maximum level. In this
study, it is aimed to determine and order the
factors in a hierarchical way of the HQT by us-
ing the TOPSIS to help managers by showing
them how to treat their employees to get the
most benefit by efficiency and effectiveness from
them and by showing them which factors are the
most important for the employees when the is-
sue is about being treated well as their percep-
tion. The factors those affect the HQT are de-
termined by authors and ordered in a hierarchi-
cal way by method TOPSIS which was found by
Yoon and Hwang in 1980. The factors have been
determined by authors and from literature; then
as weighting them, ordered with TOPSIS tech-
nique. The factors involve; working conditions
which are workplace conditions, workload, qual-
ity of material used while working, working time;
monetary conditions which are paying what the
employee deserves as the salary which is called
here as salary politics, promotion politics; off-
days and annual vacations provided and social
opportunities provided, job characteristics which
are; job challenge, role clarity, performance ap-
praisal fairness, work environment characteris-
tics which are supervisory relationship and em-
ployee freedom, communication behavior type,
management style person-organization fit, per-
son involvement being fair, treating equal, re-
spect, contribution to personal development and
caring. Thus we have twenty-two factors here;
and these factors are investigated and weighted
under three conditions which are called here as
criteria those are physically, psychologically and
socially. Weighting is made by consulting a firm
and by authors’ views. While ordering the fac-
tors by TOPSIS technique according to three cri-
teria, because each factor shows difference as be-
ing weighted based on criterion; a rank that man-
agers can benefit from, as they learn which fac-
tors they should pay more attention when they
treat their employees in a quality way.

3 - A data-driven approximate reason-
ing model for multi-attribute analysis

Yu-Wang Chen, Manchester Business
School, United Kingdom of Great Britain
and Northern Ireland,
yu-wang.chen@mbs.ac.uk
Dong-Ling Xu, Manchester Business School,
United Kingdom of Great Britain and North-

ern Ireland,
ling.xu@mbs.ac.uk
Ying Yang, Hefei University of Technology,
China,
yangying@hfut.edu.cn
Jian-Bo Yang, Manchester Business School,
United Kingdom of Great Britain and North-
ern Ireland,
jian-bo.yang@manchester.ac.uk

The evidential reasoning (ER) rule has been es-
tablished recently to combine multiple pieces of
independent evidence conjunctively. Through
taking into consideration both the bounded sum
of individual support and the orthogonal sum
of collective support on weighted belief distri-
butions in a rational way, the ER rule advances
the seminal Dempster-Shafer (D-S) theory of ev-
idence and it constitutes a generic conjunctive
probabilistic reasoning process or so-called a gen-
eralised Bayesian inference process. To imple-
ment the ER rule to multi-attribute analysis ef-
fectively, this study aims to explore a few key
issues of developing an approximate reasoning
model from data.
First of all, it is important to consider the rep-
resentation of attributes. Attributes can usually
be categorised as qualitative or quantitative in
the context of multi-attribute analysis. A quali-
tative attribute can usually be characterised by a
set of mutually exclusive and exhaustive linguis-
tic terms, as widely implemented in decision and
risk analysis. Whilst a quantitative attribute can
be discretised in order to capture the character-
istics of its distribution roughly without mak-
ing explicit assumptions. Discretisation is the
most commonly used way in probabilistic infer-
ence, and however it loses the ability to differen-
tiate values within a discretised interval. Thus
a set of referential values can be sampled from
domain data to construct the prior distribution
for each quantitative attribute. As a result, each
antecedent attribute can be profiled by a belief
distribution consistently.
Secondly, after all attributes are represented by
the belief distribution, it is necessary to model
the causal relationship between the antecedent
attributes and the consequent in order to per-
form further reasoning. Very often, there is no
or insufficient prior knowledge about how each
attribute influences others. Therefore it is diffi-
cult to construct a complete conditional proba-
bility table (CPT) for Bayesian inference. This
study attempts to model the causal relationship
between each antecedent attribute and the con-
sequent separately, and then combine the con-
sequent belief distribution supported by individ-
ual antecedent attribute approximately using the
ER rule.
Thirdly, an optimal learning model can be con-
structed to train prior parameters, such as the
referential values of antecedent and consequent
attributes and the approximated belief degrees
in causal belief matrices, in the approximate rea-
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soning model when data are available.
The above proposed approximate reasoning
model holds an additive complexity on the num-
ber of referential values of antecedent attributes
in contrast to the multiplicative complexity in
Bayesian inference, and therefore it can be easily
implemented to a range of multi-attribute anal-
ysis problems, such as fault diagnosis, risk and
decision analysis. The antecedent attributes are
implicitly assumed to be mutually independent,
but actually the independence among attributes
can be investigated in real applications.

4 - Parameterization of ELECTRE
based stepwise benchmarking model

Mladen Stamenković, Faculty of Economics,
University of Belgrade, Serbia,
mladen@ekof.bg.ac.rs
Marijana Petrović, Faculty of Transport and
Traffic Engineering, University of Belgrade,
Serbia,
marijanatpetrovic@gmail.com
Nataša Bojković, Faculty of Transport and
Traffic Engineering, University of Belgrade,
Serbia,
nbojkovic@yahoo.com
Marko Backović, Faculty of Economics, Uni-
versity of Belgrade, Serbia,
backovic@ekof.bg.ac.rs
Zoran Popović, Faculty of Economics, Uni-
versity of Belgrade, Serbia,
zpop@ekof.bg.ac.rs

Performance evaluation and benchmarking
based on ELECTRE multi-level outranking
(ELECTRE-MLO) method has several advan-
tages. The outcome in the form of relation
tree allows decision makers to determine perfor-
mance levels of benchmarking units and as well
as to establish development strategy in a step-
wise manner by tracking intermediate targets/
benchmarks on the route to the ultimate goal.
This optimal sequence of intermediate bench-
marks constitutes a recommended development
path. Another important advantage over other
methods is in less number of parameters to be
determined. However, threshold values for con-
cordance and discordance indices set by decision
makers can affect the relation tree as well as the
final decision on benchmarking path for less suc-
cessful units. Therefore, the parameterization
of the model needs to be accompanied with ap-
propriate sensitivity analysis which will indicate
the robustness of the result. For this purpose
we introduce sensitivity coefficient as an addi-
tional measure that assists for final choice on
development path.

⋆ TU-3-γ-HS2
� Model Building

Tuesday, 13:30–15:10 – Room HS 2

Session: IS-MB-PMI: Building MCDA Models:

Practical and Methodological Issues

Chair: Luciana Alencar

1 - Contractor’s selection based on an
additive-veto model

Luciana Hazin Alencar, Universidade Fed-
eral de Pernambuco, Brazil,
alencarlh@gmail.com
Adiel Teixeira De Almeida, Universidade
Federal de Pernambuco, Brazil,
almeidaatd@gmail.com

Contractors have high influence in the success
or failure of projects in the construction indus-
try. In the procurement project management in
civil construction, selecting contractors is one of
the critical acquisitions and should be well struc-
tured in order to be in accordance with the over-
all objective of the owner. In this context, con-
tractor selection is a vital part of the project
management. Then, an additive-veto multicri-
teria decision model is presented and an appli-
cation using this model for selecting contractors
is presented. The veto is used when the perfor-
mance of contractors for some criteria are found
to be unacceptable, penalizing their evaluation.

2 - A Fuzzy Multicriteria Sorting Model
to Cooperation Assessment

Ana Paula Cabral Seixas Costa, Federal Uni-
versity of Pernambuco, Brazil,
apcabral@ufpe.br
Ana Paula Henriques De Gusmão, Federal
University of Pernambuco, Brazil,
anapaulahg@hotmail.com
Maisa Mendonça Silva, Federal University of
Pernambuco, Brazil,
maisa@ufpe.br

People play a fundamental role in software
projects and they determine the quality and pro-
ductivity of a project. One of the intergroup
conflicts that has attracted most attention in
the literature in the area of IS and IT is pre-
cisely the clash between technology versus busi-
ness. The model proposed in this paper com-
bines the ELECTRE TRI multicriteria method
and the fuzzy approach to classify the coopera-
tion of those involved in IT projects. Moreover,
the suggestion was made to use triangular fuzzy
numbers for the decision makers evaluation, both
for the reference classes and the levels of coop-
eration. A numerical application was presented
to illustrate the proposed model. The results are
of great interest to researchers and practitioners
of IS area: the theoretical mathematical proce-
dure helps the companies regarding cooperation,
which is a critical factor success of IT projects.

3 - Evaluation of power generation tech-
nologies using PROMETHEE method
with surrogate weights
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Danielle C. Morais, Universidade Federal de
Pernambuco, Brazil,
daniellemorais@yahoo.com.br
Adiel Teixeira De Almeida, Universidade
Federal de Pernambuco, Brazil,
almeidaatd@gmail.com
Luciana H. Alencar, Universidade Federal de
Pernambuco, Brazil,
alencarlh@gmail.com
Tharcylla R. N. Clemente, Universidade Fed-
eral de Pernambuco, Brazil,
thnegreiros@gmail.com

The identification of new technologies for power
generation in the Energy Sector is an actual chal-
lenge in Brazil. This is a strategic problem that
deals with multiple criteria within a context of
imprecise information regarding the importance
of criteria. In that perspective, this study pro-
poses a decision model based on PROMETHEE
multicriteria method integrated with surrogate
weights to evaluate Technology Readiness for en-
ergy. This model, PROMETHEE-ROC (Rank
Order Centroid), is shown to be an adequate ap-
proach for technology readiness assessment since
the decision maker is able and feels comfortable
to order all criteria by their relative importance.

4 - Flexible Elicitation procedure for
Additive Models

Adiel Teixeira De Almeida, Universidade
Federal de Pernambuco, Brazil,
almeidaatd@gmail.com
Jonatas A De Almeida, Universidade Federal
de Pernambuco, Brazil,
jonatasaa@yahoo.com.br
Ana Paula C S Costa, Universidade Federal
de Pernambuco, Brazil,
apcabral@hotmail.com
Adiel Almeida-Filho, Universidade Federal
de Pernambuco, Brazil,
adieltaf@gmail.com

The paper deals with a new procedure for elicita-
tion of weights for additive models, which is one
of the most relevant issues in additive models.
This procedure introduces a flexible and interac-
tive approach in the classical tradeoff elicitation
procedure. The tradeoff elicitation procedure is
one of the approaches with strongest theoretical
foundation for multicriteria models. This pro-
cedure is intended to reduce the DMs cognitive
effort in the process of preference modeling. A
Decision Support System is presented with an
application in order to illustrate its use.

⋆ TU-3-δ-HS3
� Industry and Business Applications

Tuesday, 13:30–15:10 – Room HS 3

Session: Spatial Optimization and Decision
Making

Chair: Mariana Madruga de Brito

1 - MCDM and GIS to identify land
suitability for agriculture

Mendas Abdelkader, Geomatic, Algeria,
mendask@yahoo.fr

The integration of MultiCriteria Decision Mak-
ing (MCDM) approaches in a Geographical In-
formation System (GIS) provides a powerful spa-
tial decision support system which offers the op-
portunity to efficiently produce the land suitabil-
ity maps for agriculture. Indeed, GIS is a pow-
erful tool for analyzing spatial data and estab-
lishing a process for decision support. Because
of their spatial aggregation functions, MCDM
methods can facilitate decision making in situ-
ations where several solutions are available, var-
ious criteria have to be taken into account and
decision-makers are in conflict. The parameters
and the classification system used in this work
are inspired from the FAO (Food and Agricul-
ture Organization) approach dedicated to a sus-
tainable agriculture. A spatial decision support
system has been developed for establishing the
land suitability map for agriculture. It incorpo-
rates the multicriteria analysis method ELEC-
TRE Tri (ELimitation Et Choix Traduisant la
REalit) in a GIS within the GIS program package
environment. The main purpose of this research
is to propose a conceptual and methodological
framework for the combination of GIS and multi-
criteria methods in a single coherent system that
takes into account the whole process from the ac-
quisition of spatially referenced data to decision-
making. In this context, a spatial decision sup-
port system for developing land suitability maps
for agriculture has been developed. The algo-
rithm of ELECTRE Tri is incorporated into a
GIS environment and added to the other analysis
functions of GIS. This approach has been tested
on an area in Algeria. A land suitability map for
durum wheat has been produced. Through the
obtained results, it appears that ELECTRE Tri
method, integrated into a GIS, is better suited
to the problem of land suitability for agriculture.
The coherence of the obtained maps confirms the
system effectiveness.

2 - A Model for Spatial Multicriteria
Hierarchical Clustering

Karim Lidouh, Université Libre de Bruxelles,
Belgium,
klidouh@ulb.ac.be
Yves De Smet, Université Libre de Bruxelles,
Belgium,
yves.de.smet@ulb.ac.be

Research on the problem of multicriteria terri-
tory partitioning is at its begin. This is mainly
due to the fact that it involves tools from fields
that are to this day still young. To answer this
shortage, we propose an adaptation of a multi-
criteria clustering method that takes spatial con-
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straints into account. Two variants are described
and tested on an illustrative case. This example
deals with the partitioning of the Walloon re-
gion in Belgium into clusters with a similar level
of well-being as perceived by its inhabitants.

3 - Solving Land Reallocation Problem
for Land Consolidation by Integrating
GIS and Multi-Objective Optimization

Aswani Kumar Munnangi, Department of
Civil Engineering, Indian Institute of Tech-
nology Kanpur, India,
aswanikm@iitk.ac.in
Bharat Lohani, Department of Civil Engi-
neering, Indian Institute of Technology Kan-
pur, India,
blohani@iitk.ac.in
Rituparna Datta, DOLPHIN, Centre de
recherche Inria Lille-Nord Europes, France,
rituparna.datta@inria.fr
Subhas Chandra Misra, Department of Civil
Engineering, Indian Institute of Technology
Kanpur, India,
subhasm@iitk.ac.in

The motivation of the proposed research is to
automate the land reallocation process for land
consolidation by integrating Geographic Infor-
mation System (GIS) and multi-objective opti-
mization technique. In this case, the problem
is being solved for the state of Uttar Pradesh
(U.P.) of India, while the same methodology
with slightly different rules can be used for other
states also. This is a spatial optimization prob-
lem. GIS technology plays a very significant role
by integrating artificial intelligence, operational
research, and decision science in solving complex
spatial optimization problems. Land realloca-
tion is one such problem. Limitations of man-
ual land consolidation process, in view of the in-
volvement of large volumes of spatial and non-
spatial data which are to be organized, managed,
retrieved and used for complex queries, can be
eliminated using GIS technology. The aim of
land consolidation is achieved by successful real-
location of land of the stakeholders in a village.
The whole reallocation problem has two broad
objectives which need to be satisfied simultane-
ously. One is redistribution of stakeholders lo-
cation and the other is partitioning of land. In
redistribution problem, a stakeholder in the vil-
lage is reallocated land in maximum of three sec-
tors and minimum of one sector by minimizing
the leftover land after relocation. Partitioning
problem describes the process of finding the op-
timal shape and size of the parcels depending
on the value of the stake holder. In addition to
these there are a large number of regulatory con-
straints on the reallocation process which need
to be accounted while solving the problem. Due
to the involvement of large number of non-linear
and non-convex constraints and more than one
objective function, evolutionary multi-objective

optimization technique is appropriate to solve
these problems. The non-dominated solutions
from evolutionary multi-objective optimization
are analysed for proper decision making to make
the process robust. The output of this research is
an automated land reallocation system which is
reliable, systematic, efficient, accurate and trans-
parent thus having the potential to reduce the
number of legal cases. The results obtained us-
ing proposed method are compared with the re-
sults of the conventional approach, i.e., manual
consolidation by consolidation officers and found
satisfactory.

4 - GIS-based landslide susceptibil-
ity mapping using analytical hierarchy
process (AHP): a case study in Porto
Alegre municipality, Brazil

Mariana Madruga de Brito, Universität
Bonn, Germany,
marii.britoo@hotmail.com
Eliseu José Weber, Universidade Federal do
Rio Grande do Sul (UFRGS), Brazil,
eweber@portoweb.com.br
Luiz Carlos Pinto Da Silva Filho, Uni-
versidade Federal do Rio Grande do Sul
(UFRGS), Brazil,
lcarlos66@gmail.com

Landslides are one of the most devastating dis-
asters among all natural hazards in Brazil, with
nearly 3,355 fatalities between 1988 and 2013.
Apart from the loss of lives, they also cause sub-
stantial economic losses. As an example, the
mass movements that occurred in 2011 in Rio
de Janeiro resulted in US$ 2.8 billion in damage.
Thus, in order to mitigate these hazards, it is
essential to map the landslide susceptibility. A
variety of techniques have been proposed to as-
sess the susceptibility. Deterministic approaches
require geotechnical data that are not readily
available in lesser developed countries. Likewise,
statistical methods demands detailed landslide
inventories, which are still scarce in Brazil. On
the other hand, heuristic approaches, based on
multiple criteria decision making (MCDM) tech-
niques, allow the use of existing data and are rel-
atively easy to apply. These methods can deal
with the knowledge arising from the participa-
tion of many decision makers as well as a large
number of criteria. In this sense, the main goal of
this research was to develop and apply a method-
ology for landslide susceptibility mapping in data
scarce areas, using MCDM techniques. The ap-
proach was tested in Porto Alegre municipality
(476.3 km2), which is the most affected region in
Rio Grande do Sul State, southern Brazil.
The landslide susceptibility assessment was car-
ried out based on the combination of maps in a
GIS environment, considering the knowledge of
local experts. The conditioning factors consid-
ered were: slope, lithology, flow accumulation,
land use and distance from lineaments, which
were processed in Idrisi Selva software. Af-
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ter pre-processing, all layers were converted into
raster format with 5 meters and standardized
through fuzzy logic. The relative importance of
each factor for landslide predisposition was de-
fined with the support of the MCDM technique
entitled analytic hierarchy process (AHP). This
technique was chosen because it reduces com-
plex decision problems into a sequence of pair-
wise comparisons of relative importance, which
can be easily understood by decision makers.
Two different scenarios were elaborated: the
first with the natural and the second with
man-induced landslide susceptibility. Once the
weights were computed, factors were combined
using the weighted linear combination (WLC)
method, resulting in two susceptibility maps in
a continuous scale. These maps where then di-
vided into five classes, using the equal interval
method. For validation purposes, an inventory
including 107 landslides records, between 2007
and 2013, was used.
Results show that most of the study area belongs
to very low and low susceptibility classes. The
natural occurrence of landslides is very unlikely
in these places. Therefore, future urban develop-
ments should preferentially be led to them. Mod-
erate susceptibility class covers less than 5% of
the study area in both scenarios. Though their
natural conditions are not favorable to land-
slides, such processes should not be disregarded
in these zones, since they can be unleashed by
wrong human intervention. High and very high
susceptible classes are concentrated in the Porto
Alegre Ridge. These areas present extremely
fractured igneous rocks, high density of faults
and slopes higher than 30%. Thus, they should
be subjected to close monitoring in order to re-
duce the risk.
The validation of the maps reveals that the pre-
dicted susceptibility classes showed good agree-
ment with the past landslide occurrences. About
95% and 94% of the 107 landslides records lie
within very high and high susceptibility zones,
respectively for scenarios 1 and 2. Furthermore,
no landslides were observed in the very low class.
This indicates that the variables and weights
were adequate.
Results demonstrate that the AHP can provide
reliable and cost effective landslide susceptibility
maps, exploiting the existing data and knowl-
edge. This can help to reduce efforts in the early
stages of risk management, enabling the decision
maker to prioritize the most susceptible areas for
detailed mappings. The results can be easily up-
dated once better data becomes available, allow-
ing the generation of new scenarios. Neverthe-
less, it should be noted that MCDM approaches
strongly depend on the judgments of the experts
carrying out the study.

⋆ TU-3-κ-HS4
� AHP/ANP

Tuesday, 13:30–15:10 – Room HS 4

Session: AHP/ANP: Advances in Theory 1

Chair: Alexander Mechitov

1 - Optimizing AHP incomplete com-
parisons using D-optimal design

Ioannis Karamitsos, University of Sunder-
land, United Kingdom of Great Britain and
Northern Ireland,
ykar123@gmail.com
Khalid Al Arfaj, Riyadh Investment Com-
pany, Saudi Arabia,
kalarfaj@alraidah.com.sa

The purpose of this paper is to present the devel-
opment of mathematical approach based on D-
optimal design with linear modeling especially
when AHP incomplete comparisons appeared
during the experiment. D-optimal designs are
one form of computer aided designs provided by
an algorithm. The overall design depends on a
selection of various criteria and some related de-
sign rules. In effect, based on the selection pro-
cess the design is created. The various compo-
nents that the design is based are: the candidate
set, the design matrix, the information of the
dispersion matrix and finally the proposed linear
model. Analytic Hierarchy Process (AHP) is an
established method for multiple criteria decision-
making. The main characteristic is pairwise fac-
tors comparison and final classification based on
a relative scale. Even though, AHP is pow-
erful enough, many AHP experiments are not
complete for several reasons making the decision
problem a rather complicated process, time con-
suming or even low validity. For this reason, it
is considered very important to select and know
which comparisons to take into consideration in
order to avoid repetitions and minimize result
bias. In order to enhance the statistical analysis
overall, a detailed comparison case study is pre-
sented which uses D-optimal design for further
evaluation.

2 - The reconstruction of a pairwise
comparison matrix from a base

Jacek Szybowski, AGH University of Science
and Technology, Poland,
szybowsk@gmail.com

We introduce the notions of generators and of a
base of a pairwise comparison matrix (a PC ma-
trix). We discuss the relation between a subset
of entries of a PC matrix with a relevant graph.
We also present an algorithm of the reconstruc-
tion of a PC matrix from its base, illustrated by
the examples. This attempt may be particularly
useful when comparing all the objects with each
other is expensive or even impossible, so the re-
sulting PC matrix is incomplete.

3 - Reaching and checking the weak ⊗-
consistency
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Bice Cavallo, University of Naples “Federico
II”, Italy,
bice.cavallo@unina.it
Livia D’Apuzzo, University of Naples Fed-
erico II, Italy,
liviadap@unina.it
Massimo Squillante, University of Sannio,
Italy,
squillan@unsannio.it

In the context of Pairwise Comparison Matrices
(PCMs) defined over an abelian linearly ordered
group (G, ⊗, ≤) with identity element e, several
levels of coherence of the Decision Maker (DM)
are proposed. Let A=(aij) be a PCM over (G,
⊗, ≤) and X={x1, x2,..., xn} the set of decision
elements such as criteria or alternatives.

The ⊗-transitivity, introduced by Cavallo and
D’Apuzzo (2015b), is the minimal logical re-
quirement that DM’s preferences should satisfy;
it represents the idea that when xi is weakly pre-
ferred to xj (aij ≥ e) and xj is weakly preferred
to xk (ajk ≥ e), then xi is weakly preferred to
xk (aik ≥ e); xi is indifferent to xk (aik= e) only
when xi is indifferent to xj (aij= e) and xj is in-
different to xk (ajk= e). The ⊗-transitivity is
equivalent to the existence of a total order on
X={x1, x2,..., xn} with respect to the relation
of weakly preference, called actual ranking.

The ⊗-consistency, introduced by Cavallo and
D’Apuzzo (2009), represents a full coherence of
the Decision Maker (DM), and it is condition
stronger than ⊗-transitivity; the ⊗-consistency
ensures that the vector w⊗(A), provided by Cav-
allo and D’Apuzzo (2012) as weighting vector, is
a reliable vector for assigning a preference order
on the set of the related decision elements. Un-
fortunately, if the ⊗-consistency is not satisfied
then w⊗(A) may provide a preference order on
X different from the actual ranking.

As the ⊗-consistency is hard to reach in real sit-
uations, Cavallo and D’Apuzzo(2015a) propose
the weak ⊗-consistency; it represents a little
step forward a further coherence, with respect
to the ⊗-transitivity, and it is weaker than ⊗-
consistency. The weak ⊗¬consistency represents
the idea that when xi is weakly preferred to xj
(i.e. aij ≥e) and xj is weakly preferred to xk
(i.e. ajk ≥ e), then xi is weakly preferred to
xk with at least an intensity of preference aik
equal to the maximum between aij and ajk (i.e.
aik ≥ max{aij ajk}); the equality to the maxi-
mum holds only when xi is indifferent to xj (i.e.
aij = e) or xj is indifferent to xk (i.e. ajk =
e). The weak ⊗-consistency ensures that a large
class of vectors, including w⊗(A), is reliable for
assigning a preference order on the set of related
decision elements.

Cavallo et al.(2009) and Cavallo and
D’Apuzzo(2010) propose algorithms for build-
ing ⊗-consistent PCMs and checking the ⊗-
consistency; now, we provide characterizations
and algorithms for reaching and checking the
weak ⊗-consistency.

For further references about PCMs, Analytic
Hierarchy Process (AHP) and its applications,
see Angilella et al.(2013), Barzilai(1998), Barzi-
lai(1997), Bortot and Pereira(2013), Brunelli
and Fedrizzi(2015), Cavallo et al.(2014), Chi-
clana et al.(2009), Ishizaka and Labib(2011),
Koczkodaj and Szybowski(2015), Saaty(2008),
Saaty(1977), Saaty(1988), Vaidya and Ku-
mar(2006).
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4 - Ordinal Inconsistencies in Pairwise
Comparisons: problems and solutions

Helen Moshkovich, University of Montevallo,
USA,
MoshHM@montevallo.edu
Alexander Mechitov, University of Monte-
vallo, USA,
mechitov@montevallo.edu

Real-life decisions are usually complicated by
the existence of multiple, often conflicting ob-
jectives, criteria, or influencing factors. In spite
of crucial differences in approaches, many meth-
ods dealing with multi criteria environments are
based on subjective information about the rela-
tive importance of objectives and/or criteria to
the decision maker (DM). Rather often this in-
formation is obtained through pairwise compar-
ison of objects. One of the most popular ap-
proaches based on this type of information is
Analytical Hierarchy Process (AHP) though it
is used in some methods within Verbal Decision
Analysis (VBA) as well as in many others. It is
known that people may error in their judgments,
thus question of eliciting consistent information
is of utmost importance to the success of the
decision aids. Lately, there appear publications
stating that without ordinal consistency, cardi-
nal consistency of the results is not possible and
that striving for ordinal consistency is the first
step to the success of the decision process. In
this presentation we discuss the notion of ordinal
consistency and analyze possible approaches to
the resolution of ordinal inconsistencies. Simple
Excel-based tools for the process will be demon-
strated.

⋆ TU-3-σ-HS5
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1 - An Effective Hybrid Evolutionary
Algorithm for Bi-criteria Optimization
Problems

Wenqiang Zhang, Henan University of Tech-
nology, China,
zhangwq@haut.edu.cn
Gang Liu, Henan University of Technology,
China,
liu2002gang@163.com
Weidong Yang, Henan University of Tech-
nology, China,
mengguyang@163.Com
Zhan Qian, Zhengzhou VCOM Science and
Technology Co., Ltd., China,
qianzhan@zzvcom.com

Evolutionary algorithm (EA) is a generic
population-based meta-heuristic optimization
method, which can find compromised optimal so-
lutions well for complicated optimization prob-
lem. Moreover, multiobjective evolutionary al-
gorithm (MOEA) has attracted attention with
respect to multiobjective optimization problems
(MOP) because of the global and local search
abilities to generate many Pareto optimal solu-
tions with incommensurable quality for decision
makers. However, most of existing MOEAs can-
not provide satisfactory results in both quality
and computational speed. This paper designs an
effective hybrid evolutionary algorithm (EHEA)
framework which combines vector evaluated ge-
netic algorithm and a new archive maintenance
strategy to preserve both the convergence rate
and the distribution performance as well as bet-
ter computational speed. The EHEA is applied
to solve bi-criteria benchmark MOPs to verify
the efficiency and efficacy and numerical experi-
mental results show that the MoHEA could get
the better performances than existing MOEAs.

2 - Robust Parameter Tuning in Ge-
netic Algorithm for a Robotic Cell
Scheduling Problem

Hossein Akbaripour, Sharif University of
Technology, Iran (Islamic Republic of),
akbaripour@ie.sharif.edu
Vahid Eghbal Akhlaghi, Middle-East Techni-
cal University, Turkey,
vahid.akhlaghi@metu.edu.tr
Hakan Gultekin, TOBB University of Eco-
nomics and Technology, Turkey
hgultekin@etu.edu.tr

In this paper, we consider a linear robotic cell
scheduling problem in a flowshop environment.
A single-gripper robot is used to load/unload the
parts on machines and handle them through dif-
ferent stages in order to produce multiple parts.
Each part has a number of operations to be pro-
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cessed on the machines with different operation
times. The amount of time needed to produce
a Minimal Part Set (MPS) is called the cycle
time. The objective is to determine the op-
timal 1-unit cycles with the objective of mini-
mizing the steady-state cycle time. In order to
tackle this NP-hard problem, especially in large-
scale instances, heuristic or metaheuristic algo-
rithms can be considered. The main advantage
of these algorithms compared to exact optimiza-
tion methods is their ability in handling large-
scale instances within a reasonable time, albeit
at the expense of losing a guarantee for achiev-
ing the optimal solution. Therefore, metaheuris-
tic techniques are appropriate choices for solving
NP-hard problems to near optimality. Since the
parameters of heuristic and metaheuristic algo-
rithms have a great influence on their effective-
ness and efficiency, parameter tuning and cali-
bration has gained importance. In this paper
a new approach for robust parameter tuning of
heuristics and metaheuristics is proposed which
includes three main steps: 1) In the first step,
key parameters of heuristic or metaheuristic al-
gorithms, as well as their possible levels, which
have a significant effect on the efficiency and ef-
fectiveness of the search for solving the problem
is determined. 2) In the second step, the De-
sign of Experiment is employed in order to dis-
cover the effect of each parameter and determine
their optimal levels by conducting minimal ex-
periments. 3) In the last step, the proposed ap-
proach determines the optimal levels of param-
eters and to do this, simultaneously considers
minimizing four objective functions of solution
quality, overall runtime of algorithm and vari-
ance of these objectives. This is done by uti-
lizing the Signal to Noise (S/N) ratio for com-
bining the mean and variance of each objective,
and then employing the Entropy-VIKOR as a
multi-criteria decision making approach to com-
bine the S/N ratios. In order to evaluate the per-
formance of the suggested approach, a computa-
tional analysis has been performed on the Ge-
netic Algorithm (GA) method, which has been
used in solving the introduced problem. Exten-
sive experimental results showed that by using
the presented approach for parameter tuning of
the GA, the problem can be solved in a reason-
able time.

3 - Dynamic Resampling for Preference-
based Evolutionary Multi-Objective
Optimization of Stochastic Systems

Florian Siegmund, University of Skövde,
Sweden,
florian.siegmund@his.se
Amos Ng, University of Skövde, Sweden,
amos.ng@his.se
Kalyanmoy Deb, Michigan State University,
United States of America,
kdeb@egr.msu.edu

In Multi-objective Optimization many solutions

have to be evaluated in order to provide the de-
cision maker with a diverse choice of solutions
along the Pareto-front. In Simulation-based Op-
timization the number of optimization function
evaluations is usually very limited due to the
long execution times of the simulation models. If
preference information is available however, the
available number of function evaluations can be
used more effectively. The optimization can be
performed as a guided, focused search which re-
turns solutions close to interesting, preferred re-
gions of the Pareto-front. One such algorithm
for guided search is the Reference-point guided
Non-dominated Sorting Genetic Algorithm II, R-
NSGA-II. It is a population-based Evolutionary
Algorithm that finds a set of non-dominated so-
lutions in a single optimization run. R-NSGA-II
takes reference points in the objective space pro-
vided by the decision maker and guides the opti-
mization towards areas of the Pareto-front close
the reference points.
In Simulation-based Optimization the modeled
and simulated systems are often stochastic and a
common method to handle objective noise is Re-
sampling. Reliable quality assessment of system
configurations by resampling requires many sim-
ulation runs. Therefore, the optimization pro-
cess can benefit from Dynamic Resampling al-
gorithms that distribute the available function
evaluations among the solutions in the best pos-
sible way. Solutions can vary in their sampling
need. For example, solutions with highly vari-
able objective values have to be sampled more
times to reduce their objective value standard
error. Dynamic resampling algorithms assign as
much samples to them as is needed to reduce the
uncertainty about their objective values below a
certain threshold. Another criterion the number
of samples can be based on is a solution’s close-
ness to the Pareto-front. For solutions that are
close to the Pareto-front it is likely that they are
member of the final result set. It is therefore
important to have accurate knowledge of their
objective values available, in order to be able to
to tell which solutions are better than others.
Usually, the distance to the Pareto-front is not
known, but another criterion can be used as an
indication for it instead: The elapsed optimiza-
tion time. A third example of a resampling cri-
terion can be the dominance relations between
different solutions. The optimization algorithm
has to determine for pairs of solutions which is
the better one. Here both distances between ob-
jective vectors and the variance of the objective
values have to be considered which requires a
more advanced resampling technique. This is a
Ranking and Selection problem.
If R-NSGA-II is applied in a scenario with a
stochastic fitness function resampling algorithms
have to be used to support it in the best way
and avoid a performance degradation due to un-
certain knowledge about the objective values of
solutions. In our work we combine R-NSGA-
II with several resampling algorithms that are

64



MCDM 2015 ⋆ TU-3-χ

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

based on the above mentioned resampling crite-
ria or combinations thereof and evaluate which
are the best criteria the sampling allocation can
be based on, in which situations. Due to the
preference information R-NSGA-II has an im-
portant fitness information about the solutions
at its disposal: The distance to reference points.
We propose a resampling strategy that allocates
more samples to solutions close to a reference
point. This idea is then extended with a resam-
pling technique that compares solutions based on
their distance to the reference point. We base
this algorithm on a classical Ranking and Selec-
tion algorithm, Optimal Computing Budget Al-
location, and show how OCBA can be applied to
support R-NSGA-II. We show the applicability
of the proposed algorithms in a case study of an
industrial production line for car manufacturing.

4 - Unified evolutionary multiobjective
optimization algorithm for well dis-
tributed and preferred set of Pareto
optimal solutions

Karthik Sindhya, University of Jyväskylä,
Finland,
karthik.sindhya@jyu.fi

Evolutionary multiobjective optimization algo-
rithms have been commonly used to gener-
ate a representative set of nondominated solu-
tions that approximate the entire Pareto opti-
mal front. Recently preference based algorithms
have been proposed which consider the prefer-
ences of the decision maker to find only a subset
of nondominated solutions that is preferable to
the decision maker. However, in literature the
two algorithms i.e. the one finding a represen-
tation of the entire front and the other finding
only a preferred subset of solutions exist isolated.
Here we propose a unified algorithm wherein the
outcome would be both the set of nondiminated
solutions that approximate the entire Pareto op-
timal front and preferred region of the Pareto
optimal front with a dense set of solutions. Such
an algorithm has applications such as to con-
struct an approximation of the Pareto optimal
front e.g. by interpolating the nondominated so-
lutions. Furthermore, the interpolated approxi-
mation can be used for interactive decision mak-
ing.

⋆ TU-3-χ-HS6
� Environment, Infrastructure & Emerging Ap-
plications

Tuesday, 13:30–15:10 – Room HS 6

Session: Environmental Decision Making and
Outranking Approaches

Chair: Corinna Krüger

1 - The consideration of uncertainty in
PT-PROMETHEE by integrating sce-
narios

Nils Lerche, University of Göttingen, Ger-
many,
nlerche@gwdg.de
Jutta Geldermann, Georg-August-
Universität Göttingen, Germany,
geldermann@wiwi.uni-goettingen.de

One major aim of outranking-methods from
Multi-Criteria Decision Analysis (MCDA) is to
help the decision maker to elicitate his or her
preferences (Belton, Stewart 2002; Roy 1996).
However, experiments from descriptive decision
theory shows that some of the underlying as-
sumptions of MCDA-methods, e.g. with respect
to utility-, value- or preference functions, do
not represent humans actual assessment behav-
ior. One theory which describes such actual as-
sessment behavior is Prospect Theory developed
by Kahneman and Tversky (Kahneman, Tver-
sky 1979). Indeed, findings of Prospect Theory
have been confirmed in various empirical studies
and it represents a well-established theory to ex-
plain decision behavior. Two major elements of
Prospect Theory are reference dependency and
loss aversion, which represent rather humans ac-
tual perception and assessment behavior than a
cognitive bias. Thus, integrating these elements
into aggregation methods in order to give deci-
sion makers the opportunity to express prefer-
ences accordingly, seems to be worthwhile. An
approach called PT-PROMETHEE has been de-
veloped to include reference dependency and loss
aversion of Prospect Theory into the Preference
Ranking Organization Method for Enrichment
of Evaluations (PROMETHEE). Based on the
definition of an additional discrete reference al-
ternative, the procedure of PT-PROMETHEE
enables the decision maker to gain additional
information by determining adequate reference
values as well as to evaluate whether the un-
derlying criteria-list addresses the overall goal.
Additionally, the reference alternative can be in-
terpreted as a benchmark in the ranking and
thereby provide information on whether an al-
ternative tends to fulfill the decision makers re-
quirements. Furthermore, PT-PROMETHEE
not only gives the decision maker the oppor-
tunity to decide whether loss aversion exists
for each criterion but also to determine differ-
ent levels of loss aversion if necessary (Lerche,
Geldermann accepted 2015). Prospect Theory
was originally developed as a theory concern-
ing decisions under uncertainty. Therefore, it
seems reasonable to extend also the modified ap-
proach of PT-PROMETHEE with the consider-
ation of uncertain aspects, e.g. with respect to
criteria-values. Existing research shows that sce-
nario planning represents an adequate approach
to address the aspect of uncertainty in MCDA-
methods (Stewart 2005; Stewart et al. 2013;
Montibeller et al. 2006). However, there exist
various approaches for integrating scenarios into
MCDA-methods. But, the procedure of these
approaches differs with respect to several as-
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pects, e.g. whether the probability that a certain
scenario occurs shall be considered. Thus, those
different approaches are discussed initially with
respect to their suitability for incorporating un-
certainty into PT-PROMETHEE. Furthermore,
an extended approach of PT-PROMETHEE
that implements scenarios is presented in de-
tail. To test the described modification of PT-
PROMETHEE by integrating scenarios and in
order to gain additional findings about the ap-
plication of this approach, a case study was con-
ducted. The case study took place in coopera-
tion with graduate students of Goettingen Uni-
versity, dealing with a decision problem concern-
ing sustainable bioenergy concepts. The appli-
cation of PT-PROMETHEE with scenarios fol-
lowed a two-step procedure: In a first step, a
group of students applied the original version of
PROMETHEE to identify a sustainable bioen-
ergy concept. Thereby, the students were also
asked to include scenarios to incorporate uncer-
tainty. In a second step, an additional workshop
was conducted. Within this workshop, the con-
cept of PT-PROMETHEE with scenarios was
introduced to the students. Afterwards, the ex-
tended version of PT-PROMETHEE has been
applied on the decision table, which has been
previously developed by the students. To re-
ceive additional feedback concerning the mod-
ified approach of PT-PROMETHEE with sce-
narios, a questionnaire was handed out to the
participants. The results of the case study as
well as the findings regarding a suitable design
of an approach that integrates scenarios into PT-
PROMETHEE are presented and discussed.
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in Germany
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Due to political regulations, the Renewable En-
ergy Act (EEG), and environmental impacts,
power generation and power consumption in
Germany have changed in recent years. The
share of renewable energies for power supply in
Germany is intended to increase to 80 percent
by the year 2050, along with a reduction of pri-
mary energy consumption by 20 percent com-
pared to 2008 (Federal Government of Germany
2010; EEG 2014). The installed peak power of
photovoltaic plants has significantly increased in
recent years. Photovoltaics (PVs) are subject
to large fluctuations in their power generation.
Therefore, distribution system operators (DSOs)
are confronted with greater problems to prevent
the overload of grid components and to keep the
voltage range within given constraints (DIN EN
50160). Network operators have to find a sus-
tainable way of how to expanse their low volt-
age grid. In recent years, DSOs normally re-
act to the new challenges with conventional grid
extension by increasing cable cross-section, lay-
ing parallel cables and increasing the power ca-
pacity of the transformer. Another alternative
is the innovative Voltage Regulated Distribution
Transformer (VRDT) for regulating the voltage
level of distribution grids. This case study anal-
ysis in close collaboration with one of the largest
German DSOs whether sustainable grid expan-
sion due to the increasing PV penetration can
be achieved by conventional grid expansion or
by the integration of a VRDT. As in many busi-
ness decisions about investments, a large number
of criteria have to be taken into account: be-
sides the economic criteria, also environmental,
technical and social criteria might be decision
relevant. The overall potential of the grid ex-
pansion alternatives has to be evaluated for the
entire low voltage grid of the DSO depending
on different enforcement levels. The challenge
is the heterogeneous structure of the low volt-
age grid making it impossible to evaluate the
alternatives for the entire low voltage grid uni-
formly. Therefore, the scenario-based applica-
tion of the PROMETHEE method is developed
and applied: First, the required grid expansion
of the entire low voltage grid of the DSO is cal-
culated for both alternatives, conventional and
VRDT. The low voltage grid of the investigated
DSO consists of 13,000 local grids. Analyses of
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the entire low voltage grid show that it can be
mapped with high accuracy by 172 different syn-
thetic local grids. The synthetic local grids differ
in the following system parameters: performance
of the local transformer, specific transformer ca-
pacity per household, branch cable length, num-
ber of secondary branches, and the number of
households (Lhn et al. 2014). The combination
of all system parameters creates synthetic local
grids that mimic the real existing low voltage
grid of the DSO. The required grid expansion
of both alternatives, conventional and VRDT,
is calculated for these 172 synthetic local grids
and different enforcement levels of PV. After-
wards, the calculated grid expansion is extrap-
olated to the entire low voltage grid of the DSO.
Due to the combination of the large number of
synthetic local grids and PV enforcement levels
a large number of decision situations have to be
evaluated. Second, the PROMETHEE (Prefer-
ence Ranking Organisation Method for Enrich-
ment Evaluations) method invented by Brans et
al. (1986) is used to evaluate the large num-
ber of decision situations. In several workshops
with brainstorming sessions and group discus-
sions, 15 criteria and attributes for the evalu-
ation of grid expansion concepts were defined by
project participants from the DSO and the par-
ticipating researchers. For each local grid and
each enforcement level of PV, an evaluation ma-
trix is computed providing the data basis of the
multi-criteria analysis. The calculation of the
evaluation matrices and the multi-criteria analy-
sis of the decision situations are implemented in
MATLAB. The large number of decision situa-
tions makes it difficult for the DSO to evaluate
the overall potential of a grid expansion alterna-
tive. Therefore, a key performance indicator is
defined estimating the overall potential of a grid
expansion alternative. The potential of the grid
expansion alternatives are calculated depending
on the grid characteristics and the PV penetra-
tion. For network planners, it is of great im-
portance to have decision rules to identify which
grid expansion concept should be implemented
depending on the grid characteristics. The re-
sults show a high overall potential of the VRDT
in the investigated grid area of the DSO. Due
to the high overall potential of the VRDT, the
senior management of the DSO is recommended
to include the grid utility VRDT into its port-
folio of grid expansion measures. The associ-
ated DSO supplies mainly rural areas and the
obtained high potential is linked to the individ-
ual grid topology of the investigated DSO. How-
ever, the scenario-based PROMETHEE can also
be applied to other DSOs by including the in-
dividual grid topology of the DSO. In general,
the modified PROMETHEE method can be ap-
plied for the evaluation of investment alterna-
tives in the field of infrastructure (for example
telecommunications sector, gas distribution sys-
tem, water network), in which a few alternatives
in a large number of individual network struc-

tures and scenarios have to be evaluated.
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3 - A multi-criteria multi-period out-
ranking approach: methodology and
application for sustainable project se-
lection

Anissa Frini, Université du Québec à Ri-
mouski, Canada,
anissa frini@uqar.ca
Sarah Benamor, Telfer School of manage-
ment, Canada,
BenAmor@telfer.uottawa.ca

Project selection in sustainable development
context is one of the major concerns of gov-
ernmental departments whose are seeking to
develop best approaches and innovative meth-
ods to deal with such complex decision-making
problem. This work is concerned with sustain-
able project selection, which must guarantee a
long-term balance between the integrity of the
environment, the social equality and the eco-
nomic efficiency. For this context, we propose
a novel multi-criteria multi-period outranking
approach which solves multi-criteria decision-
making problems, considering not only their im-
mediate consequences but also their future im-
pact in the short, medium and long term hori-
zons. More specifically, the paper objectives are
twofold.

The first objective of the paper is to provide
a comprehensive state-of-the-art survey on sus-
tainable project selection. The number of re-
lated scientific papers were growing rapidly in
the past five years and the multi-criteria de-
cision aid (MCDA) appears as the most com-
mon used approach. A deep analysis of litera-
ture shows first that the great majority of pa-
pers considers only two of the three dimensions
of sustainable development (economic and envi-
ronmental). The social dimension of sustainable
development is rarely considered. Second, they
do not consider neither the long term perspective
related to sustainable development nor the un-
foreseen events that may impact future evalua-
tions of projects. Although sustainable develop-
ment consists of achieving a balance between the
short and long-term horizons, existing research
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do not evaluate the long term impact of projects.
These results motivate our research focus on de-
veloping a multi-criteria multi-period approach
for solving this kind of problems.
The second objective of the paper is to propose a
novel multi-criteria multi-period outranking ap-
proach, which supports project selection under
sustainable development context. The proposed
approach consists of the following three phases:
i) problem structuring and preference modeling,
ii) multi-criteria aggregation at each period us-
ing an outranking method and iii) multi-period
aggregation using a measure of distance between
preorders in order to aggregate the results of the
multi-criteria aggregation phase at each period.
The proposed approach can be used with all out-
ranking methods. In this paper, we illustrate the
approach using ELECTRE II but any other out-
ranking method could be used alternatively.
The proposed approach is then applied for sus-
tainable forest management decisions. Sustain-
able forest management is well suited as an ap-
plication framework for this research. Indeed,
the selection of sustainable forest management
options is designed to balance several perspec-
tives such as conservation of biodiversity, soil
conservation and water, maintaining the produc-
tivity of forest ecosystems, maintaining the mul-
tiple socio-economic benefits, and consideration
of the values and needs of the population. In
addition, the consequences of the different forest
management options are evaluated over a hori-
zon of 150 years (an evaluation each 5 years).
Thus, the multi-criteria and the multi-period as-
pects of the problem should be considered simul-
taneously. The proposed approach is applied in
this context and the main results are discussed.

4 - Supporting Sustainable Decisions in
Agricultural Industries: An Applica-
tion of Regularization Robustness in
Multi-Objective Optimization

Corinna Krüger, University of Göttingen,
Germany,
ckrueger@math.uni-goettingen.de
Anita Schöbel, University of Göttingen, Ger-
many,
schoebel@math.uni-goettingen.de
Francesco Castellani, University of
Göttingen, Germany,
francesco.castellani@wiwi.uni-goettingen.de
Jutta Geldermann, University of Göttingen,
Germany,
geldermann@wiwi.uni-goettingen.de

Horticulture industries in Europe provide 44% of
the worldwide production of flowers, bulbs and
potted plants. Every year plant nurseries have to
decide a production plan, determining in what
ways plants are raised, e.g. how much peat is
used. Usually, plants grow up in peat growing
media inside of planter pots made of plastics, but
there are alternatives both for peat and plastic
pots which are possibly more sustainable.

The resulting real-world decision problem corre-
sponds to a multi-objective integer linear pro-
gram which contains two types of uncertainty.
First, parameters of the model are uncertain,
meaning that values of parameters are not known
at the time the problem is solved. Initial investi-
gations of parameter uncertainty in multi objec-
tive optimization can be found in the literature,
e.g., Deb and Gupta (2005) and Ehrgott et al.
(2014). A second type of uncertainty which has
to be taken into account is variable uncertainty.
Variable uncertainty accounts for the fact that
computed valus can not necessarily be put into
practice. For instance, a computed amount of
peat to be used can not be carried out exactly,
since employees of nurseries will fill pots only
within some accurateness. In single objective op-
timization this kind of uncertainty is addressed
in the research area ”regularization robustness”,
see e.g. Lewis (2002).

To the best of our knowledge there exist no stud-
ies on regularization robustness in multiobjec-
tive optimization until today. Therefore, in this
talk we develop an extension of the framework
of single-objective regularization robustness to
multi-objective optimization. To this end we
identify each solution with a solution set, which
contains all possible realizations of the solution.
For instance, a solution x=3.78 might be con-
sidered as the interval [3.7,3.8]. Consequently,
the objective values of solutions are sets, which
have to be compared in objective space in or-
der to find non-dominated solutions. We present
different possibilities to compare sets, which are
based on set-valued optimization.

Whenever applied to a single-objective problem,
our concept is identical to the classical single-
objective definition of regularization robustness.
Furthermore, our formulation of multi-objective
regularization robustness fits into the framework
of Ehrgott et al. (2014).

Apart from the new concept we present first the-
oretical results and indicate solution techniques
which allow for variable uncertainty in multi-
objective optimization. As a consequence, our
theoretical results can be applied to the produc-
tion plan decision problem at a central Italian
nursery, which is modeled as a multi-objective
integer linear program containing parameter and
variable uncertainty.

Due to increasing awareness of environmental
protection in European society and first exper-
imental results, a plant nursery in central Italy
faces the question how many plastic planter pots
should be replaced by biodegradable pots and/or
how a partial replacement of peat by compost
would affect the profit and sustainability of the
business. There are several reasons why alter-
natives to large-scale usages of peat and plas-
tic pots should be considered. Peat is a natu-
ral resource but the regeneration rate of peat is
much lower than the current harvesting rate. As
a consequence the worldwide area of peatlands,
which are important living spaces for plants and
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animals, is decreasing. Furthermore, there are
different reasons to consider alternatives to the
usage of plastic pots in horticultural industries.
It is estimated that more than 11,000 tons of non
biodegradable plastics are landfilled as a conse-
quence of current horticultural practices every
year. In contrast to plastic-made planter pots,
biodegradable pots are able to decompose when
planted into the soil or can alternatively be com-
posted after use.
In our study, we develop a decision model for a
nursery in central Italy, which has four options
of raising plants: plants can either be grown in
plastic pots filled with peat or in plastic pots
filled with compost or in bio-pots filled with peat
or alternatively in bio-pots filled with compost.
The Italian nursery desires an annual production
plan, determining how many pot-soil combina-
tions of each of the four types are to be produced.
As objective functions the model considers the
profit and global warming potential in terms of
CO2-equivalent emission. All assumptions are
based on experimental data.
This results in a bi-objective integer linear pro-
gram. The goal is to determine all feasible solu-
tions, i.e. production plans, which are not only
pareto optimal with respect to the two objectives
profit and global warming potential but also ro-
bust with respect to the two types of uncertainty
included in the model.
Parameter uncertainty arises mainly from the us-
age of natural resources and can be handled with
methods developed in Ehrgott et al. (2014).
More importantly, variable uncertainty is also
taken into account by our model. For instance,
the theoretical amount of peat or compost put
into each pot and thus the total amount of
peat/compost used is computed with a high ac-
curacy which can not be put into practice ex-
actly.
Therefore, we are able to characterize desireable
solutions to our real-world bi-objective integer
linear optimization problem, which are both ro-
bust effcient in the sense of Ehrgott et al. (2014)
and regularization robust effcient with respect to
our concept.
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1 - Evaluation of multicriteria methods
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Faculty of Mathematics, USTHB, Algiers,
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moncef abbas@yahoo.com

Often times different MCDA methods may yield
different answers for exactly the same problem.
There is no exact way to know which method
gives the right answer. This situation leads to
the question of how evaluate the performance
of different MCDA methods. Since the ap-
pearance of the multicriteria methods, the re-
searchers were questioning about the reliability
of the results provided by them. Many research
works has been realized to study the performance
of some of these methods, including: AHP, the
multiplicative model, Electre etc. These stud-
ies showed a remarkable weakness in the defini-
tion and stability of the best alternative and the
overall ranking of alternatives [1], [2], [5], [6]. E.
Triantaphyllou, during years of joint study and
research, has devoted himself to the development
of many tests based mainly on some mathemat-
ical properties that appear centrally in the fa-
mous theorem of Arrow [1], [2], [5], [6]. This re-
flection seems to be logical; nevertheless, it met
a severe criticism from B. Roy [7]. On the same
way we made a critical study allowing to evaluate
the performance of Triantaphyllou tests [5], [6].
First, a stability study of some methods to the
application of the first test is proposed. Then,
a series of numerical examples elaborated in or-
der to criticize the performance of this test are
defined. In the same order of idea, we gave a
synthesis of the works measuring the capacity of
the methods from various approaches to provide
a complete and transitive ranking. This synthe-
sis has led to some surprising results about the
feasibility of the three tests of Triantaphyllou as
well as the impact of the two tests of transitiv-
ity. Each party introduced in this work is consol-
idated by numerical examples and/or statistical
studies illustrating the proposed results.
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2 - Meaningful monotonic normaliza-
tion procedures as a basis for a mod-
ification of the TOPSIS method in
a mixed data context: The MMD-
TOPSIS
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management Sfax, Tunisia,
abdelwaheb.rebai@fsegs.rnu.tn

The Technique for Order Preference by Similar-
ity to Ideal Solution (TOPSIS) method was de-
veloped by Hwang and Yoon in order to identify
an alternative closest to the ideal solution and
farthest to the worst solution. In practice, this
method was appraised and successfully applied
for solving many multi-criteria decision making
problems. Or this method suffers from the lack
of meaningfulness in the sense of measurement
theory. Since, for any statement based on a cal-
culation which uses numerical representation, it
is important that its truth value remains un-
changed when modifying the scale representation
using admissible transformations. For this rea-
son, we are interested in studying the meaning-
fulness of different monotonic normalization pro-
cedures proposed in the TOPSIS method and in
showing the meaningful ones for each scale type.
Based on these meaningful monotonic normal-
ization procedures, we propose a modification
of the TOPSIS method in a mixed data con-
text. We illustrate the proposed modification us-
ing a supplier selection problem. This purchas-
ing problem is a multi-criteria decision-making
problem that is affected by several conflicting
factors. Our modified TOPSIS method is re-
ferred to as the Meaningful mixed data TOPSIS
(MMD-TOPSIS) method.

3 - Sensitivity analysis of promising
target-based normalization methods
in environment of materials selection
problems

Ali Jahan, Islamic Azad University, Iran,
iranalijahan@yahoo.com

In most MADM approaches, normalization is of-
ten necessary to allow diverse criteria to be di-
rectly compared by eliminating the different di-

mensional units. The accuracy of the normal-
ization process is very significant in the case of
materials selection problems because it must ad-
dress target-based criteria in addition to cost
and benefit criteria. Target criteria are used in
different design selection problems, particularly
in choices of materials (for example: biomedi-
cal material selection in which implant materi-
als must have similar properties to those of hu-
man tissues). Some matters including capabil-
ity in removing scales, symmetry in normaliza-
tion for cost and benefit criteria, transforming
other types of criteria to the benefit one, rank
reversals, handling negative values are impor-
tant aspects for evaluation efficiency of normal-
ization methods. It is found that most of the cur-
rent normalization methods have shortcomings
in tackling all mentioned requirements. In this
simulation experiment the performance of three
promising target-based normalization methods
in environment of materials selection problems
were investigated. Simulation parameters are
the number of alternatives, distribution of data
and location of target criteria. The effect of pa-
rameters and normalization methods were exam-
ined using analysis of variance.

4 - Statistical Analysis of Qualitative
Multi Criteria Decision Models, De-
veloped with Qualitative Hierarchical
Method DEX

Marko Bohanec, Jožef Stefan Institute,
Slovenia,
marko.bohanec@ijs.si

Multi Criteria Decision Modelling (MCDM)
methods differ greatly in the ways how they
obtain preferential information from the deci-
sion maker, how they represent it within a
decision model and how they use it to per-
form the intended decision-making task: choos-
ing, ranking and/or sorting decision alterna-
tives, and analyzing and justifying the results.
While most of MCDM methods rely on numer-
ical representations, there is a class of quali-
tative MCDM methods which is gaining more
and more recognition in Operational Research.
These methods characterized by the use of sym-
bolic, qualitative variables; value aggregation is
based on decision rules and other non-numeric
aggregation functions; decision maker’s pref-
erences are often acquired through examples
of decisions, following the Machine Learning,
Aggregation-Disaggregation and Robust Ordi-
nal Regression paradigms. Examples of well-
known MCDM methods that exploit these ap-
proaches are MACBETH, methods of Verbal
Decision Analysis (such as ZAPROS and OR-
CLASS), DRSA (Dominance-based Rough Set
Approach), some variants of UTA, and Doctus.

DEX (Decision EXpert) is also a qualitative
MCDM method. Conceived in early 1980’s un-
der the name DECMAK, it combined the ap-
proach of hierarchical MCDM with rule-based
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expert systems and fuzzy sets. The name
DEX was coined around 1990 together with the
method’s implementation in a form of an expert
system shell for decision making. The method
has three key characteristics:

1. It is hierarchical: a DEX model consists of hi-
erarchically structured attributes or criteria. In
this, it is similar to the Analytic Hierarchy Pro-
cess (AHP).

2. It is qualitative: all variables (attributes
and criteria) are symbolic, taking values that
are words rather than numbers, such as “bad”,
“medium”, “excellent”, “low”, “high”.

3. It is rule-based: the hierarchical aggregation
of values is defined with decision rules, acquired
and represented in the form of decision tables.

Currently, the DEX method is implemented
in freely available software called DEXi
(http://kt.ijs.si/MarkoBohanec/dexi.html).
DEXi supports an interactive construction of
the decision model, and evaluation and analysis
of alternatives. Special emphasis is on aiding
the decision maker in creating the model struc-
ture and defining decision rules. There are three
principle ways available for the latter: (1) direct
definition of decision rules, (2) employing the
dominance principle, and (3) employing user-
defined weights. DEXi attempts to monitor
and maintain the consistency and completeness
of rules. Three types of analysis are available
in the evaluation stage: (1) “plus-minus-one
analysis” of the effects of small changes to the
outcomes, (2) “selective explanation” based on
strong and weak points of alternatives, and (3)
multi-way comparison of alternatives. Following
the Expert Systems paradigm, DEXi can eval-
uate alternatives even in the case of incomplete
input and preference data.

Applicability is one of DEX’s strongest points.
DEX has been used to support numerous com-
plex decision processes in various problem do-
mains, including health care, project manage-
ment, quality and risk assessment, environmen-
tal management, data mining, and many more.
Literally thousands of DEX models have been
developed worldwide and used to solve real-life
decision problems. The idea explored in this pa-
per is that we can learn from DEX models de-
veloped in the past. We can analyze their char-
acteristics, such as size and structure of the at-
tribute hierarchy, types and scales of individual
attributes, number and quality of decision rules.
We can identify common patterns or frequent
problems occurring in decision models. On this
basis, we may obtain better understanding of the
decision-modelling process and possibly develop
better algorithms and tools in the future.

With these goals in mind, we have recently com-
piled a research database of DEX models. Cur-
rently, It contains 582 models developed in 140
decision-making projects conducted in the pe-
riod 19792015. The collection is biased as it in-
cludes only DEX models that were available to
the author of this study, who is also a DEX devel-

oper, and excludes models developed elsewhere.
Nevertheless, we believe that the database is
highly representative with respect to the ad-
dressed decision problems, decision makers in-
volved, covered time period and observed model
characteristics.
In the following, we present some basic statis-
tics. In average, the 582 models consist of 26.1
attributes, of which 15.8 are basic (model input
variables) and 10.3 are aggregated (internal and
output variables). The largest model in the col-
lection, which is aimed at evaluation of cropping
systems in agronomy, has 219 attributes, 87 ba-
sic and 132 aggregated. The depth of hierarchies
ranges from 1 to 10, the average is 3.54. Ag-
gregated attributes have from 1 to 10 (average
2.53) descendants in the hierarchy. The average
of considered decision alternatives per model is
6.67.
The models contain 16178 attributes in total.
Most of the attributes (86%) are preferentially
ordered (thus, they are criteria). Attribute scales
contain from 0 to 12 values (average 3.38). There
are 2944 decision tables, which indicate a sub-
stantial variety. Decision space size varies from
3 to 2187 (average 33.73). In average, 30.26 el-
ementary decision rules are defined in each ta-
ble, giving a remarkable average completeness of
about 95%.
In the paper, we will provide further explana-
tions and details on the measured characteristics,
with special focus on the quality (completeness
and consistency) of decision rules and common
types of aggregation patterns. We will also an-
alyze the development of model characteristics
over time. On this basis, we will identify com-
mon patterns occurring in DEX model structures
and decision rules, and formulate suggestions for
further research.

⋆ TU-4-γ-HS2
� Model Building

Tuesday, 15:40–17:20 – Room HS 2

Session: IS-CPL-MCDA: Constructive Prefer-
ence Learning in MCDA

Chair: Mi losz Kadziński

1 - Entropy-optimal weight con-
straint elicitation with additive multi-
attribute utility models

Tommi Tervonen, Econometric Institute,
Erasmus University Rotterdam, Netherlands,
tervonen@ese.eur.nl
Gert van Valkenhoef, University Medical
Center Groningen, Netherlands,
g.h.m.van.valkenhoef@rug.nl

We consider the elicitation of imprecise prefer-
ence information for the additive utility model
in terms of linear constraints on the weights.
We propose a framework for comparing holis-
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tic preference elicitation questions based on their
expected information gain, and introduce a pro-
cedure for approximating the optimal pair-wise
comparison question. We extend the basic ap-
proach to generate reference alternatives that
differ on only a few attributes, and to determine
when further preference information is unlikely
to reduce decision uncertainty. We present re-
sults from computational experiments that as-
sess the performance of the procedure and assess
the impact of limiting the number of attributes
on which the reference alternatives differ. The
tests show that the proposed method performs
well, and when implemented in a decision sup-
port system it may substantially improve on-line
elicitation using pair-wise comparisons.

2 - Inducing probability distributions
on the set of value functions by Sub-
jective Stochastic Ordinal Regression

Salvatore Corrente, University of Catania,
Italy,
salvatore.corrente@unict.it
Salvatore Greco, Department of Economics
and Business, University of Catania, Italy,
salgreco@unict.it
Mi losz Kadzinski, Poznań University of
Technology, Poland
milosz.kadzinski@cs.put.proznan.pl
Roman S lowiński, Poznan University of
Technology, Poland
roman.slowinski@cs.put.poznan.pl

Methodologies for elicitation of preference model
parameters based on the indirect inference tech-
nique can take into account one, several or all
value functions compatible with the preferences
expressed by the Decision Maker (DM). In gen-
eral, the same relevance is given to all these
value functions, but it is logically correct to as-
sign a weight to each compatible value function
depending on some extra preferences provided
by the DM. In this paper, we propose a new
methodology for sampling a certain number of
value functions satisfying the monotonicity and
the normalization constraints as well as the con-
straints translating Decision Maker’s preferences
expressed on some reference alternatives, and
then assigning a weight (probability) to each of
these value functions based on the DM’s holis-
tic judgments expressed with different levels of
certainty.

3 - Second Derivative Restricted Value
Functions for Efficient Non-Monotonic
Preference Learning

Mohammad Ghaderi, ESADE Business
School, Universitat Ramon Llull, Spain,
mohammad.ghaderi@esade.edu
Francisco Javier Ruiz, UPC, BarcelonaTech,
Spain,
francisco.javier.ruiz@upc.edu
Nuria Agell, ESADE Business School, Uni-

versitat Ramon Llull, Spain
nuria.agell@esade.edu

UTA methods are among the most well-known
MCDA methodologies for learning preferences
from decision examples. Most of the existing
UTA-like methods assume a monotonic relation-
ship between input attributes and the prefer-
ences, however this is not the case in many
real world applications. Although some method-
ologies have been developed to address non-
monotonicity in preferences, they are compu-
tationally expensive and only applicable to the
small size datasets. We propose a new UTA-like
method for learning non-monotonic preferences
from a ranking list given by the decision maker.
The extracted preference model is represented
by a set of additive nonlinear (piecewise linear)
non-monotonic value functions. The method es-
timates the value functions by solving a single
linear programming problem, and a set of trans-
formations to normalize the utilities, while pre-
serving the ordinal relations among the initial es-
timated utilities. The method prevents arbitrary
value functions shapes by restricting the second
derivative of the extracted value functions. The
restriction intensity is directly controlled by a
parameter in the model, which is determined by
cross validation. The method performance and
efficiency is illustrated using a real world dataset.

4 - Scoring Procedures for Multiple Cri-
teria Decision Aiding with Robust and
Stochastic Ordinal Regression

Mi losz Kadziński, Poznan University of
Technology, Poland,
milosz.kadzinski@cs.put.poznan.pl
Marcin Michalski, Poznan Supercomputing
and Networking Center, Poland

We propose several scoring procedures for trans-
forming the results of robustness analysis con-
ducted with ordinal regression methods to a uni-
vocal recommendation. We use a preference
model in form of an additive value function,
and assume the Decision Maker (DM) to pro-
vide pairwise comparisons of reference alterna-
tives. We adapt single- and multi-stage rank-
ing methods to select the best alternative or
construct a complete ranking by exploiting four
types of outcomes: (1) necessary preference re-
lation, (2) pairwise outranking indices, (3) ex-
treme ranks, and (4) rank acceptability indices.
In each case, a choice or ranking recommenda-
tion is obtained without singling out a specific
value function. We compare the proposed scor-
ing procedures in terms of their ability to suggest
the same recommendation as the one obtained
with the Decision Maker’s assumed true value
function. To quantify the results of an extensive
simulation study, we use the following compar-
ative measures (including some newly proposed
ones): (i) hit ratio, (ii) normalized hit ratio, (iii)
Kendall’s tau, (iv) rank difference measure, and
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(v) rank agreement measure. Their analysis in-
dicates that to identify the best true alternative,
we should refer to the acceptability indices for
the top rank(s), whereas to reproduce the com-
plete true ranking it is most beneficial to focus on
the expected ranks that alternatives may attain
or on the balance between how much each al-
ternative outranks and is outranked by all other
alternatives.

⋆ TU-4-δ-HS3
� Industry and Business Applications

Tuesday, 15:40–17:20 – Room HS 3

Session: Strategy and Facility Location

Chair: David Olson

1 - Infrastructure Optioneering: An
AHP Approach

Duanne Gilmore, Arup, USA,
duanne.gilmore@arup.com
Sameer Deo, Arup, USA,
sameer.deo@arup.com
Mackenzie Allen, Arup, USA,
mackenzie.allen@arup.com
Josue Enriquez, Arup, USA,
josue.enriquez@arup.com
Josh Bird, Arup, USA,
joshua.bird@arup.com

Engineers often recommend alternatives for a
project that impact multiple stakeholders. A
crucial problem in complex engineering projects
is the ability to quantify human judgment. This
paper evaluates application of AHP in infrastruc-
ture engineering projects, exploring its benefits
and limitations. Project priorities can be objec-
tively analyzed through AHP and a best suited
alternative can be chosen objectively with all of
the important criteria considered. The need for
employing a Multiple Criteria Decision Analy-
sis (MCDA) technique on an infrastructure en-
gineering project arose from our work on the Cal-
ifornia High Speed Rail project. Evaluating op-
tions for grade separations along the high speed
rail line in the Los Angeles metropolitan area
(construction cost of approximately $1 billion)
challenged us to find methods that could scientif-
ically structure the decision making process and
build consensus on a singular engineering solu-
tion that would satisfy multiple needs. Southern
California region is one of the largest markets for
transportation projects. Usually, large projects
get entangled in conflicting interests. In an effort
to consolidate ideas and build consensus around
a viable design option, there is a growing need
for a scientific methodology or tool. This search
for a viable MCDA technique led us to the Ana-
lytical Hierarchy Process Method. This research
paper builds a framework for a typical infrastruc-
ture problem (Grade Separations for California
High Speed Rail), decomposing tangible and in-

tangible decision problems into comprehensible
hierarchies. A ratio scale was derived by pairwise
comparison of a set of engineering options and
criteria (traffic, safety, pedestrian access, tran-
sit access, environmental impact, economic im-
pact, aesthetics etc.) utilizing the fundamental
scale. Further, this paper highlights the impor-
tance of rank preservation and the best way to
assure confidence in AHPs outcomes from best
alternative to worst, particularly when selecting
options for an infrastructure engineering project.
Finally, the numerical priorities calculated for
each of the decision options were compared to
decisions made by engineering experts. In con-
clusion, we found that infrastructure engineers
can offer their clients a method to unbiasedly de-
termine the best alternative by quantifying each
stakeholders needs and priorities.

2 - Logistics Center Location Selec-
tion Using the New Method SMAA-
TODIM

Mihrimah Özmen, Erciyes University,
Turkey,
mihrimah@erciyes.edu.tr
Emel Kizilkaya Aydoğan, Erciyes University,
Turkey,
ekaydogan@erciyes.edu.tr
Fulya Zaralı, Erciyes University, Turkey,
fzarali@erciyes.edu.tr

Logistics center is a customized multifunctional
intermodal transport chain where all the activ-
ities regarding all logistics, transportation and
good distribution both for domestic and interna-
tional markets. Kayseri has been playing impor-
tant role in Turkey economy so establishing logis-
tics center is of the utmost importance. This pa-
per presents a new stochastic Multi Criteria De-
cision Making (MCDM) model for acquire robust
conclusions and it is applied to selection of logis-
tics center location in Kayseri a city of Turkey.
TODIM (an acronym in Portuguese of Interac-
tive and Multiple Attribute Decision Making)
can identify differences between any two alter-
natives by pairwise comparisons and considering
reference criterion. Also the advantage of SMAA
(Stochastic Multicriteria Acceptability Analysis)
is to handle imprecise, uncertain criteria weights
and measurements and allow for decision-makers
to make more extensive comments. The pro-
posed method SMAA-TODIM is a method in-
tegration of SMAA and TODIM methods and
comprises the advantages of both. Besides it
allows TODIM to be applied without criteria
weights knowledge and with stochastic criteria
measurements. SMAA-TODIM computes cri-
teria measurements from arbitrarily distributed
values for weights. The alternative locations and
related criteria are defined; the consistent results
SMAA-TODIM are demonstrated.

3 - Analysing a Case Of Vendor Selec-
tion Model for Indian Industries of All
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Categories through known procedures
of AHP

Ravindra Mohan, Samrat Ashok Technologi-
cal Institute Vidisha MP, India,
saxenaravi69@gmail.com
Sanjay Katare, Samrat Ashok Technological
Institute Vidisha MP, India,
ravi.m.saxena@satiengg.org

The main objective of this paper is to capture
both the subjective and the objective evaluation
measures in order to solve vendor selection es-
pecially when different organizations like com-
puter hardware ,automobiles, process industries
and machine tool industries of India have differ-
ent combinations of qualitative and quantitative
criteria and sub-criteria. This paper provides the
basic guidelines to develop the vendor selection
model based on AHP. Developing AHP model
by identifying the selection criteria and determi-
nation of the most important priorities is briefly
defined through this paper. This paper also pro-
vides basic ways to calculate the weights of each
criterion and enable decision makers to exam-
ine the strengths and weaknesses of the vendors’
selection by comparing them with respect to ap-
propriate criteria and sub-criterias.

4 - Tradeoffs in Supply Chain Manage-
ment Strategy

David Olson, University of Nebraska, USA,
Dolson3@unl.edu
Scott Swenseth, University of Nebraska,
USA,
sswenseth@unl.edu

The move to lean supply chain management has
been ongoing for decades, resulting in improve-
ments for many organizations. Sometimes local
lean operations have been replaced by outsourc-
ing. This study examines expected impact of al-
ternate supply chain strategies in light of profit
as well as other factors. Sound supply chain
management needs to consider not only profit,
but environmental and social impacts (the triple
bottom line), as well as customer service. This
paper presents a supply chain simulation model
to demonstrate tradeoffs among the four criteria
of profitability, quality as measured by defects,
customer service as measured by stock-outs, and
carbon emissions. It uses an inventory model
of a supply chain using a basic system relying
on EOQ replenishment, a basic system utilizing
a full truckload policy, lean variants of both of
those systems, and an outsourcing variant. In-
puts were random over given ranges. Lean sys-
tems were contended to provide learning benefits
over time, and measures of the four criteria are
evaluated for the first year, fifth year, and twen-
tieth year. The paper shows relative tradeoffs
among the five simulated supply chain systems.
No particular multi-criteria selection methodol-
ogy is given, but any could be implemented by
decision makers.

⋆ TU-4-κ-HS4
� AHP/ANP

Tuesday, 15:40–17:20 – Room HS 4

Session: AHP/ANP: Industrial Applications 1

Chair: Petr Fiala

1 - Multiple Criteria methodology for
supplier evaluation and purchasing
management

Concepcion Maroto, Universitat Politecnica
de Valencia, Spain,
cmaroto@eio.upv.es
Marina Segura, Universitat Politecnica de
Valencia, Spain,
masema@posgrado.upv.es
Rocio Villalba, Universitat Politecnica de Va-
lencia, Spain
Dennise Alos, Roquette Laisa, Spain
Baldomero Segura, Universitat Politecnica de
Valencia, Spain,
bsegura@upvnet.upv.es
Salvador Giner, Roquette Laisa, Spain
Jorge Cuartero, Roquette Laisa, Spain

In companies purchasing situations can vary
from buying new products or services from new
suppliers, or buying new products from approved
suppliers, among many other possibilities. Sup-
plier selection and evaluation are an essential
problem in supply chain management, where the
trend is to look for partnerships with few reli-
able providers. The increasing professionalism
in purchasing demands flexible frameworks that
can integrate and support the decision making
problems that appear in real companies. Many
products and suppliers need to be managed not
only to qualify and select, but also to monitor
with the objective to support strategic decisions.
The problem of supplier evaluation has a multi-
ple criteria nature since there is a wide number
of objectives that need to be considered. Recent
literature reviews on supplier evaluation and se-
lection point out that the main individual and
integrated approaches used to solve this prob-
lem are DEA, linear and integer programming,
goal and multiobjective programming, AHP and
ANP. There are other techniques such as fuzzy
set theory, TOPSIS, SMART, PROMETHEE,
genetic algorithms, neural networks, etc. Nev-
ertheless, the literature has dealt mainly with
the supplier evaluation for selection, instead of
providing information about the most appro-
priate relationship with them. The purpose of
this paper is to develop a framework in order
to evaluate products and suppliers based on a
multiple criteria and group decision making pro-
cess. This framework should integrate all rele-
vant quantitative and qualitative criteria for de-
cision making in purchasing management. The
proposed framework has been applied in a real
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company, Roquette, a multinational company
active in more than 100 countries and in sev-
eral sectors such as food, pharmaceutical and
chemical, among others. A two-steps process
has been designed. Firstly, we defined the cri-
teria that are specific of the products and sec-
ondly those related directly to suppliers, as well
as their performance measures. In both cases,
the criteria are grouped into two categories: crit-
ical criteria and strategic criteria. Critical crite-
ria are mainly related to market, and strategic
criteria are those affecting internal operation of
the factory. In particular, safety and environ-
ment regulations, number of suppliers, delivery
time and provisioning factor are critical prod-
uct criteria. As strategic criteria of the pur-
chases we considered the following: contact with
the final product, stopping production of the
factory, products that affect the image of the
company and purchase volume. Firstly, a crit-
ical product index and a strategic product in-
dex have been calculated using PROMETHEE
method and D-Sight software. The weights of
criteria have been obtained by AHP, through a
group decision making process involving decision
makers and technical personnel of purchasing de-
partment. Secondly, the critical product index
together with delays and several risk concepts
have been used to determine a critical supplier
index. In the same way, strategic product in-
dex in addition to claims and purchase volume
are the criteria to calculate strategic supplier in-
dex. These two indexes permit the company
to classify how critical and strategic their sup-
pliers are and to establish the appropriate re-
lationship with each of them (to eliminate or
modify, partners, long term contracts or market
policies). To our knowledge there are no pro-
posals to monitor products and suppliers within
the supply chain management which has been
evolving from production efficiency towards de-
velopment of business partners. Many partic-
ular problems that are dealt with in the liter-
ature appear in real companies simultaneously.
They need to buy new products, look for new
suppliers and at the same time carry out mon-
itoring their performance. The framework de-
veloped can deal with evaluating products from
one or several suppliers, qualifying suppliers for
one product, classifying and selecting the best
suppliers and also monitoring suppliers periodi-
cally. Another strength of this methodology is
the flexible way to integrate all relevant quanti-
tative and qualitative criteria from a group de-
cision making perspective. The most used crite-
ria for supplier selection have been cost, quality
and delivery performance. Others, such as finan-
cial strength, past experience, claims, distance,
safety and risk factors, can be found in the liter-
ature. Nevertheless, they have not been grouped
to generate aggregated indicators to measure the
critical and strategic nature of products and sup-
pliers. In the case study some criteria used in
the literature as well as new ones have been

considered. In the former case we can men-
tion safety and environmental regulations, de-
livery time, purchase volume, delays and claims.
The new criteria are some strategic criteria of
products (contact with the final product, stop-
ping the production of the factory, affect the im-
age of the company), critical index of products,
strategic index of products and several risk fac-
tors (commercial, supplier country and supplier
billing). PROMETHEE method has hardly been
used for supplier evaluation and selection, al-
though it has been applied to many other areas,
such as environmental, energy and water man-
agement, business and financial management, lo-
gistics and manufacturing. The results obtained
by using PROMETHEE have been compared
with the previous procedure used by the com-
pany and with a value function method, high-
lighting the drawbacks and strengths for the
three approaches. Finally, this framework ap-
plied to Roquette factory in Spain can be im-
plemented in other factories of Roquette group
and other companies by defining their appropri-
ate criteria and preferences. This methodology
has improved supplier management system of the
company, to allow developing strategic suppliers,
better reacting to market changes or new prod-
ucts and controlling risks of the supply chain.

2 - In Search of Intelligent Algorithm
for Securing Video Streaming Over
Cloud Computing Infrastructure

Irfan Syamsuddin, State Polytechnic of
Ujung Pandang, Indonesia,
irfans@poliupg.ac.id

Audiovisual materials, in contrast to other for-
mats, offer richer learning environment that
could streamline learning processes. We have
witnessed particularly in higher education level,
growing interest in applying video streaming to
enhance teaching and learning activities in the
last decades. However, traditional client server
model seems no longer effective to deal with
growing needs of video streaming contents both
delivered locally (LAN) as well as via the In-
ternet. Adding more services immediately in
responding such increasing demand is not sim-
ple and straightforward efforts which in fact, re-
quires lots of time, extra works and also addi-
tional cost. Cloud computing, on the other hand,
has great potential to overcome the issue of grow-
ing demand of multimedia services in the case of
educational video streaming materials through
its on demand and virtualization features. While
cloud computing works perfectly to solve on de-
mand problems, issues of security and privacy of
video streaming are remain unsolvable and still
considered as serious gap in current literature.
In this paper, it is argued that cloud comput-
ing must be accompanied by third party solution
such as intelligent video streaming algorithm in
order to solve security and privacy problems. In-
telligent video streaming algorithm is a logical
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approach in the form of algorithm aims to en-
hance video streaming ability in responding to
delay, data loss and jitter.
Our preliminary study identified a number of in-
telligent video streaming algorithms and classi-
fied them into several categories, among them
one called Secure Media Streaming algorithm.
Basically, each algorithm in this category looks
at the problem of lack of security and privacy
mechanisms on video streaming from different
point of views and thus constructed unique algo-
rithmic solution by using various approaches or
techniques.
The main question to be addressed in this study
is how cloud engineers as experts should deter-
mine the most applicable algorithm to realize
secure video streaming solution based on cloud
computing infrastructure. Decision makers need
a comprehensive methodology that can integrate
various perspectives, aspects and criteria both
technical and non-technical issues of secure video
streaming in order to select the best one among
available alternatives of secure video streaming
algorithm.
In this paper, a novel framework that facilitates
decision analysis by a group of expert in net-
work engineering field is established and exem-
plified to guide them selecting the best secure
video streaming algorithm. As a methodolog-
ical support, it employs one of the widely ac-
cepted multicriteria decision analysis called Ana-
lytic Hierarchy Process with group decision mak-
ing feature. In short, the analysis is performed
in four steps. The first one is structuring the
problem into decision hierarchy of goal-criteria-
alternative structure. Then it is followed by
performing pairwise comparison of each element
within each level by decision makers in the sec-
ond step. The next step is calculating the incon-
sistency level of every preferences taken from the
previous step. Finally, final weight of all alterna-
tives will be obtained by aggregating all decision
makers results. The final result shows that algo-
rithm with the highest weight among other alter-
natives is the suitable one to be applied by net-
work engineers in order to establish secure video
streaming services over cloud computing infras-
tructure. The main contribution of this paper is
two-fold, firstly, it proposes and demonstrates a
novel group decision making in the field of net-
work engineering and secondly, the study gives a
new contribution into the multicriteria decision
making literature.

3 - The MCDM and Changeable Space
Theories Based Capacity Reconfigura-
tion for Small and Medium Size TFT-
LCD Fabs

Chi-Yo Huang, National Taiwan Normal
University, Taiwan,
georgeh168@gmail.com
Hsueh-Hsin Lu, National Taiwan Normal
University, Taiwan,

g842651@gmail.com
Gwo-Hshiung Tzeng, National Taipei Uni-
versity, Taiwan,
ghtzeng@gm.ntpu.edu.tw

The small and medium size thin film transis-
tor liquid crystal display (TFT-LCD) panel mar-
ket, which accounted for 25% of the worldwide
TFT-LCD market, surged rapidly during the
past years due to the fast evolution of the smart
handheld devices. However, the demand ver-
sus supply relation fluctuated significantly due to
the fierce competitions in the small and medium
size TFT LCD market. The appropriate ex-
pansion of the facilities and optimal allocation
of the manufacturing of the manufacturing fa-
cilities require an evaluation mechanism of the
equipment suppliers. Further, how the equip-
ment can be configured to maximize and revenue
and minimize the cost require the mathematical
programming of the facilities. Although scholars
aimed to explore either the supplier evaluation
or the optimization of fab facility, very few schol-
ars try to study both issues concurrently by an
integrated research framework. Further, almost
no scholars tried to introduce the theory of the
changeable space for reconfiguring and appropri-
ating the production capacity. Further, almost
no scholars studied the above mentioned issues
for the small and medium TFT-LCD fabs. So,
the author aims to define a multiple attribute
decision making (MADM) theories and methods
based hybrid framework for resolving the prob-
lems. The research proposal will render a new
research proposal for appropriating and expand-
ing the production capacity of small and medium
TFT-LCD fabs by both a hybrid multiple criteria
decision making (MCDM) framework as well as
a changeable space theory based multiple object
decision making (MODM) framework. A hybrid
MCDM methods based framework will be used
to evaluate and select the TFT-LCD fab equip-
ment suppliers. Further, a changeable space the-
ory based MODM framework consisting the De
Novo programming technique will be introduced
for appropriating and expanding the capacity of
a TFT-LCD fab. An empirical study based on
the modification of of real Taiwanese small and
medium size TFT-LCD fab will be introduced
for demonstrating the feasibility of the proposed
analytic framework. In the future, the proposed
framework can be used for appropriating the pro-
duction capacity of any plant. Meanwhile, the
empirical study results can be used as the basis
for appropriating the capacity of a TFT-LCD
fab.

4 - Multicriteria Project Portfolio Man-
agement under Risk

Petr Fiala, University of Economics, Prague,
Czech Republic,
pfiala@vse.cz

Project management is the discipline of plan-
ning, organizing, securing and managing re-
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sources to bring about the successful comple-
tion of specific project objectives. In an accel-
erating economic world, projects become tools
for promoting the objectives of the organiza-
tion. Project opportunities come in time and
it is necessary to decide which will be accepted
for creating a dynamic portfolio of projects and
which will be rejected. The use of project portfo-
lio management is increasingly becoming a tool
for promoting the strategy of the organization,
which is a very important role. Using of standard
methods or trying to design and apply sophis-
ticated methods based on quantitative analysis
is possible for portfolio management. Selection
of project portfolio is a dynamic multi-criteria
decision-making problem under risk.

The paper presents an approach for dynamic
project portfolio management based on the An-
alytic Network Process (ANP) model. The ANP
model consists of four basic clusters (projects, re-
sources, criteria, time) with their elements and
influences. An important factor of the proposed
ANP model is time. The ANP method is suit-
able for the determination of priorities in net-
work systems where there are different types of
dependencies between the elements of the sys-
tem. Time dependent priorities play an increas-
ingly important role in a rapidly changing en-
vironment of network systems. Long-term pri-
orities can be based on time dependent compar-
isons of system elements. Short-term predictions
can be based on using of compositional data ex-
ponential smoothing. A hybrid procedure that
combines the advantages of both approaches is
proposed.

In each period, the portfolio of projects is re-
viewed in line with the strategic objectives of the
organization. Management may decide to initi-
ate new projects, but also to end of some others
that are currently being implemented. Even if
the organization has available funds, it is some-
times better to decide not initiate a new project
and wait for better one. However, while the set of
projects that are currently ready for implementa-
tion is clearly defined, it is not so easy to predict
what new projects will appear in the future. The
organization must decide under risk whether to
assign all available resources to present propos-
als or to reserve a portion of the funds unused for
some time and wait for better alternatives that
may occur later. We propose to use a decision
tree with multiple criteria and interactive multi-
criteria analysis for solving this problem. The
procedure is in two phases. In the first stage are
selected effective strategies. In the second stage,
using interactive multi-criteria method selected
preferred strategy. The procedure is flexible and
can be modified and generalized. The risk atti-
tude of the decision maker can be modified. We
propose to complete the dynamic ANP model
by a decision tree with multiple criteria and in-
teractive multi-criteria analysis for solving the
problem of project portfolio management under
risk.
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No. IGA F4/54/2015, Faculty of Informatics
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The present work is a contribution toward ad-
vancing the state-of-the-art in computational
technique for approximating Pareto fronts of
multi-criteria optimization (MCO) problems.
More specifically, we develop a generic stochastic
local search algorithm adapted to MCO. Local
search is a powerful heuristic technique for solv-
ing difficult combinatorial optimization prob-
lems. The basic step in local search it to com-
pute the neighborhood of a given solution, the
solutions which can be obtained from it by a sin-
gle modification and selecting with high prob-
ability the neighbor with the optimal cost. In
MCO, it is often the case that there is a set of
non-dominated and mutually comparable neigh-
bors. Any local search algorithm must choose
one of these neighbors for exploration in the
next iteration. Furthermore, there is an addi-
tional question of discarding or keeping the uns-
elected candidate solutions. Our strategy main-
tains such solutions and can select them in sub-
sequent steps. Another major issue concern-
ing the MCO problem is the number of non-
dominated solutions. In many real-life situa-
tions, the number of non-dominated solutions
can be prohibitively large. Keeping such a large
list of solutions as well as large list of candi-
date solutions may render the algorithm com-
putationally inefficient. This is primarily due
the fact that the local search algorithm has to
compare the cost of newly found solutions with
those already present; the process often referred
to as Pareto filtering. Furthermore, providing
a very large set of solutions is not always pro-
ductive as a decision making aid. Our algorithm
employs a new parametrized diversity based re-
duction technique to maintain a small set of so-
lutions and candidate solutions. This new diver-
sity measure D(c,P) estimates the contribution
of a point c to the diversity of set of solutions in
P. Intuitively, the more c is isolated from other
points in P, the larger is D(c,p). The salient fea-
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tures of our algorithm are (1) A selection policy
based on diversity-oriented measure; (2) Keep-
ing track of minimal points that have not been
selected and including them as candidate for fu-
ture iterations; (3) Update policies that keep the
sets of optimal and candidate solutions small.

We developed a generic tool for extending local
search to MCO problems. The tool is written in
a modular way where the specifics of the partic-
ular problem to be solved are separated from the
ingredients and parameters of the local search al-
gorithm. Hence, to apply the tool to a new prob-
lem it suffices to write some small code that spec-
ifies how costs are derived from a representation
of a solution and how local move operators are
defined. For experimental analysis, we applied
our tool extensively to two classes of problems:
the bi-objective 0/1 knapsack problem (bKNAP)
and the bi-objective quadratic assignment prob-
lems (bQAP). For the bKNAP problem, we con-
sider several groups of instances; uncorrelated in-
stance, weakly correlated instance, strongly cor-
related instance and subset sum instance with
large number of items. For bQAP problem we
consider uncorrelated and correlated instances
with large number of facilities. Pareto sets are
compared using the hyper-volume unary indica-
tor. For each instance, the reference set is ob-
tained by comparing all the runs for that in-
stance. Therefore, the outperformance of an al-
gorithm A on some other algorithm B is based
on the simple dominance of volume of A on
B. First, we compare our selection procedure
with the strategy that randomly selects solutions
from local Pareto set (non-dominated solutions
in the neighborhood). These runs are performed
with unbounded set of solutions along with un-
bounded set of candidate solutions. We show
that for the most of the instances of bKNAP
problem, our method outperforms random selec-
tion. In case of bQAP problems, our method per-
forms similar to random selection procedure for
small instances with number of facilities equal to
25, but as the size of the problem increases, our
selection outperforms random selection. The ex-
periments suggest that random strategy is more
biased towards the convex inner portions of the
objective space, where it outperforms our selec-
tion strategy. On other hand, our selection strat-
egy results in better extreme solutions. Addi-
tionally, the number of approximate Pareto so-
lutions found by our strategy is more than the
number of solutions found by a random strategy.
And this difference increases with the size of the
problem. Next, we compare our strategy with
volume based selection where the preference is
given to those candidate solutions which have
larger dominated volume.

As the number of non-dominated solutions in-
creases with the size of the problem, we turn
to bounded set for solutions and candidate so-
lutions. We compare our strategy with random
strategy and clustering based techniques. In ran-
dom strategy, a solution is randomly discarded

for the set of solutions such that the number of
solutions remains bounded. In a clustering strat-
egy, the solutions which are farthest from its cor-
responding cluster centroid are discarded. We
show that our diversity based comparison out-
performs both strategies using volume indicator
and Hausdorff distance. We also show experi-
mentally the effect of different thresholds on the
size of the set of non-dominated solutions can-
didate solutions. To conclude, we developed a
powerful framework for solving multi-objective
combinatorial optimization problems. We tested
it extensively for QAP and knapsack problems
and it can be easily applied to other types of
problems. We also introduced a new diversity
based measure which can be used in combination
with other variants of local search algorithms as
selection and archiving strategy. Additionally,
it can also be employed as fitness function and
selection strategy for mating individuals in evo-
lutionary algorithms.

2 - Multi-Criteria Scheduling in a Real
Context Using Ant Colony System as
a Computational Intelligence Tool

Alexander Bustacara, Universidad del At-
lantico, Colombia,
alexanderbustacaraa@gmail.com
Fabricio Andrés Niebles Atencio, Universi-
dad de la Costa, Colombia,
fabricioniebles@gmail.com
Miguel Rojas, Universidad del Norte, Colom-
bia,
miguelrojas@uninorte.edu.co

Scheduling is one of the hard optimization prob-
lems found in real industrial contexts. Generally
speaking, scheduling is a form of decision-making
that plays a crucial role in manufacturing and
service industries. According to Pinedo (2008),
scheduling problems deal with the allocation of
resources to tasks over given time periods and
its goal is to optimize one or more objectives.
This work focuses on the Scheduling process for
a specific configuration of a mineral laboratory
located in Barranquilla (Colombia), which is in
charge of reception, identification, preparing and
analysis on samples of coal and coke according
to the customer requirements either for certify-
ing the quality of the material and evaluating
the feasibility to open a coal mine, or for sell-
ing the coal after mining, or even for knowing
the physics and chemical properties of it for cus-
tomer utilization, as in thermoelectric plants and
steel companies. According to this scenario, the
aim of this paper is therefore, to solve a multi-
objective scheduling problem in a real context,
which is a mineral laboratory. Objective func-
tions are defined as the minimization of the total
completion time of all jobs (makespan) and total
weighted tardiness.
Before this work, the scheduling of samples in
the laboratory was done in a manual way at the
beginning of a day trip taking into account the
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analysis in process and those that could not be
completed on the last day trip and the availabil-
ity of machines and workers. The analysis was
done in this way because the laboratory had not
a formal methodology that allowed performing
this tasks in an effective way and thus, taking
better decisions in the manner of assigning sam-
ples to the resources so that the laboratory can
supply the demand, and at the same time in-
crease the utilization rate of machines and de-
crease the idle time of this machines. Hence,
taking into account the natural complexity of
the process and the large amount of variables
involved, the scheduling process was considered
as a NP-hard problem in strong sense.

As in a large number of real-life optimization
problems in economics and business, the NP-
hardness of a scheduling problem means that it
cannot be solved in an optimal manner within a
reasonable amount of time. Thus, the use of ap-
proximate algorithms is the main alternative to
solve this type of problems. According to Talbi
(2009), approximate algorithms can be classified
in two classes: dedicated heuristics and meta-
heuristics. The former are problem-dependent
and are designed and applicable to a particular
problem. The latter are called meta-heuristics
procedures and represent more general approxi-
mate algorithms applicable to a large variety of
optimization problems. Meta-heuristics solve in-
stances of problems that are believed to be hard
in general, by exploring the usually large solu-
tion search space of these instances. These al-
gorithms achieve this by reducing the effective
size of the space and by exploring that space ef-
ficiently.

On the other hand, we use the Ant Colony
System (ACS) approach to solve the multi-
objective scheduling problem under study. A
Multi-objective Ant Colony Optimization Algo-
rithm (MOACO) is proposed. Ant Colony Op-
timization (ACO) is a meta-heuristic approach
proposed by Colorni et al. (1991) and improved
in later research (e. g. see Dorigo et al., 1996;
Stützle and Hoos, 2000). The common be-
haviour of all variants of ant-based algorithms
(including Ant Colony System) consists on emu-
late “real” ants when they find the optimal path
between their nest and a food source. Several
studies have applied ACO to solve different dis-
crete and continuous optimisation problems in-
cluding different scheduling problems, Tavares-
Neto and Godinho-Filho (2013), Dorigo and Stt-
zle (2004). For the particular case of a mineral
laboratory, to the best of our knowledge there is
no evidence of using metaheuristics for schedul-
ing in this kind of configuration. However, for
scheduling problems, the use of metaheuristics
is very effective and widely used as in academic
context like in real problems.

The computational experiments were carried out
on a PC Intel Core i7, 2.9 GHz with 8GB of
RAM. The proposed MOACO algorithm were
coded using Visual Basic 6.0. Datasets employed

in our experiments were taken from the histori-
cal files of laboratory. We considered data from
three months with high demand from July un-
til September of 2014. These dataset employed
samples (jobs) with different types of priority.
A comparison of the proposed MOACO against
both real or laboratory schedule, and the exact
solution using a Mixed-Integer Linear Program-
ming (MILP) model was performed. The MILP
model was coded and run using AMPLr8.0
for Windowsr. An overview of these prelim-
inary results is presented in Table 1. Note
that a negative value of deviation index means
that the proposed MOACO algorithm outper-
forms the method against to what it is compared
with. In Addition, regarding the performance of
MOACO, results have shown that the quality of
the solution is not aected when the number of
jobs to be scheduled is increased. Further analy-
sis is however required. This includes obtaining
nondominated solutions, the evaluation of dis-
tance measures between two fronts, the coverage
of the solutions of MOACO algorithm, the devi-
ation with respect to a single objective, the de-
viation with respect to the best initial solution,
and the computational time.

3 - Bi-objective TSP with nature in-
spired metaheuristics

Cagla Cergibozan, Dokuz Eylul University,
Turkey,
cagla.cergibozan@deu.edu.tr
A. Serdar Tasan, Dokuz Eylul University,
Turkey,
serdar.tasan@deu.edu.tr

The interest of multi-criteria decision making in
recent years have motivated researchers to de-
velop and improve high-quality solution tech-
niques to decision problems. Optimization con-
cept which can be evaluated as a decision making
process also draw attention, and decision mak-
ers effort to find effective solution approaches to
optimization problems with multiple objectives.
Solution techniques vary by problem, but can be
classified as exact, approximation, and heuris-
tic/metaheuristic methods in general. In this
study, metaheuristics for the multi-objective op-
timization are investigated from a general frame-
work; besides the main concern is given to
the nature-inspired metaheuristics such as ant
colony optimization and genetic algorithms. In
the paper, traveling salesman problem (TSP) is
chosen to evaluate performance of two different
metaheuristics; a genetic algorithm (GA) and a
max-min ant system (MMAS) algorithm.

TSP is the problem of finding the shortest route
of a salesman in which each node is visited only
once. In other words, TSP is the problem of cre-
ating the shortest Hamiltonian cycle in a graph.
In TSP, the objective function can be minimiza-
tion of the costs related with the arcs; such as
total distance travelled, total cost of the tour,
total time spent, etc. TSP is a well-known com-
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binatorial optimization problem, and has the dif-
ficulty because of its computational complexity.
There has not been found any polynomial time
algorithm for the problem. Therefore, finding
effective solutions to TSP in practice is still dis-
cussed, and stands as a challenging area.

TSP is a single objective optimization problem;
but in the case of two objectives bi-objective
traveling salesman problem (bTSP) is encoun-
tered. In the bi-objective case, two costs are as-
sociated with each arc. Experimental study of
the proposed GA and the MMAS algorithms is
implemented with twelve bi-objective instances
of multiple-objective TSP. From the literature,
symmetric TSP data sets with Euclidean dis-
tances are used in the computations, and these
data sets are taken from the TSPLIB. Bi-
objective instances are obtained from classical
TSP instances with 100, 150, and 200 nodes.
According to results of the experimental study,
algorithms are found effective, and the study is
concluded with the comparison and discussion of
the algorithms.

4 - Solving Dynamical Vehicle Routing
in Practice: Lessons Learned and New
Challenges

Zhiwei Yang , Leiden Institute of Advanced
Computer Science, Netherlands,
zhwyang88@hotmail.com
Jan-Paul van Osta, Leiden Institute of Ad-
vanced Computer Science, Netherlands,
jpvanosta@gmail.com
Barry van Veen, Leiden Institute of Ad-
vanced Computer Science, Netherlands,
barryvanveen@gmail.com
Rick van Krevelen, Almende, Netherlands,
rick@almende.org
Richard van Klaveren, Almende, Nether-
lands,
Mairichard@pontit.nl
Andries Stam, Almende, Netherlands,
andries@almende.org
Joost Kok, Leiden Institute of Advanced
Computer Science, Netherlands,
j.n.kok@liacs.leidenuniv.nl
Thomas Bäck, Leiden Institute of Advanced
Computer Science, Netherlands,
T.H.W.Baeck@liacs.leidenuniv.nl
Michael Emmerich, Leiden Institute of Ad-
vanced Computer Science, Netherlands,
m.t.m.emmerich@liacs.leidenuniv.nl

This talk is about the lessons learned when ap-
plying algorithms for solving the dynamical ve-
hicle routing problem (VRP) in a real world set-
ting.In [1], the fitness landscape of the vehicle
routing problem was captured using expanded
barrier trees, which sheds light on the complex
search landscape of this problem with many lo-
cal optima. To put the theory into practice, a

pilot-study was created based on the procedure
of daily routing of a surveillance company in the
Rotterdam area (The Netherlands). The com-
pany has between 300 to 400 scheduled jobs and
an average of about 45 incidents per day, that
need to be scheduled on-the-fly. Five vehicles are
used to service these jobs. Multiple criteria and
constraints need to be taking into account when
solving such problems, including non-standard
criteria that are specific to a particular applica-
tion case.

In the talk we will focus on the question of
how real world performance differs from bench-
mark performance (dynamical version Solomon’s
benchmark) which can be seen in [2] and what
key issues need to be addressed when putting
VRP algorithms into practice. By conducting a
series of pilots, apart from answers to algorithmic
setup questions, we obtained valuable insights
into the question of what else matters when
putting VRP algorithms into practice. From this
case we have condensed our experiences to three
key principles:

1. Iteration works. Theoretical benchmarks
are a simplification of the real-world problem
which contains various kinds of non-standard
constraints. Hence, doing several iterations and
making some adaptations in each iteration are
necessary for a successful application of an algo-
rithm.

2. Communication is key. In order to make a
good implementation of an algorithm, it is im-
portant to build a bridge between algorithm ex-
perts, the company and a team of drivers, so
that information can be delivered from users to
the developers correctly. Drivers require feed-
back about their performance and the schedule
should appear plausible to them.

3. People are important. End users such as cus-
tomers and drivers should play an important role
in the development. To make them feel comfort-
able with the system should be the ultimate aim
of our implementation.

Although many improvements have been
achieved in the pilot studies, still some chal-
lenges remain. A situation, such as the traffic
jams can be anticipated and an emergency pro-
cedure should be introduced in the algorithm for
such cases. Other topics could include regular
checks on the feasibility of the current schedule,
online adaptation of algorithm parameters, and
providing appropriate feedback to drivers.
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1 - Ranking the barriers to the devel-
opment of the renewable energy tech-
nologies in Colombia

Tomas Gomez-Navarro, Instituto de Inge-
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Energetica, Spain,
driboperez@gmail.com

Colombia is one of the emerging economies of
the South American continent. Besides, the en-
ergy demand is increasing faster than the energy
production. On the other hand, a low carbon
economy has been set as a strategic priority for
the Colombian government.
To fulfil this objective, one of the main actions
deals with the development of the use of the re-
newable energy sources, and those include con-
ventional (i.e. hydropower) and the so-called
non-conventional renewable energy technologies:
solar photovoltaic, solar thermal, wind, mini-
hydro, geothermal and biomass power.
However the non-conventional renewable energy
technologies are encountering different barriers
against their development. In this paper we iden-
tify them by reviewing the literature and inter-
viewing different experts in the Colombian en-
ergy sector. Barriers are then classified into 4
cluster as follows:
1. Technical
1.1 Electrical grid deficiencies
1.2 Lack of equipment Certification
1.3 Public officials with little practical training
2. Economical.
2.1 Lack of assumption of externalities
2.2 Insurance and Investment Management
2.3 Financing difficulties
2.4 Economies of scale
3. Social
3.1 Not enough Foreign Investment
3.2 Bad reputation of the non-conventional re-
newable energy sources
4. Institutional
4.1 Lack of development planning
4.2 Poor coordination between the public and the
private sectors
A fifth cluster is added with the above mentioned
six non-conventional renewable energy sources
and, then, the Analytic Network Process (ANP)

is applied to the rank order of the barriers on the
one hand and the energy sources on the other.
The ANP provides a framework for dealing with
decision making or evaluation problems. It
presents its strengths when working in scenar-
ios with scarce information. ANP generalizes
the problem modeling process using a network
of criteria and alternatives (all called elements),
grouped into clusters. All the elements in the
network can be related in any possible way, i.e.
a network can incorporate feedback and interde-
pendence relationships within and between clus-
ters. This provides an accurate modeling of com-
plex settings and allows handling the usual situ-
ation of interdependence among elements in as-
sessment scenarios.
As a result the main barriers are distinguished
from the not so influential barriers. Therefore,
recommendations can be drawn for a develop-
ment plan of non-conventional renewable energy
resources. Scarce public resources can be applied
to the main barriers.
Besides, non-conventional renewable energy
sources are ranked showing which are more in-
fluential, i.e. which ones are having the main
problems with the barriers. Again this informa-
tion would be of use for selecting the renewable
energy technologies with more potential for de-
velopment.
References
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2 - ANP and SNA applied to the assess-
ment of the sustainability of the Co-
topaxi Natural Park management

Wilson Jacome-Enriquez, Construction and
Earth Sciences Department, Universidad de
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The protected natural areas of Ecuador face sev-
eral environmental threats; grazing is one of
them in several national parks (NP) including
the Cotopaxi National Park (CNP). National
Park managers are proposing action alternatives
to reduce grazing environmental impact while
promoting social and economic development of
cattle ranchers and the other stakeholders. For
the success of any of these actions, as much con-
sensus as possible is needed among all involved
stakeholders.

In this paper, the Analytical Network Process
(ANP) is used to modeling the decision problem
and helping stakeholders to participate assessing
the sustainability of the solution alternatives. In
the presented methodology, a panel of experts in
natural areas management was arranged to de-
termine the decision model i.e. the network of
criteria and alternatives structured into clusters.
Ten criteria were set in 6 clusters: 3 environmen-
tal -atmospheric, soil and water contamination-,
1 social, 1 economic and 1 cluster of alternatives.
The alternatives, included in the revision of the
NP management plan, were: Physical delimita-
tion of the park and control of the entering live-
stock, Development of productive alternatives to
grazing, and Pasture subsidies.

The findings confirm that stakeholders hold dif-
ferent interests, approaches to sustainability and
sensitivities. After ANP all stakeholders under-
stand better their interests and the others’.

Then, the Social Network Analysis (SNA) is
added to identify the relationships among all the
involved stakeholders. Besides, the SNA results
allow finding out who is supporting who, or who
is against who. Finally, SNA can be used for
ranking the influence of the stakeholders them-
selves. This way a better understanding of the
decision processes is obtained. SNA results are
used to assign weight to the stakeholders’ pref-
erences in the ANP.

Thus, an improved participation is obtained
and consensus or at least general agreements
are more likely. Also a better commitment to
the overall objective is achieved as the decision
model facilitates improving the alternatives de-
sign in order to lessen the possible burdens for
specific stakeholders or the environment.
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3 - Methodological framework based
on MCDM applicable to develop hy-
dropower decision aid - A case of Nepal

Rana Pratap Singh, University of Natural
Resources and Life Sciences, Austria,
rnprtpsngh@yahoo.com
Hans Peter Nachtnebel, University of Natu-
ral Resources and Life Sciences, Austria,
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hans peter.Nachtnebel@boku.ac.at

Hydropower exploration is extremely impor-
tant in Nepal for its economic growth. With
huge potential of 83,000 MW and 100 years of
hydropower development history, country still
missing a concrete decision framework applica-
ble to hydropower sector. Earlier ad-hoc or
donors dominance based practice of project se-
lection is somehow changed and includes multi-
dimensional aspects, but in fragmentation, af-
ter restoration of democracy in 1990. It is ut-
most important that all those possible goals and
criteria applicable to hydropower decision mak-
ing need to be reviewed and evaluated with due
weightage simultaneously. This demand a frame-
work to make project related decision, compari-
son or appraisal in the most appropriate way.
The objective of this study is applying multi
criteria based approaches to develop the hy-
dropower decision framework. This research be-
gins from an “evidence based” identification of
goals and criteria in practice. This needs reviews
of secondary information relating hydropower
with status update, development trends, econ-
omy, finance, policies & strategies, environment,
social aspects, support infrastructure, countrys
preparedness and associated risks etc. This step
will result a Multi Criteria Decision Making
(MCDM) first framework and will be used in sec-
ond step of the research for the filed data collec-
tion. This framework is applied to some sample
hydropower sites as an alternatives to analyze.
Information comprising both ordinal and cardi-
nal received is tabulated and further processed
to test the applicability following simple scor-
ing method. In next step, weightage applied is
verified against each goal through questionnaire
survey involving different stakeholders. Hence
the scoring table obtained earlier is further ana-
lyzed with Analytical Hierarchy Process (AHP)
by researcher as decision maker following pair-
wise comparison based on information in hand.
This will cross check and validate the earlier re-
sults which ultimately assure the applicability of
such tools in hydropower decision making. From
the long list of criteria, appropriateness of those
criteria is further tested through application of
Preference Ranking Organization METHod for
the Enrichment of Evaluations PROMETHEE.
Initial long list of 44 criteria together with their
weights seems applicable in context of Nepalese
hydropower decision making. The study found
15, out of 44, criteria listed earlier do not in-
fluence hydropower decision and removed from
the list. Hence the study confirms that the
29 number of criteria under five goals is suffi-
cient to apprise, decide upon or rank hydropower
projects in Nepal. In present country context
highest weight is assigned to the economic goal
followed in descending order by social, politi-
cal, environmental goals and finally the over-
all uncertainty. The present research indicates
that combining MCDM approaches like analyti-
cal analysis, simple scoring, AHP and finally Vi-

sual PROMETHEE is effective in developing a
hydropower decision aid which could be used for
decision making or prioritizing hydropower op-
tions exhibiting quite different features.
The multiple MCDM tools used to develop hy-
dropower decision framework is the contribution
of the paper. Methodologies followed in this re-
search is easy to understand and apply, specifi-
cally in country like Nepal where data availabil-
ity and reliability is critical. This research could
be useful for hydropower stakeholders in general
and policy maker in particular.
This full paper is organized in eight sec-
tions namely introduction, hydropower develop-
ment in Nepal, problem definition, objectives,
methodology, applications, results and discus-
sion; and conclusion and recommendations.

4 - Ethnic Entrepreneurship Model Us-
ing Analytical Network Process: A
Case Study among the Javanese, Chi-
nese and Minangkabau in Yogyakarta,
Indonesia

Mahestu N. Krisjanti, Universitas Atma
Jaya Yogyakarta, Indonesia,
mahestu.krisjanti@gmail.com
Subandi Nurcahyaningtyas, Universitas
Atma Jaya Yogyakarta, Indonesia,
yaning@mail.uajy.ac.id
Elisabet Dita Septiari, Universitas Atma
Jaya Yogyakarta, Indonesia,
e.septiari@gmail.com
Ririn Diar Astanti, Universitas Atma Jaya
Yogyakarta, Indonesia,
ririn@mail.uajy.ac.id

Entrepreneurship is being recognized as an im-
portant vehicle of economic growth. Previous
research demonstrate that entrepreneur traits
consist of psychological, economic and social
traits. Furthurmore, these traits are determined
by market conditions, access to ownership and
group characteristics. Using the ethnicity per-
spective, the purpose of this study is to iden-
tify the dominant traits that apply to the ethnic
entrepreneurs in Yogyakarta, Indonesia. Find-
ings of this study are expected to be used in
order to develop an entrepreneur training mod-
ule, as an endeavor to prepare young genera-
tions to become entrepreneurs that will not only
contribute to the society and economic develop-
ment, but also preserve the noble cultural val-
ues. There are three ethnics that are invloved
in this study, which are Javanese, Chinese and
Minangkabau considering that most of the en-
trepreneurs in Yogyakarta are from those three
ethnic background. In this article the connec-
tion between enterpreneurship and ethnic iden-
tity is examined. We examined various ap-
proaches to explaining ethnic enterprise in Yo-
gyakarta province. First, an inquiry of the ori-
gins of ethnic enterprise was conducted in order
to understand the causes, nature, dynamics of
ethnic enterprise, and the cultural values that
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have been passed on from generations to gener-
ations in Yogyakarta. Second, an analytical net-
work process (ANP) framework was employed to
identify the dominant factor that explained the
connection between enterpreneurship and eth-
nic identity. There are four clusters considered
in the ANP framework, which are: 1) Market
Conditions (underserved and abandoned market,
market with low economics of scale, market with
unstable demand, market with exotic goods),
2) Access to Ownership (inter-ethnic competi-
tion, state policies), 3) Group Characteristics
(skills and goals, settlement characteristics, cul-
ture aspiration, resource mobilitization), and 4)
Entrepreneur Traits (Psychological Traits, Eco-
nomic Traits, Social Traits).
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1 - A Group Decision Making based
Supplier Risk Assessment Framework
for Multi-National Supply Chains

Mualla Gonca Yunusoglu, Dokuz Eylul Uni-
versity, Turkey,
gonca.yunusoglu@deu.edu.tr
Hasan Selim, Dokuz Eylul University,
Turkey,
hasan.selim@deu.edu.tr

In today’s global competition, due to shorter
product life cycles, cost and time pressure, com-
panies adopt lean production concepts, global
outsourcing and collaboration strategies. How-
ever, these strategies may make supply chains
more vulnerable in terms of various supply chain
risks. As a result of these changes, importance
of supply chain risk management has inevitably
increased. However, identifying and assessing
the risks is still a challenge for multi-national
supply chains due to their distributed and com-
plex structure. Therefore, risk assessment pro-
cess should be conducted by separately consider-
ing individual assessments of supply chain agents
and aggregating them to obtain a unique risk as-
sessment. In this study, a group decision making
based risk assessment framework is developed for
supplier risk assessment in multi-national supply
chains. In the proposed framework, plant man-
agers assess suppliers’ risk by considering a num-
ber of criteria. Afterwards, TOPSIS technique is
utilized to rank the suppliers according to their

risk. To obtain unique decision matrix, deci-
sion matrices of plant managers are aggregated.
Weights of the criteria are determined by us-
ing entropy weighting method. In order to con-
firm the viability of the proposed framework it
is implemented to a multi-national supply chain
spread on Europe. The supply chain consists
of several plants and suppliers. Plant managers
evaluate each supplier according to their deliv-
ery performances calculated by using past order
records. The assessments of plant managers are
combined to obtain unique decision matrix. As
a result of the implementation, the suppliers are
ranked according to their criticality in terms of
risk. The results reveal that plant managers can
benefit from the proposed framework in revis-
ing supplier contracts and ordering strategies by
considering risk.

2 - Negotiating proportions in division
problems with multiple references

Amparo Mármol, Universidad de Sevilla,
Spain,
amarmol@us.es
Miguel A. Hinojosa, Universidad Pablo de
Olavide, Sevilla, Spain,
mahinram@upo.es

Proportionality is a primary principle generally
accepted when dividing a commodity between a
set of agents who are evaluated with respect to a
certain characteristic. When a single character-
istic is considered, the proportional rule provides
a result in which all the agents obtain the same
proportion with respect to their reference.
When multiple characteristics have to be taken
into account, there is no obvious way to define a
proportional rule. In the approach proposed in
this paper we incorporate the extensions of two
crucial properties which are inherent to propor-
tionality: the proportions obtained with respect
to the different references cannot be improved
simultaneously, and the result does not depend
on the scale in which each of the references is
measured.
In our approach, the problem of deciding a single
allocation for the division problem is understood
as a negotiation between parties each one ”sup-
porting” one characteristic. This fact enables us
to define concepts of solution for the multiple ref-
erence division problem based on the axiomatic
bargaining solutions.

3 - A conceptual framework for Multi
Attribute Group Decision Making

Özgür Kabak, Istanbul Technical University,
Turkey,
kabak@itu.edu.tr
Bilal Ervural, Istanbul Technical University,
Turkey,
bervural@itu.edu.tr

Group decision-making (GDM) has received in-
creasing attentions in last decade and seems to
continue growing exponentially. Especially the
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application of multiple attribute decision-making
methods to GDM problems, so called multiple
attribute group decision making (MAGDM), oc-
cupies a vast area in the related literature. How-
ever, to our best knowledge, there is no frame-
work for MAGDM methods that provides the
basic concepts and their relation in a GDM pro-
cess. This kind of a conceptual framework will
help academicians and practitioners who need to
develop new MAGDM method and/or apply a
MAGDM method to a problem. A framework is
important for understanding and analysing the
MAGDM methods as well as evaluating the parts
(of a MAGDM method) that need improvement.
By this way, it will also support the develop-
ment and design of new MAGDM methods and
provides a useful guide and an effective tool for
researchers that working in this area. This study
aims to fill the gap in the literature by introduc-
ing a conceptual framework for MAGDM meth-
ods.
Literature analysis shows that the decision pro-
cess in MAGDM methods consists of three ma-
jor stages: Structuring and construction stage,
Assessment stage and Selection/ranking stage.
Therefore the framework is designed based on
these three main stages.
In the first stage, the problem is structured as a
MAGDM problem by identifying decision goal
and forming a committee of decision makers
(DM) or experts. Then importance weights of
DMs may be assigned in this stage. Finally, the
alternatives that will be evaluated in the pro-
cess are identified. A MAGDM model is con-
structed through determining the alternatives,
criteria, and performance values, which is the
decision matrix in classical decision models. For
MAGDM problems, however, the set of criteria
may be different for the DMs, and in some prob-
lems criteria are not available where DMs eval-
uate the alternatives directly. Since the set of
alternative should be the same for all DMs in a
MAGDM problem, the identification of alterna-
tives takes place is the first stage while determin-
ing criteria and performance values are placed in
the assessment stage in the framework.
In the second stage, the alternatives are assessed
based on the decision goal identified in the previ-
ous stage. The assessment is conducted with two
main approaches depending on usage of criteria:
Criteria based assessment and Alternative based
assessment. Classically, in most of the MAGDM
problems, criteria are explicitly presented. But
in some problems DMs do not give information
about the criteria; instead, they use and only
provide their preference through the ranking or
comparing the alternatives. In criteria based as-
sessment, DMs may use an agreed set of criteria
or their own individual sets of criteria. In the
agreed criteria case, DMs provide evaluations of
the alternatives with respect to the common cri-
teria. In the individual criteria case, the DMs
determine their own criteria or select the criteria
from a predetermined set. In alternative based

assessment, DMs directly evaluate alternatives.
Finally, if it is possible DMs preferences are ag-
gregated to a decision matrix (for some agreed
criteria cases). Otherwise, individual preferences
of the DMs are calculated (for some agreed crite-
ria cases, individual criteria case, and alternative
based assessment) in this stage.
In the third stage, alternatives are ranked or se-
lected through finding collective preferences and
consensus process. Collective preferences are cal-
culated according to the output of the second
stage. For instance, if the individual preferences
are supplied as ranking of the alternatives, a so-
cial choice function can be used to find a collec-
tive preference. If a decision matrix is the out-
put of the second stage, then a classical multiple
attribute decision-making method can be used.
After calculating a collective preference order-
ing some methodologies apply consensus process,
which is defined as a dynamic and iterative group
discussion process, coordinated by a moderator
helping experts bring their opinions closer. In
this process, initially, the degree of existing con-
sensus among DMs opinions is measured. If the
consensus degree is lower than a specified thresh-
old, the moderator would urge DMs to discuss
their opinions further in an effort to bring them
closer. Otherwise, consensus process is finalized.
In some methods the consensus measure is used
to obtain importance weights to DMs. After de-
signing the conceptual framework, we have also
analysed top cited papers in the related liter-
ature according to framework in order to show
the state of the art and to identify future research
directions. Key results of this analysis are sum-
marized as follows:
Because of the uncertain, incomplete, unreach-
able information, the application of fuzzy tech-
niques in GDM is increasing rapidly. Especially
we have seen a significant increase in intuition-
istic fuzzy information and their application to
MAGDM over recent years.
The consensus process is necessary to obtain a
final ranking or selection with a certain level of
agreement between the decision makers. How-
ever, the literature considering consensus process
is scarce. Future research on this topic will be
valuable to MAGDM literature.
Most of the articles use illustrative examples to
show applicability of their methods. Application
of current methods to real life problems will high-
light the practical advantages and disadvantages
of the methods. The number of methods for al-
ternative based assessment and methods that en-
able the use of experts own criteria are very low.
In some real life GDM problems, especially in
pluralistic problem situations, experts may pre-
fer to use their own criteria based on their exper-
tise. The development of methods that permits
individual criteria instead of agreed criteria may
be a challenging research direction.

4 - The effects of trust variations on in-
spection procedures
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Günter Fandel, FernUniversität in Hagen,
Germany,
guenter.fandel@fernuni-hagen.de
Jan Trockel, FernUniversität in Hagen, Ger-
many,
jan.trockel@fernuni-hagen.de

In our paper we expand the considerations of
Fandel/Trockel (2011) to an analysis of a dy-
namic trust behavior of the strategic players.
The trust parameters that determine the level
of the additional payoffs in the case of trust are
now time-dependent with respect to the number
of repeated rounds of the inspection game. The
basis of modelling is a logistic function that de-
scribes the trust expansion among the strategic
players. Unfortunately there exists the hazard
that the inspectee will prey the inspectors trust
if the inspectors trust level increases and exceeds
a threshold. The inspector wants to prevent this
situation. This is modelled by a stochastic term
which expresses the percentual loss of trust of the
inspector that may occur, so that a reasonable
boundary of a threatened exploitation is not real-
ized. However if this occurs, the calculated equi-
librium in the next round of the repeated game
will be the Nash solution without any trust. In
the following rounds trust will maybe increase
again and develop in a similar way as before.
Based on a simulated structure of the chronol-
ogy of the players payoffs one can estimate the
level of mistrust the inspector should never un-
derbid, so that error-free payoff-series without
trust variations occur that dominate the Nash
solution in games without trust, but simultane-
ously decrease the value of hazard the inspector
may be exploited by the inspectee.

Reference: Fandel, G., Trockel, J., 2011. Op-
timal Lot Sizing in a Non-Cooperative Mate-
rial Manager-Controller Game, in: International
Journal of Production Economics, Vol. 133, 256-
261.
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1 - A novel dual-time frame MADM
model for improvement planning com-
promised between short-term and
long-term prospects

Simon Shen, Chinese Culture University,
School of Continuing Education/ Depart-
ment of Banking & Finance, Taiwan,
kyshen@sce.pccu.edu.tw
Gwo-Hshiung Tzeng, Graduate Institute of
Urban Planning, College of Public Affairs,

National Taipei University, Taiwan,
ghtzeng@mail.ntpu.edu.tw

The mainstream management domain often crit-
icizes the “short-termism” nowadays, such as in
the Harvard Business Review [1-2], which en-
couraged business to pursue the enduring inter-
ests for the long-term (i.e., long-termism). Af-
ter the recent financial crises, even certain pol-
icy makers have noticed the issue, such as in
France, to support long-term investors with more
voting rights [3]. However, management teams
of the public-listed companies have the pressure
to meet markets’ short-term expectations [3],
which also cannot be overlooked in practice. A
clear guidance based on decision makers’ judg-
ment/preference to compromise between short-
term and long-term prospects is highly required,
also an underexplored issue in decision science.
Therefore, the aim of this study attempts to ex-
plore the contexts and core attributes for both
time frames: the long-term and the short-term,
and develop a hybrid multiple attribute decision
making (MADM) model to support management
teams for improvement planning. This study
proposes a hybrid approach to obtain the con-
texts/core attributes associated with each time
frame by the dominance-based rough set ap-
proach (DRSA) at first (learned from histori-
cal patterns); in the next, the core attributes
associated with each time frame are adopted
to construct two sets of influential weights by
the DEMATEL-based ANP method (termed as
DANP) [4, 5], and the two sets of criteria
(attributes) are integrated to compromise for
the ideal improvement planbased on a decision
maker’s preferenceat the final stage. A group of
life insurance companies in Taiwan are to be ana-
lyzed, from 2009 to 2013. The contexts/decision
rules associated with each time frame that lead
to superior financial performance would be ob-
tained, and the directional influences among the
two sets of core attributes would be explored to
form the directional flow graph (DFG) [6], which
is easier for decision makers to comprehend. Fi-
nally, a case of five assumed improvement plans
would be illustrated to compromise between the
short-term and long-term prospects, to obtain
the best alternative (i.e., improvement plan) for
an insurance company. The present study thus
contributes to the understanding of the complex-
ity in a real world business environment with im-
plications for both academia and practice.
Reference
1. D. Barton, Capitalism for the long term. Har-
vard Business Review, 89(3), 2011, 84-91.
2. D. Barton and M. Wiseman, Focusing Capi-
tal on the Long Term. Harvard Business Review,
92(1/2), 2014, 44-51.
3. The tyranny of the long term. Economists,
2014, 22/Nov. (http://www.economist.com/
news/business/21633805-lets-not-get-carried-
away-bashing-short-termism-tyranny-long-term)
4. Ou Yang, Y.-P., H.-M. Shieh, and G.-H.
Tzeng, A VIKOR technique based on DEMA-
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TEL and ANP for information security risk con-
trol assessment. Information Sciences, 232, 2013,
482-500.

5. Shen, K.-Y., M.-R. Yan, and G.-H. Tzeng,
Combining VIKOR-DANP model for glamor
stock selection and stock performance improve-
ment. Knowledge-Based Systems, 58, 2014, 86-
97.

6. Shen, K.-Y. and G.-H. Tzeng, A decision rule-
based soft computing model for supporting fi-
nancial performance improvement of the banking
industry. Soft Computing, in press, 2015 (DOI:
10.1007/s00500-014-1413-7).

2 - Advancing the Maturity of Informa-
tion Security Expenditure Calculations
with Multi Criteria Decision Making

Hannah Louise Davies, University of South
Wales, United Kingdom of Great Britain and
Northern Ireland,
hannah.davies2@southwales.ac.uk

Uncertainty is present in everyday life, in the de-
cisions we make as individuals and the decisions
we make within an organisation. Unfortunately,
some decisions are more important than others,
and a misinformed decision can affect yourself as
an individual, or the organisation you’re working
for or even the information you trust to an or-
ganisation. As Information Security becomes a
more discussed topic, the ways in which organ-
isations are ensuring the safety of their Infor-
mation also becomes a topic in the foreground,
and there are severe penalties for organisations
that are unable to guarantee security for their
customers, or stakeholders. There are a number
of Information Security solutions available to or-
ganisations, from simple off the shelf anti virus
software to advanced firewalls. The selection of
a Security solution that is both appropriate for
the organisation, in terms of the threats it is
likely to sustain and the nature of the organi-
sation, as well as being cost effective. Current
methods to evaluate financially the different In-
formation Security solutions are very subjective,
unpredictable and non repeatable. The methods
are ad-hoc and not standardised. The applica-
tion of Multi Criteria Decision Making, namely
Multi Attribute Utility Theory and fuzzy and
grey theory can create a mature framework for
assessing the suitability of an Information Secu-
rity solution. The large number of metrics, with
different units and degrees of accuracy can be
handled. This work presents a novel, extended
version of Multi Attribute Utility Theory that
incorporates fuzzy and grey theory to handle un-
certainties and incomplete information in order
to evaluate Information Security solution expen-
diture.

3 - Bayesian Inference and the Eviden-
tial Reasoning (ER) Approach for Mul-
tiple Criteria Analysis

Dong-Ling Xu, Manchester Business School,

the University of Manchester, United King-
dom of Great Britain and Northern Ireland,
L.Xu@mbs.ac.uk
Jian-Bo Yang, Manchester Business School,
the University of Manchester, United King-
dom of Great Britain and Northern Ireland,
Jian-Bo.yang@mbs.ac.uk

The Evidential Reasoning approach was orig-
inally developed for multiple criteria decision
analysis under uncertainty. In this paper the
relationship between Evidential Reasoning and
Bayesian inference in the context of Multiple Cri-
teria Analysis (MCA) is examined on the basis
of the recent establishment of the evidential rea-
soning (ER) rule. In recent research, it has been
proved that 1) the ER approach is a special case
of the ER rule in which the weight of evidence
exactly reflects or equals to its reliability and 2)
Bayes rule is a special case of the ER rule when
each piece of evidence is fully reliable and the
probabilities for and against each proposition are
summed to one. Therefore, Bayesian inference is
a special case of Evidential Reasoning in the con-
text of MCA as follows:
1. While prior distribution is a pre-requisite in
Bayesian inference, evidential reasoning is a kind
of likelihood inference and does not depends on
prior distribution.
2. The performance of an alternative on each
criterion is expressed by using a set of mutu-
ally exclusive and collectively exhaustive propo-
sitions (h1, h2, ..., hi, ..., hn) and evaluated
as a belief distribution over the set of propo-
sitions with p(hi)+q(hi)+r(hi)=1, where p(hi),
q(hi) and r(hi) are probabilities of hi being true,
not true and not known.
3. A probability distribution in Bayesian infer-
ence is a special case of belief distribution in ev-
idential reasoning when r(hi) = 0 for any i.
4. The individual assessment or partial perfor-
mance of an alternative on each criterion is re-
garded as a piece of evidence which is used to up-
date the overall performance of the alternative,
in which no prior performance of the alternative
is assumed in addition to its assessments on all
criteria
5. The ER rule is used to combine multiple
pieces of evidence (multiple criteria assessments)
to generate an overall assessment for every alter-
native on all criteria.
6. The overall assessment of an alternative pro-
vides a solid foundation for further decision anal-
ysis such as ranking and formation of improve-
ment strategies.
While Bayesian inference has been used for data
analysis, the ER approach enhanced by the
newly established ER rule can be applied to
support multiple criteria analysis of big data,
in which missing data (the veracity) and messy
data (the variety) can be handled under the
same framework consistently. In this presenta-
tion, several case studies are discussed on how
the enhanced ER approach has been applied to
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support multiple criteria analysis of big data in
several areas such as healthcare and finance.

4 - Adaptive Soft Influence for Informa-
tion Security

Iryna Yevseyeva, Newcastle University,
United Kingdom of Great Britain and North-
ern Ireland,
iryna.yevseyeva@ncl.ac.uk
Charles Morisset, Newcastle University,
United Kingdom of Great Britain and North-
ern Ireland,
charles.morisset@ncl.ac.uk
Aad van Moorsel, Newcastle University,
United Kingdom of Great Britain and North-
ern Ireland,
aad.vanmoorsel@ncl.ac.uk

When it comes to security the traditional ap-
proach to influence decisions is a requirement
to comply with the security policy of the com-
pany. However, in practice, employees of compa-
nies rarely follow the security policy of the com-
pany, even when they are aware of it. Moreover,
they may override or ignore security policies that
are felt too restrictive [1]. Previous research
shows such a situation is common due to the
lack of employees awareness of security threats
and vulnerabilities, and (often presumed rather
than actual) hindering of productivity when act-
ing more securely. For instance, in order to com-
plete an important task, many people opt for
connecting to a fast but unsecure Wi-Fi net-
work, rather than trying cumbersome and time-
consuming ways to connect to a secure network.
When working on their own devices employees
actually have the right to make their own deci-
sions. Moreover, they may be better positioned
to make decisions when compared to their em-
ployer, especially when it comes to accounting
for a dynamically changing environment. In such
situations forcing compliance to a company pol-
icy may be counter-productive, and a hands-off
approach may be still not secure enough.
In our work, we propose an alternative to a
forced compliance and hands-off influence strate-
gies for an employer: a soft influencing suggested
to employees at the moment of making a secu-
rity related decision. This strategy frames the
choices towards decisions favorable to the em-
ployer without restricting other choices. It takes
into account higher uncertainty of the employer
when compared to the up-to-date information
about the environment of the employee at the
moment of decision-making and potentially con-
flicting security and productivity criteria.
Here we adapt influencing peoples choices by
modifying the context of decision making in a
way that some choices become easier to make.
This approach is called nudging and it was pop-
ularized by Thaler and Sunstein in [2]. Nudges
were successfully applied, for instance, in health-
care [3] and social policy design [4]. These exam-
ples show that small changes in the presentation

of alternatives make big differences in terms of
choices.

In [5], we have taken a formal approach to model
influence with agent-based model and in [6] we
proposed a decision-making model based on mul-
ticriteria decision analysis for aiding influencing
in security context. To extend those works, we
propose here an approach to extract the prefer-
ences of a decision maker needed to design some
adaptive influence. Indeed, being able to moni-
tor the behavior of their employees and to study
their preferences, an employer may design influ-
ence in a way that suits better their employees,
who are groups of decision makers with differ-
ent preferences. In addition, we aim at designing
adaptive influence mechanisms that take into ac-
count the “habituation effect”, with which peo-
ple who are influenced are getting used to subtle
nudges and stop noticing them after some time.

We apply the proposed influencing model for
decision-making to derive optimal policies for the
selection of Wi-Fi networks. This is a common
scenario in which a device user has to choose be-
tween several Wi-Fi networks available for work-
ing outside the office in a cafe or in other public
places. The graphical user interface of the device
may present choices so as to influence the deci-
sion of the device user. In this case, the decision
makers represent the device users and employ-
ees of a company, which wants to influence their
choices.
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geotechnical laboratory experiment us-
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Numerical simulations become an increasingly
utilized tool for predictions of soil behaviour
in geotechnical engineering. These simulations,
however, require accurate soil parameters that
have to be determined by conducting laboratory
experiments. Nevertheless, the optimal measure-
ment design of the laboratory experiments is of
great importance for a successful determination
of the soil parameters. This work illustrates the
procedure of a measurement design for a loading
apparatus on a soft soil with unknown param-
eters. The apparatus is numerically simulated
using a finite element code and the soil parame-
ters are firstly identified through an initial mea-
surement design and a back analysis technique.
Subsequently, a Monte Carlo simulation is con-
ducted for optimizing the measurement design.

2 - Combination of conversations proto-
cols for new web services configuration
using the formalism of finite states ma-
chines

Halfoune Nadia, University of Bejaia, Alge-
ria,
n halfoune@yahoo.fr
Khaled Sellami, University of Bejaia, Alge-
ria,
skhaled36@yahoo.fr

The main goal of our work is to ensure a precise
configuration of Web services complexe. We use
the protocols of conversation to model the ex-
changes between the different entities (supplier,
consumer, intermediaries). Our work is based
on the technology of Web services and the finite
state machines to define our approach of services
configuration. In this work, we present an im-
provement of an existing algorithm of consumer-
server composition. Then, we develop two new
algorithms of composition: series composition
and parallel composition of Web services.

3 - Choice Experiments for Decision
Making on Multi-attribute Product
Profiles

Soumen Manna, IIT Bombay, India,
manna.soumen@gmail.com

Understanding choice behaviour of consumers
for any financial product is an important area
of consumer research in marketing science. De-
cision makers upgrade their product and build
the marketing strategy based on estimation of
utility value of that product. This utility value
is a cognitive value that consumers obtain from
a product and cant be measured from outside.
Human choice behaviour between different prod-
ucts is based on different realization of certain at-
tributes making those products. However, find-
ing the effects of different attributes is not easy
through direct measurements since utility of a
product is non-measurable. It is thus a challenge
for the researchers to quantify the effects of each
attribute for the choice behaviour of the prod-
ucts. Discrete choice experiments are a standard
tool in marketing research for quantifying con-
sumer preferences. In a discrete choice experi-
ment, levels of different attributes are combined
or considered jointly in a product profile or al-
ternative. These profiles describe either existing
products or hypothetical or potential products.
A choice experiment consists of a selected num-
ber of product profiles grouped into choice sets.
Such a group of choice sets is called choice design.
The number of profiles in a choice set is called
choice set size. Each choice set represents a vir-
tual market from which respondents indicate the
product that they prefer. A better choice design
helps us to obtain better estimation of underly-
ing parameters.

In this talk, I will first discuss about some ba-
sics of multinomial choice model based on ran-
dom utility theory and show how to approxi-
mate the utility value of a product though it is
non-measurable. Design of discrete choice ex-
periment is an important area of marketing re-
search. Respondents often find cognitive bur-
den in a choice experiment with large number
of choice sets or large number of attributes in a
choice experiment. I will present some of our re-
cent findings to solve this problem of obtaining
minimum number of choice sets, using orthogo-
nal designs and other combinatorial techniques.
I will start with paired choice (choice set of size
2) designs and then successively develop general
results of optimal designs with choice set of any
size.
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Finland,
karthik.sindhya@jyu.fi
Kaisa Miettinen, University of Jyväskylä,
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Wireless mesh networks are a type of communi-
cation networks.They have emerged from other
communication networks in recent years, be-
cause their flexibility allows them to jointly oper-
ate with other kinds of networks such as cellular
networks and DSL networks. Designing the wire-
less mesh networks can involve considerations
from node placement, routing, scheduling, en-
ergy conservation, channel assignment and link
quality requirements. But typically only a subset
of them are considered simultaneously. For ex-
ample,the design of a cost-effective and reliable
wireless mesh network involves multiple conflict-
ing objectives such as maximizing the perfor-
mance of the network and minimizing the en-
ergy consumption subject to constraints such as
the connectivity of the network and the band-
width requirements of data flow. In this talk,
we present a survey of how multi-objective opti-
mization methods are applied in designing wire-
less mesh networks. Based on an overview of rel-
evant literature, the survey begins with a discus-
sion on the challenges in wireless mesh networks
and the needs of applying multi-objective opti-
mization methods in addressing the challenges.
Next, a review of the contributions in the area
is presented for the multi-objective optimiza-
tion approaches in network planning and routing
strategies. The review considers the methods ap-
plied originating from both approaches of mul-
tiple criteria decision making and evolutionary
multi-objective optimization. As a summary for
the survey, possible future research directions in
applying multi-objective optimization are iden-
tified.

2 - Making Routing Decision in Wire-
less Sensor Network using Multi Crite-
ria Decision Analysis

Suman Sankar Bhunia, Jadavpur University,
India,
bhunia.suman@gmail.com
Nandini Mukherjee, Jadavpur University,
India,
nmukherjee@cse.jdvu.ac.in

Wireless sensor network (WSN) is a self-
organizing wireless network system which en-
ables densely deployment of nodes. WSN is a

prominent technology in collecting data from re-
mote locations by interacting with the physical
phenomena and depend on the collaborative ef-
fort by huge numbers of low cost sensor nodes.

These sensor nodes collect, process and send the
data to a base station. Basically these sensor
nodes gather the environmental data. These
data are collected and routed to the destina-
tion via other intermediate nodes. The data
packets are received and passed from the data
source to the base station. In case of multi-
hop communication, route finding is the key sup-
port for network transmission technology. In a
WSN, an efficient routing algorithm is very im-
portant. But the realization of the same is not so
easy because of many routing parameters of the
network and the limited resources of the sensor
node. The various constraints of the WSNs lead
to set optimization problem in designing energy-
efficient routing algorithms. For most of the ex-
isting routing algorithms, next hop is selected
randomly or based on residual energy, node den-
sity or distance from the sink node. If next hop
is selected based on residual energy, this node
may be located far away from the sink node com-
pared to other neighboring nodes. In this case
end-to-end delay will increase as the path length
(i.e. hop count) increases. Similarly, if next hop
node is selected based on the shortest path (i.e.
minimum hop count), then similar type of prob-
lem arises. A node near to sink node, but with
low residual energy may get selected as the next
hop. Hence single criterion does not always pro-
vide efficient routing decisions. So the decision,
for selection of an ideal next hop, is made using
multiple criteria. Handling of multiple criteria
to decide about the next hop is solved by multi
criteria decision analysis (MCDA).

We have proposed an algorithm which maintains
balanced energy consumption among the nodes
with consideration of minimum hop count us-
ing multiple criteria together. Weighted Product
Model (WPM) is applied for solving the routing
decision making problem. Instead of addition,
this method uses multiplication to rank the al-
ternatives. Each alternative is compared with
others by multiplying a number of ratios, one
for each criterion. Each ratio is raised to the
power equivalent to the relative weight of the cor-
responding criterion. We have preferred WPM
because it can be used in multi-dimensional de-
cision process, as it is dimensionless. Here three
different criteria are considered. Each of the cri-
terion has different dimensions. Thus, WPM is
appropriate to combine these values. It can ac-
commodate benefit criteria as well as cost crite-
ria simultaneously during decision making.

We have considered three different criteria i.e.
residual energy, frequency of packet transmission
and hop count to determine the product value
applying WPM. Here, first one is the benefit cri-
terion and other two are cost criteria. A neigh-
bor table is maintained by every node. It con-
tains following four fields :(i) Neighbor node, (ii)
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Residual energy, (iii) Frequency, (iv) Hop count.
Information in the neighbor table is used to make
the routing decision. During the routing deci-
sion, product value is calculated for each of the
neighbors. A neighbor node with highest prod-
uct value is selected as next hop node. One par-
ticular node cannot always remain the next hop
node. Next hop node is changed dynamically
based on this product value. It implies that dis-
sipation of battery power is balanced across var-
ious nodes. Thus, network lifetime is enhanced
in this proposed algorithm.

In the MCDA assisted routing decision, weights
are assigned to the criteria based on application
requirements. We adopted three techniques for
weight assignment. Weights may be assigned us-
ing relative rating method based on specific ap-
plications. Each criteria is rated relative to the
others in satisfying a particular interest. Also,
weights may be calculated using information en-
tropy. Higher the entropy, weight of the par-
ticular criteria is lesser and vice versa. Net-
work heuristics properties may also be taken
into account to assign weights using fuzzy in-
ference rules. We take three heuristic properties
(i) node density, (ii) number of dead nodes , (iii)
delay as input crisp values and defined as low,
medium and high membership functions. Several
fuzzy inference rules may be defined for mak-
ing the decision about rank of the parameters.
We have formulated several rules for implemen-
tation. The rules are applied dynamically based
on the state of the heuristic properties. We may
try to involve more criteria for making the rout-
ing decisions and more heuristic properties for
weight calculation.

The routing scheme is implemented and tested
in real-time. We have used TinyOS 2.1.1, open-
source operating system for WSN and Cross-
bow’s TelosB sensor-motes as a hardware plat-
form. All the TelosB nodes are installed with
the routing scheme and deployed in such a man-
ner that multi-hop communication may occur.
For implementing the routing scheme, it was
required to develop the appropriate code sepa-
rately in nesC language. Apart from this, some
of the existing codes are modified to enable the
proposed scheme.

3 - Multi-objective design of reliable
ring tree networks

Alessandro Hill, Hamburg University of
Technology, Germany,
alessandro.hill@tuhh.de
Silvia Schwarze, University of Hamburg,
Germany,
silvia.schwarze@uni-hamburg.de

In this work we introduce a multi-objective opti-
mization approach for partially reliable network
design. Our model generalizes the capacitated
ring tree problem (CRTP), which asks for a net-
work topology that connects given customers to
a central distributor by combined ring and tree

structures. Customers are grouped in two classes
with different security requirements and are as-
signed to rings or trees such that a minimum re-
quired security level is guaranteed. Customers
that are located on a ring experience an en-
hanced security regarding a network breakdown
since they are still serviced in the case of a sin-
gle edge failure. One relevant field of application
for the CRTP is the design of telecommunica-
tion networks, in which reliability is a crucial
matter. The base CRTP objective is the mini-
mization of the overall edge costs. However, in
order to improve the reliability conditions of tree
customers, we develop alternative criteria in this
work. More detailed, the network reliability is
quantified with regard to different single edge
failures. In particular, we take into account (I)
the minimization of the overall tree edges, (II)
the minimization of the number of subtree cus-
tomers and (III) the minimization of the max-
imal hops from a tree customer to a ring. We
present a mathematical multi-commodity formu-
lation that measures (I)-(III). Based on this for-
mulation, we approximate the Pareto front with
an epsilon-constraint method. Besides the study
of the interplay of the objectives we perform a
structural analysis in which we identify the usage
frequency of arcs and nodes in Pareto-optimal
networks. The latter is suggested for decision
support. We apply our techniques to a series of
literature instances and provide extensive com-
putational results.

4 - Preferential description of robust
paths in oriented graphs

Katarzyna Krupińska, Wroc law University of
Economics, Poland,
katarzyna.krupinska@ue.wroc.pl

We present the problem of a shortest path in a
directed graph in which costs connected to arcs
are uncertain. We consider two different descrip-
tions of uncertain arcs costs: in the first, to each
arc is assigned a vector of costs related to a fi-
nite set of scenarios, in the second description,
uncertain cost may be any number from an in-
terval of possible values. We define a binary re-
lation on the power set of the set of arcs and, in
each case of uncertainty, we search for preferred
paths which may be considered good in the sense
of predefined requirements listed as some prop-
erties satisfied by the preference relation. We
also try to give an operational description of a
predefined concept of a robust preferred path.
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1 - Fuzzy AHP-Fuzzy Promethee Ap-
proach in Evaluation of E-Service Qual-
ity: Case of Airline Web Sites

Pelin Celik, Karadeniz Technical University,
Turkey,
pelin.celik@hotmail.com
Ayse Cansu Gok, Karadeniz Technical Uni-
versity, Turkey,
cansu gok@hotmail.com

In conjunction with the technological innova-
tions in information and communication world,
the services submitted by internet build up over
time and the competition between sectors has
been transported to electronic environment. In
recent years that internet access facilities have
become widespread, firms are obliged to use their
web sites effective as well as to compete and
reach their customers easily. For this reason, so
as to increase the quality of services presented
over the internet, the organizations must attach
importance to the notion of electronic service (e-
service) quality. The e-service quality stands out
from the point of measuring whether the services
provided in electronic environment is qualified to
respond customer expectations and if the firms
are able to gain competitive advantage in sectors
they situated. Because the e-service quality is a
relative notion it is hard to measure and the use
of fuzzy decision making methods that enable to
assess in the circumstances involved uncertainty
like this, presents an efficient solution. In this
context, the aim is to measure the e-service qual-
ity of web sites by fuzzy multi criteria decision
making methods. Firstly, the level of significance
of e-service quality dimensions is determined by
Fuzzy Analytic Hierarchy Process approach as a
consequence of the surveys which are applied to
expert team. After the level of significance deter-
mined, as a result of the surveys that are applied
to customers, the e-service quality of websites of
the airlines corporations performance is assessed
by Fuzzy Promethee method. In this study, it
is profited by 12 expert opinions that consist of
five academics, four aviation industry employee
and three information technology employee and
the customers that used identified four airline
web sites are surveyed. In this application, the
websites of four Turkish companies which are op-
erated in aviation industry, Onur Air, Pegasus,
SunExpress and Turkish Airlines, are taken in
consideration.

2 - An Analytical Network Process
approach for measuring influence of
stakeholders in a project

Monica Garcia-Melon, Universitat Politec-
nica de Valencia, Spain,
mgarciam@dpi.upv.es
Theresa Nagy, Fachhochschule des BFI Wien
GmbH, Austria,
theresa.nagy@fh-vie.ac.at
Pablo Aragones-Beltran, Universitat Politec-

nica de Valencia, Spain,
aragones@dpi.upv.es
Fidel Chaparro, Universitat Politecnica de
Valencia, Spain,
fchaparro@iicv.es

1.Introduction
The Project Management Institute (PMI) de-
fines a project with the attributes temporary,
novel, target-oriented, dynamic and complex.
Among the ten knowledge areas of Project Man-
agement one of them is Stakeholders’ Manage-
ment [1]. The International Project Manage-
ment Institute (IPMA) defines project’ s stake-
holders as “ people or groups, who are interested
in the performance and/or success of the project,
or who are constrained by the project” [2] To-
day we know that a great deal of the complexity
concerns the stakeholder problematic because a
project’s environment involves a broad array of
stakeholders that need to be regarded when it
comes to decision-making processes. This leads
us to the aim of a Stakeholder Analysis (SA) in
project management, which is to gain a compre-
hensive overview of all the players in the environ-
ment of a project [3]. Although SA provides a va-
riety of techniques they do not allow determining
an individual value of the influence of each actor
in a decision-making process. For that, in this
paper we propose a new methodology to mea-
sure the influence that stakeholders exert on the
project based on the multicriteria decision mak-
ing tool Analytic Network Process (ANP) [4]. It
will allow obtaining an individual index of influ-
ence for each stakeholder which could be used to
weight their judgments in case we want to con-
sider unequal importance of voters [5] As far as
we know, ANP has never been applied to analyze
the influence between stakeholders in a group or
social network.

2.Literature review to define “influence”
Stakeholder literature provides some approaches
of how to deal with this issue, to be more spe-
cific, different sets of criteria that finally define
influence. Therefore, a state of the art litera-
ture research was carried out in order to find
out all the different criteria proposed to measure
“influence” of stakeholders. The following list
shows a summary of the results. The criteria
were grouped into 4 clusters: Knowledge, Social
Skills, Externals and Assets:

- K1: Expert Knowledge [6] [7]

- K2: Professional Competence [6][7]

- K3: Experience [6]

- S1: Representativeness [3][7][8]

- S2: Affiliating with others[3][8]

- S3: Manipulating others [3][8]

- A1: Financial Security [6]

- A2: Providing Resources [3][6][8]

- A3: Providing Financials [3][6][8]

- E1: Dependency to External Factors [8]

- E2: Public Image [8]

- E3: Hierarchical Position [6]

3.Approach of the methodology proposed
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The proposed methodology was divided into
four phases: 1.Definition of PM Experts 2.Fix-
ing ANP model 3.Passing questionnaires to ex-
perts 4.Analysis of the results The realization
of the model requires the consulting of experts
in project management and/or of experts of the
particular area of expertise. In order to demon-
strate the goodness of the methodology proposed
it was applied to a particular Project Manage-
ment case study: the implementation of new ef-
ficient energy saving measures for a four star ho-
tel of 200 rooms located at the beach of a city
of the province of Valencia, Spain. The project
management team is integrated by four stake-
holders: Hotel maintenance director (St1), Ho-
tel director (St2), Technical director of the hotel
chain (St3), Owner of the hotel chain (St4).

4.Results
According to the results regarding the criteria:
the criterion which exerts the most influence,
by a large margin is Experience with 18,8This
means that in this certain project that is is
the most important characteristic a stakeholder
can possess. According to the results regarding
the influence of the stakeholders: Stakeholder
3 (technical director of the hotel chain) with a
percentage of 36,1% is the most influential one,
closely followed by Stakeholder 4 (the owner of
the hotel chain) with 35,1% of the influence.
These two actors of the project are the ones that
exert the most influence and therefore should be
paid more attention.

5.Conclusions
The main conclusion we have obtained in this
work is that it is possible to use ANP to analyze
the influence among stakeholders in a Project.
Nevertheless, this is not an easy task. The main
problem is to define the concept of “influence”
when the stakeholders have to face a project.
And then analyze with the help of some Project
Management experts how all the criteria that de-
fine this concept are related to each other. The
results show different influence intensities for the
four stakeholders, which should be considered
when weighting the experts in a participatory
decision making process.
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3 - Determining the Factors of Reputa-
tion Management by ANP Method

İhsan Yüksel, Kırıkkale University, Turkey,
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Tayfun Arar, Kırıkkale University, Turkey,
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Reputation is “the overall estimation in which a
company is held by its constituents” and reputa-
tion management is “to systematically influence
the perceptions that form this estimation”. Since
reputation is a significant determinant of mar-
keting’s influence in businesses, reputation man-
agement gets more important issue and has been
used to reduce the risk of negative interaction
outcomes in this globalized world. It is believed
that a model of company reputation manage-
ment needs to reflect the continual interplay and
accumulation of the many consumer networks as
a dynamic ongoing and interconnected process.
Though reputation has usually been seemed as
public relations’ job; nowadays it is understood
that it is related with competitive success for all
corporation. A good reputation has many ad-
vantages such as a good reputation is significant
because of its value creation potential and the
fact that its intangible nature makes it hard for
competing organizations to copy and do the same
so has numerous positive implications for a com-
pany. It can protect the firm in crisis times and
furthermore keep it away. For employees, a good
reputation means high morale and productivity;
and increasing the possibility for them to show
their talents. In the views of competitors, it is
a powerful way of differentiating the company
from them and stimulating the purchases. For
customers, it means the “attraction” and affect-
ing their buying behavior and charging the price
how the firm would want. For suppliers, it means
a willingness to build up partnerships with that
well-known in case of reputation-firm. Also it
facilitates the investors’ decisions in a positive
way; and establishes customer cross-buying in-
tentions by enhancing expected service quality
of customers, reducing information costs and in-
creasing trust and affective commitment. A good
reputation can add value to a firm in lots of ways
while failure of it can cause the alienating the

93



⋆ WE-1-σ MCDM 2015

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

customers; thus it is such a hard task to man-
age it. Managers who are in charge with rep-
utation management needs to know what fac-
tors play important roles in this management
side. By giving what weights each factor de-
serves, managers can manage reputation more
effectively and can be successful about it. For
every company whether it is a product or ser-
vice company and for every culture these fac-
tors can change but here the aim is to present
general factors derived from literature and au-
thors’ views and order them in a hierarchical
way. Though there are some researches about
reputation management, mostly which are con-
ceptually, we have met two of which studied rep-
utation management with Multi-Criteria Deci-
sion Making Models as we would like to study
in this research. First of these studies have been
done in evaluating the reputation in airline mar-
ket and ordered the factors about reputation and
corporate image of airline companies by using
AHP method in fuzzy technique. Though the
main criteria such are moralities, managements,
economics, services and conveniences seem de-
pendent on each other, the authors preferred to
choose AHP method instead of ANP. The other
study is made by determining 5 factors of on-
line reputation management, then ordered them
by the method DEMATEL based ANP method
which is called as DANP; though the factors are
so few to be satisfied as an academic research.
In this research, a model is built by finding the
factors determining the reputation management
for a manufacturing company from the literature
and authors’ views. Factors are firstly divided
into five main sections as products, management,
employees, economics and customers. Because
these main factors are considered as dependent
on each other, interdependency of main factors is
measured by the method which has been devel-
oped by Saaty in 1996 and called as ANP method
then; per each factor; sub-factors are determined
and made a weighting among these sub-factors
by using AHP method which is developed by
Saaty. The first main factor which is ’prod-
ucts’ involves the sub-factors those are; quality,
variety, pricing and significance. Second main
factor which is ’management’ involves the sub-
factors those are managing style, being in CSR
projects, way of treating employees and on time
performance. The third one that is ’employees’
constitutes the sub-factors which are behaviors
to customers, professional skills, handling com-
plaints and problems. Fourth one, the economics
involves; physical assets (building), financial sit-
uation of the firm, selling channels, promotion
activities and position in the market. And the
last one which is ’customers’ involves; popular-
ity/place of firm in minds, culture of society,
personalized preference and temporal sensitivity.
The factors which affect the reputation manage-
ment of a typical manufacturing firm have been
determined by both authors’ views and basing on
the literature search. The factors are firstly di-

vided into five main categories and investigated
by the technique called ANP because of their
dependency on each other; and then the sub-
factors, twenty at total, have been found their
global weights and ordered by using the tech-
nique called AHP.

4 - Third Party (3P) Warehouse Loca-
tion Selection in a Lube Oil Company:
An AHP Approach

Fikri Dweiri, University of Sharjah, United
Arab Emirates,
fdweiri@sharjah.ac.ae
Sharfuddin Ahmed Khan, University of Shar-
jah, United Arab Emirates,
skhan@sharjah.ac.ae

Warehouses are most crucial components of most
modern supply chains: they are likely to be in-
volved in various stages of sourcing, production
and distribution of goods. From handling of raw
materials to work in process through to finished
products as the dispatch point serving the next
customer in the chain, they are critical to the
provisions of high customer service levels. The
objective of this paper is in two folds, first we will
identify and rank third party (3P) warehouse se-
lection criteria for lube oil company in Pakistan
and secondly, we will rank alternatives using An-
alytical Hierarchal Process (AHP).

⋆ WE-1-σ-HS5
� Multi Objective Optimization

Wednesday, 09:00–10:40 – Room HS 5

Session: Multi Objective Optimization for Soci-
ety

Chair: Amin Chaabane

1 - A Framework for Natural Disaster
Mitigation Decision Making

Rob Van Den Honert, Macquarie University,
Australia,
rob.vandenhonert@mq.edu.au

Australia is exposed to natural disasters on a
recurring basis, which have significant financial,
economic and social costs. The impacts and
costs of such disaster events can be expected to
increase in the future with population growth
and expanding urbanisation in coastal and bush-
land areas. Current government funding ar-
rangements are heavily weighted towards disas-
ter recovery, which reduces the economic incen-
tive for state and local governments to mitigate
disaster risk. As such, natural disaster costs have
become a growing liability for governments. Ef-
fective planning and mitigation of natural hazard
risks by reducing exposure and vulnerability to
hazards is thus an essential task for government.

One step in the mitigation “value chain” is the
selection of the best mitigation options for a set
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of locations exposed to natural hazard risk. This
paper describes the approach taken to develop a
transparent and robust decision support frame-
work to support this decision within the Aus-
tralian emergency management community. The
aim was to produce a model to evaluate and com-
pare potentially suitable alternative options to
ensure consistent and reliable decision making
in the face of limited financial resources. The
decision maker is ultimately likely to be a com-
mittee of high-level public servants tasked with
recurrently (annually, say) allocating funds from
a finite budget to a project set. The decision
is likely to have to be repeatable (i.e. annual
allocations) and scalable (i.e. different levels of
jurisdictions), so a single model with common
criteria was desired, to ensure temporal and spa-
tial consistency.

The overall objective was a prioritisation of a
number of potential mitigation projects, based
on criteria entailing

- risk reduction to the community (largely in
line with consequence categories detailed in na-
tional emergency risk assessment guidelines, and
relating to the reduction in threat to human life,
losses of buildings, infrastructure and property,
and business losses), and

- social benefits to the community, i.e. those with
social, or environmental impacts (such as loss of
community amenity or species habitat, and re-
duction in the perception of risk).

Whilst it is desired to minimise the social and en-
vironmental impacts of a project (or better still,
improve them, if this is possible), at the same
time it is desirable to maximise risk reduction
and positive economic impacts.

The framework makes use of cost-benefit analy-
sis (CBA) suitable for analysing financial costs
and benefits as one criterion in a multi-criteria
decision analysis (MCDA), which is better suited
to analysing qualitative costs and benefits, such
as some social and environmental costs and ben-
efits.

A value tree, comprising four sub-trees from the
four established disaster recovery domains

- Social domain

- Environmental domain

- Built domain

- Economic domain

was built iteratively and in conjunction with
a high-level decision task team responsible for
framing the decision process. A group of experts
in community resilience and recovery policy and
funding debated and arrived at appropriate cri-
teria weights, as well as suitable value functions
for the attributes describing the criteria.

Finally, a portfolio of mitigation projects was de-
termined from the prioritised set using a linear
programming model, with constraints represent-
ing budget and diversification requirements.

Apart from discussing the development of the
model, this paper will describe the reaction to
the decision framework from high-level policy
specialists and subject matter decision makers

who had not been exposed to formal models of
a complex decision problem in this field before,
as well as discuss some practical implementation
issues.

2 - Applications of preferences, utility
functions and multiobjective optimiza-
tion methods in insurance companies.

Ulkar Ahmad-Zada, Chartis Azerbaijan In-
surance Company, Azerbaijan,
ulkarahmadzada@ymail.com

This work illustrates the applications of decision
making process in insurance companies from the
first step of taking risk to the final analyses of
the occurred losses in order to reach a better re-
sults in future estimation process. The paper
shows the mechanism of preferences of the de-
cision makers who wishes to make a reasonable
choice by taking a better risk. Using a set of ax-
ioms for coherence among preferences, it shows
the existence of utility function, defined on the
set of choices and maintaining the individual’s
preference ordering. Also considering examples
when a decision maker has to choose among the
different kinds of utility functions to determine
the maximum premium the policyholders have
to pay to get a full coverage. The work also
deal with the problems when several functions
are proposed to obtain a necessary claim amount
to be paid and a multi objective optimization
procedure is used to obtain the appropriate pa-
rameters using statistical data of the company
and to find the best function to approximate.
The main goal of the paper is to find the best
combinations of the applied methods to reach
significant results in risk assessment.

3 - A multi-objective goal programming
model for maritime search and rescue
location analysis

Amin Akbari, Dalhousie University, Canada,
amin.akbari@dal.ca
Ronald Pelot, Dalhousie University, Canada,
ronald.pelot@dal.ca
H.A. Eiselt, University of New Brunswick,
Canada,
haeiselt@unb.ca

Location-Allocation problems are basic models
for several important applications, including the
location of ambulances, police cruisers, fire sta-
tions, distribution centers and so on. Optimiz-
ing the efficiency of resources is always a major
concern. Maritime Search and Rescue, catego-
rized as a public emergency response activity,
is a potential application of Location Analysis
to deal with managing resources and their loca-
tions. This problem becomes more complicated
when we are faced with several criteria for as-
sessing decision outcomes, some of which may
be conflicting as well. There is a rich and di-
verse literature in the area of emergency location
analysis, but some gaps still exist, particularly in
the case of maritime search and rescue resource
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planning. Usually, research in this area consid-
ers only a single objective while in the real case
there is more than one criterion that decision
makers care about. Coverage, cost and average
access time or response time are widely used in
multi-criteria location analyses as model objec-
tives. This study considers several criteria as
objectives in the mathematical model.
In this research we build a framework of
mathematical models to optimize the Loca-
tion/Allocation of Maritime Search and Rescue
Resources with regard to several criteria such as
primary and backup coverage, mean access time
and service equality. Atlantic Canada serves as
the area of the study and the Canadian Coast
Guard has provided the necessary datasets and
information. The general methodology utilized
in this study is to build a goal programming
multi-objective model to optimize the location
and response allocation of SAR resources in or-
der to achieve greater response effectiveness and
resource utilization. The number of feasible so-
lutions is much more than can be easily handled
by traditional multi-attribute decision making
methods. Therefore, we need to utilize multi-
objective optimization methods to model our
problem. Sensitivity analyses are performed on
variable objective weights and goals values to ex-
amine their impact on the optimal solution.
Results of this study could be useful for guid-
ing decisions with regards to Search and Res-
cue vessel acquisitions and placement in order
to improve the efficiency of resources and in-
crease the service level. More specifically, the
outcome of this study could provide the Cana-
dian Coast Guard with some beneficial insights
for future resource capacity planning including
fleet recruitment planning and appropriate sta-
tions for placing new vessels. Also, it can be
helpful for managing current operations to in-
crease the resource utilization and effectiveness
of their services. Several operational rules can
be extracted from the model solution for best
resource allocation policies.

4 - Sustainable Closed-Loop Supply
Chain Design: a Multi-objective Op-
timization Approach

Amin Chaabane, École de technologie
supérieure, Canada,
amin.chaabane@etsmtl.ca
Ramin Geramianfar, École de technologie
supérieure, Canada,
ramin.geraminafar.1@ens.etsmtl.ca

Introduction
For many years, the common belief of supply
chain management was associated with the flow
of material from suppliers to costumers. Closed-
Loop supply chain focuses on taking back prod-
ucts from customers and reuse modules, compo-
nents, and parts. Closed loop supply chain man-
agement (CLSCM) is the design, control, and op-
eration of a system to maximize value creation

over the entire life cycle of a product with dy-
namic recovery of value from different types and
volumes of returns over time (Govindan et al.,
2015). Today, CLSCM practices are shifting to-
ward the integration of sustainability objectives.
Companies need to be responsible for the im-
pacts of their products on environment and the
whole society. Moreover, government legislations
have been widely expanded to force corporations
to minimize their environmental impacts. In
addition, customers mainly prefer to buy their
products from companies which care about the
environment. Last but not least, return products
might be important from a financial point of view
as they are cheap resources to fulfill customer’s
demand. Majority of operation research-based
papers related to closed-loop supply chain net-
work design have not focused on the social side of
sustainability. Accordingly, this analysis clearly
points to a research gap regarding social pillar as
well as the overall integration of the three sus-
tainability performances. Thus, this study fo-
cuses on the social side of sustainability in closed-
loop supply chain design. However, the main
questions that need to be answered in the current
work are: (1) what are the impacts of social per-
formances on main objectives, profit and envi-
ronment of a supply chain network, and (2) how
do social indicators govern and apply to a vast
array of decisions in closed-loop supply chain
network. Literature review In the past decade,
closed loop and sustainable supply chains have
received a lot of attention among researchers.
Dehghanian and Mansour (2009) applied an An-
alytical Hierarchy Process (AHP) to handle the
social aspect of sustainability into a recovery net-
work of end-of-life products. Moreover, Chaa-
bane et al (2012) introduced a mixed-integer lin-
ear programming to design a sustainable supply
chain network of aluminum industry to evalu-
ate the trade-off between economic and environ-
mental objectives. Elhasia e al (2013) applied
a discrete-event simulation model of sustainable
supply chain in order to analyze a cement sup-
ply chain operations and find the best scenario
that demonstrates the best economic, ecological
and social performance. In this paper, we use the
mathematical formulation proposed by Devika et
al. (2014) as a benchmark. We apply different
social indicators to the proposed model to assess
how social parameters could affect decision vari-
ables and objective functions in the supply chain
network. Model description The multi-objective
mixed-integer linear programming (MOMILP)
formulation associated the minimization of costs,
waste minimization and the maximization of so-
cial responsibilities with the weights associated
with social criteria. The MOMILP consists of
ten echelons with considering four types of fa-
cilities in the reverse network: (a) Recovering;
(b) Remanufacturing; (c) Recycling and (d) Dis-
posal. The main decisions should be made in this
model are: determining the type of technologies
of manufacturing center; assigning the customers
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to distribution centers and collection centers; the
amount of products which have to be produced
at each plant and the flow of materials.
Results
The model is developed in GAMS 23.5 and
solved with CPLEX solver. However, different
social indicators have been applied to the model
in order to compare the results. Generally, in-
creasing the social activities results the maxi-
mization of net return and the minimization of
wastes. Moreover, some of decision variables are
influenced by social activities and various indica-
tors have different impacts on decision variables.
For instance, the indicator “number of job op-
portunities” affects the decision variables asso-
ciated with establishing facilities. Consequently,
centers which need lower opening costs create
more job opportunities.
Conclusion
In this paper, we developed a mathematical for-
mulation proposed by Devika et al. (2014) with
various social indicators in order to assess the
impact of social activities on objective functions
and decision variables. However, the results rep-
resent that investment in social activities is able
to increase profit and reduce the environmental
impacts in the supply chain network. As a re-
sult, it is crucial for managers to discover the
optimum level of investment in social activities
as it could lead to economic benefits and waste
reduction for businesses.
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1 - Industry Risk Assessment in Brazil
with the WINGS Method

Bernardo Mello, Brazilian Development
Bank and Ibmec School of Business and Eco-
nomics, Brazil,
bbraz2@gmail.com
Luiz Flavio Autran Monteiro Gomes, Ibmec
School of Business and Economics, Brazil,
autran@ibmecrj.br

Due to the increasing importance of the finan-
cial market over the past decades, credit risk
has become a paramount issue in investment,
loan spreads, corporate solvency, trends and
prospetcs, etc. Credit risk evaluation models
may be classified in two broad categories: quan-
titative and qualitative. Quantitative models
seek to analyze information from financial state-
ment and indexes, while qualitative models focus
on the analysis of intangible variables that affect
global business. These models typically follow
a top-down approach by analyzing the industry
risk, competitiveness and peer comparison and
management. The aim of this paper is to present
an industry risk assessment model based on mul-
ticriteria analysis methods that can measure the
strength of variables that affect the industries of
Brazilian economy, as well as the influence be-
tween them. The model is based primarily on the
Weighted Influence Non-Linear Gauge System
method. Concerning human judgements about
the variables, the model is founded on the use of
the Analytic Hierarchy Process method. The re-
sult from the model is presented through risk lev-
els, applied to fourteen industries in the Brazil-
ian economy. The paper closes with a discussion
of results, as well as with an outline to future
research directions.

2 - The Hellinger TODIM for Ranking
and Comparing Performance of Evolu-
tionary Algorithms

Renato Krohling, Federal University of Es-
pirito Santo, Brazil,
krohling.renato@gmail.com
Rodolfo Lourenzutti, Federal University of
Espirito Santo, Brazil,
rodolfo.lourenzutti@gmail.com

In order to compare algorithms performance it is
very common to handle such issue by means of
statistical tests. In this paper, we present an al-
ternative method based on TODIM (an acronym
in Portuguese for Interative Multi-criteria De-
cision Making) to solve this kind of problem.
When multiple algorithms are applied to mul-
tiple benchmarks as is common in evolutionary
computation a typical issue rises, i.e., which al-
gorithm presents the best, the second best, or
in some cases, the worst performance among the
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suite of benchmarks?. It is a standard procedure
in evolutionary computation that the algorithms
are executed several times and then the mean
value and the standard deviation are calculated.
In this case, the alternatives consist of the al-
gorithms and the criteria are the benchmarks.
Since the standard TODIM is not able to handle
the stochastic nature of evolutionary algorithms,
we employ the Hellinger-TODIM, which uses the
Hellinger distance. Examples are used to illus-
trate the method for evolutionary algorithms but
the approach is of general purpose. Simulation
results show the feasibility of the proposed ap-
proach to find out the ranking of algorithms un-
der evaluation.

3 - Improving Systems Usability
through Multicriteria Classification:
the TODIM-FSE Method

Luiz Flavio Autran Monteiro Gomes, Ibmec
School of Business and Economics, Brazil,
autran@ibmecrj.br
Maria Augusta Soares Machado, Ibmec
School of Business and Economics, Brazil,
fuzzy-consultoria@hotmail.com
Aderson Campos Passos, Military Institute
of Engineering, Brazil,
aderson@ime.eb.br

TODIM-FSE is a new multicriteria classification
method that combines the prospect theoretical-
based TODIM technique with the Fuzzy Syn-
thetic Evaluation approach. This paper shows
how TODIM-FSE can support decisions on
where to invest in order to improve systems us-
ability. The case study of the intranet of a
Brazilian university illustrates the application
of the technique. The alternatives taken into
account in the analysis are constructs related
to each of the following metrics: ease of learn-
ing; ease of remembering; error control; effi-
ciency; effectiveness; and satisfaction. The cri-
teria are five and their valuations range from to-
tal dissatisfaction to total satisfaction of users.
For this case study data on users preferences
are surveyed. The resulting figures point out
which are the most impacting metrics for the
universitys intranet system. The analysis with
TODIM-FSE leads to the most relevant con-
structs that minimize the costs to improve the
usability of the system. Numerical comparisons
between the application of TODIM-FSE and the
use of the Choquet integral are provided in the
paper. The fuzzy measures used in this paper
were determined by using varimax rotation in
principal component analysis in order to clas-
sify the variables that were considered. The pa-
per closes with indications of the most important
constructs for some major metrics for this case
study. Conceptual differences between TODIM-
FSE and equivalent methods such as ELECTRE-
Tri and UTADIS are also commented in the clo-
sure of the paper.

Wednesday, 11:10–12:50

⋆ WE-2-α-HS1
� Behavioral Aspects, Group Decision Making,
Negotiations, Interactive Methods, Software

Wednesday, 11:10–12:50 – Room HS 1

Session: Group Decision Making: Negotiations
and Fuzzy Approaches

Chair: Murat Erkoc

1 - Modelling Scenarios of Sensitiv-
ity Analysis in a Fuzzy Multi-Criteria
Group Decision Making Environment

Eric Afful-Dadzie, Faculty of Applied Infor-
matics, Tomas Bata University, Czech Re-
public,
afful@fai.utb.cz
Zuzana Komı́nková Oplatková, Faculty of
Applied Informatics, Tomas Bata University,
Czech Republic,
kominkovaoplatkova@fai.utb.cz
Stephen Nabareseh, Faculty of Applied Infor-
matics, Tomas Bata University, Czech Re-
public,
nabareseh@fame.utb.cz

Sensitivity analysis plays a crucial role in deci-
sion making support systems. In group decision
making settings, it becomes handy in testing for
the reliability and stoutness of the preferences
made by decision makers. This paper presents
novel scenarios of sensitivity analysis in a Fuzzy
Multi-Criteria Group Decision Making Environ-
ment to analyse the congruent effect of certain
changes on the final ranking or selection of a best
alternative. Using numerical examples of fuzzy
TOPSIS and PROMETHEE Multi-Criteria De-
cision Making Methods, a demonstration of mod-
elling critical changes to (1) criteria weights (2)
alternatives ratings (3) exclusion and inclusion of
decision makers are presented. The various sce-
narios presented are generally considered adapt-
able to other MCDM methods.

2 - Aggregation of preference informa-
tion using neural networks in group
multiattribute decision analysis

Ichiro Nishizaki, Hiroshima University,
Japan,
nisizaki@hiroshima-u.ac.jp
Tomohiro Hayasida, Hiroshima University,
Japan,
hayashida@hiroshima-u.ac.jp
Shinya Sekizaki, Hiroshima University,
Japan,
sekizaki@hiroshima-u.ac.jp

In this paper, we deal with group multiattribute
utility analysis incorporating preferences of mul-
tiple interested individuals. Since it is difficult to
repeatedly ask them questions for determining
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parameters of a multiattribute utility function,
we gather preference information of them by ask-
ing not difficult questions to answer, and develop
a method for selecting an alternative consistent
with the preference information. For a given
set of single-attribute utility functions, assuming
multiattribute utility functions to be in the mul-
tiplicative form, we evaluate trade-off between
attributes by utilizing neural networks. Using
the preference information actually gathered in
an application study (Hayashida et al., 2010), we
verify the effectiveness of the proposed method.

3 - An Integrated Fuzzy Multi Criteria
Group Decision Making Approach for
Software Selection Problem

Ömer Faruk Efe, Gümüşhane University,
Turkey,
omerfarukefe@gumushane.edu.tr
Burak Efe, Gazi University, Turkey,
burakefe0642@gmail.com
Mustafa Kurt, Gazi University, Turkey,
mkurt@gazi.edu.tr

Any software in market can not exactly perform
the expectations and requirements of firms, be-
cause firms lead its trade with different goals and
strategies. In order to carry out an achievement
software project in firms, it is essential to select
an appropriate software system because it is a
difficult and expensive process for firms. This
study presents a new decision framework that
could deal with the interdependencies among dif-
ferent criteria and to indicate how to select the
most appropriate software alternative in software
evaluation project. This study provides a hy-
brid fuzzy multi-criteria group decision making
model to evaluate alternative software. Firstly,
fuzzy extension of AHP is employed to compute
the weights of criteria and sub-criteria in a soft-
ware selection problem systematically in a vague-
ness environment. Fuzzy extension of AHP is
suggested in this study because of little compu-
tation time and much simpler than other fuzzy
AHP procedures. Then, the result of the fuzzy
PROMETHEE model can be employed to de-
fine the most appropriate alternative with regard
to this firm’s goals in uncertain environment.
Not only the used method, which is known as
a fuzzy form of PROMETHEE, maintains ad-
vantages of PROMETHEE, but also supports to
make a decision in a vagueness environment. It
ensures the chance of selection decision makers
preference functions. All the stages of suggested
methodology are implemented to ensure an ana-
lytical tool in an electronic firms software evalu-
ation project. A number of decision makers in-
teract to achieve unique decision in group deci-
sion making. Each decision maker might have
special goals, opinions, and different evaluation
process, although they aim to select the best al-
ternative. The decision makers have to define
their preferences by using a set of numerical val-
ues. The utilization of same preference by all the

decision makers has been a widespread imple-
mentation in group decision making but it cant
generally be possible in actual implementation
because of special characteristics of each decision
maker such experience, abilities, and knowledge.
There is no study about software selection us-
ing integrated fuzzy AHP-fuzzy PROMETHEE
approach with group decision making. Software
selection process includes defining of expert deci-
sion makers to make selection, determining suit-
able software alternatives, determining criteria
that examined in evaluation phases, weighting
the criteria and evaluation of alternatives phases.
Software selection procedure begins to assign the
three experts committee comprising of software
and academic experts. We identified cost, tech-
nical specifications, vendor specifications and
ease of use as the main criteria in an appropriate
software selection problem through opinions of
experts and literature review. Cost criteria cov-
ers two sub-criteria like purchasing fee, updat-
ing fee, and technical specifications criteria cov-
ering five sub-criteria like interface, functionality,
module framework, software reliability, support-
ing data files, and vendor specifications criteria
covering three sub-criteria like training and con-
sulting services, vendors reputation, references,
and ease of use criteria covering five sub-criteria
like speed, learnability, suitability for user, soft-
ware ergonomics, reporting. The consistent ra-
tios (CRs) of the pair-wise comparison matrix
for main and sub-criteria have been observed as
smaller than 0.1 so that the assessment proce-
dures are rather enough consistent. CRs for each
decision makers are calculated. When the CR
exceeds this number, the assessment procedure
must be reconsidered in order to improve consis-
tency. Furthermore, the importance degrees of
decision makers can be quite influential in group
decision making so that weights of three decision
makers in this study have been determined. Our
recommended methodology is intended to ease
group decision making in the software selection
process. Results indicate that our methodology
allows decreasing the information loss in group
decision-making and thus, ensures a robust solu-
tion to the firm.

4 - A Game Theoretic Approach for
Multiobjective Energy Policy Making

Murat Erkoc, University of Miami, USA,
merkoc@miami.edu
Nurcin Celik, University of Miami, USA,
celik@miami.edu
Busra Keles, University of Miami, USA,
bkeles@miami.edu
Mahide Kucuk, Anadolu University, Turkey,
mkucuk@anadolu.edu.tr
Yalcin Kucuk, Anadolu University, Turkey,
ykucuk@anadolu.edu.tr

In this paper, we propose a two-stage decision
making model on how a government should build
and incentivize its energy policy across multiple
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objectives of economic concerns, environment,
and energy surety over a finite time horizon.
We introduce a Game Theoretical setting be-
tween a governmental institution and a power
generating company, where the former one sets
penalties and limits for the latter one to build
and incentivize policies regarding power genera-
tion and capacity investments. In the proposed
setting, the governmental agency moves first
and determines the allowable limits for differ-
ent types of greenhouse gas emissions, and incen-
tives for increasing the ratio of energy generation
from renewable and sustainable sources. The
power generating company responds by choosing
its energy investment and production strategies.
The governmental agency is motivated by multi-
ple conflicting concerns, namely, economic well-
being of its constituencies, environment, and en-
ergy surety, whereas, the power company aims
to minimize its investment and production costs.
The power company minimizes its cost under
constraints enforced by the government in terms
of penalties and limits. Inferring on the power
companys best response, the agency needs to
set its limits and penalties that leads to energy
generation policies striking an optimal balance
among the conflicting objectives.

The governmental agency has three distinct ob-
jectives: i) minimization of energy generation
cost; ii) minimization of greenhouse gas emis-
sions; and iii) maximization of energy surety.
The agency needs to take the energy generation
costs into consideration in developing its policies
since higher costs usually are reflected on the
energy bills of the industry and residents that
are part of the agencys constituency. This ob-
jective coincides in most part with the objec-
tive of the power company. However, having
a much broader stakeholder base, the agency is
concerned of other issues as well. The second
objective addresses the environmental concerns,
where the agency has responsibility to protect
the environment for its citizens and thus, needs
to curtail the greenhouse gas emissions. The
last objective ensures uninterrupted availability
of energy for its citizens. This objective involves
stochastic elements due to uncertainty regarding
the yield in renewable energy generation.

The valuation of the agencys conflicting objec-
tives changes with the perspectives of various
stakeholders. Some emphasize the cost and pro-
duction efficiency and as such, consider renew-
able energy an inefficient and overrated alterna-
tive in power generation. Such perspectives may
be motivated by the political structure, pressures
from lobbyists, and a governments large endow-
ment of huge resources of conventional energy.
On the other hand, environment-conscious citi-
zens and organizations pressure governments to
encourage renewable energy to minimize pollu-
tion and dependency to mineral resources. Thus,
the governmental agency is compelled to cope
not only with multiple conflicting objectives but
also with conflicting valuations of these objec-

tives. Consequently, the agencys problem is in
fact addressed by multiple decision makers rep-
resenting different viewpoints.

The two stage decision process is modeled as a
leader-follower game. In order to find the equi-
librium employ backward induction and derive
the best response function of the power company
based on its optimization model with single ob-
jective function. Next, we map the companys
response function into the governmental agen-
cys multiobjective decision model. To solve the
agencys model we use the Successive Weighted
Sum (SWS) method proposed by Kucuk et al.
(2010). The SWS method makes use of vec-
tor optimization and applies multiple weight vec-
tors to solve multiobjective optimization models.
The main purpose of vector optimization prob-
lems is to find optimal elements of a given set
in partially ordered linear spaces. The weight
vectors in the SWS approach are applied suc-
cessively to the solution of the model. Each
weight vector narrows down the solution space
by generating subsequent subsets. The use of
multiple weight vectors enables us represent dif-
fering views of the stakeholders. Since there
are multiple decision makers in our problem, the
solution necessitates multiple preference orders,
which are captured by multiple weight vectors
used as part of the SWS procedure. In contrast
to conventional weighted sum methods, the SWS
method guarantees convergence to a unique so-
lution by use of consecutive weight vectors that
are perpendicular to each other. Since the num-
ber of weight vectors is limited by the number
of objective functions, three vectors represent-
ing three different viewpoints are assumed in this
study. The vectors are ordered based on the im-
portance of the decision maker and/or the view-
point influencing the agencys solution.

Using both analytical and numerical analyses,
we investigate equilibrium conditions and derive
managerial insights regarding the energy policy
making problem. We demonstrate the effective-
ness of our approach with a case study from the
State of Florida, USA. We conduct a sensitiv-
ity analysis by investigating different cost struc-
tures and varying orderings of the weight vectors.
In a broader sense, our work provides a novel
framework for policy making on energy that inte-
grates incentive compatibility by means of Game
Theory, conflicting objectives by means of multi-
objective modeling, and differing viewpoints by
means of the SWS method. It also is a stand-
alone demonstration for the application of SWS
method in a practical context.
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1 - Studying synergies between Data
Envelopment Analysis and Multiple
Criteria Decision Aid: the case of
PROMETHEE methods

Maryam Bagherikahvarin, Universite Libre
de Bruxelles, Belgium,
mbagheri@ulb.ac.be
Yves De Smet, Universite Libre de Bruxelles,
Belgium,
yves.de.smet@ulb.ac.be

Data Envelopment Analysis (DEA) and Multi-
ple Criteria Decision Aid (MCDA) are two im-
portant research areas in Operational Research
(OR). These domains are both based on the eval-
uation of “objects” according to multiple “points
of views”. This common feature leads to think
that synergies exist between the two fields. Due
to their successful application in finance, health
care, transportation, water management, etc. we
focus ourselves on the PROMETHEE multicri-
teria methods. In this work, we will investi-
gate two potential combinations between DEA
and PROMETHEE. Firstly, we will study how
DEA can be applied to constraint weight values
in PROMETHEE VI. Within the MCDA frame-
work, choosing the most appropriate weights
for the different criteria often arises as a prob-
lem itself for Decision Makers (DMs). As a
consequence, researchers have developed origi-
nal methodologies to help them during the elic-
itation phase. Sensitivity analysis tools, like
PROMETHEE VI, allows to determine the im-
pact of ranges of weight values. In this work,
we suggest an extension of the so-called “deci-
sion maker brain” used in the GAIA plane. The
underlying idea is based on the computation of
weights that are compatible with the DEA analy-
sis. Secondly, we address the problem of weight
restrictions in DEA. These questions were ini-
tiated with the goal of making DEA outputs
more reasonable. Indeed, in classic DEA mod-
els, some inputs/outputs can sometimes be char-
acterized by arbitrarily low or high weight val-
ues. These can be in contradiction with a pri-
ori information leading to counterintuitive inter-
pretations. The aim of this research is to in-
vestigate a new weight restricted DEA approach
based on a MCDA methodology. To achieve this
goal we use the stability intervals based on the
PROMETHEE II method as weight constraints
in DEA. As expected, these restrictions improve
the discrimination power of the model. As well,
in the new DEA approach, the unicriterion scores
matrix is used instead of the initial evaluation
matrix. In this way, we already integrate pref-
erential information in the DEA process. By
construction, the obtained results are compat-
ible with the PROMETHEE II ranking. Both
models are illustrated by means of real exam-
ples.

2 - A temporal extension of

PROMETHEE methods

Issam Banamar, ULB, Belgium,
issam.banamar@ulb.ac.be
Yves De Smet, ULB, Belgium,
yves.de.smet@ulb.ac.be

A temporal extension of PROMETHEE methods

Issam Banamar, Yves De Smet CoDE-SMG,
Université libre de Bruxelles

PROMETHEE & GAIA [1] are well-known mul-
ticriteria decision aid methods. They have been
applied in hundreds of applications such as wa-
ter management, human resources, industrial lo-
cation, investments, finance, health care, etc [2].
This success is partly due to the simplicity of
the methods, the existence of user-friendly soft-
ware (like D-SIGHT [3]) and the availability of
visual interactive tools that allow to better struc-
ture and understand decision problems. Never-
theless, current PROMETHEE methodology re-
lies on the assumption that data are not time
dependent.

Several multicriteria applications are character-
ized by temporal evaluations. To illustrate this
point, let us consider the case of a hospital where
physicians want to monitor the health of many
patients. These are evaluated by time dependent
criteria such as the level of cholesterol, pulse,
temperature, etc. After a given period, a ranking
of all patients present in the medical unit has to
be established in order to evaluate the treatment
efficiency.

In this work, we present an extension of
PROMETHEE which takes into account the fact
that alternatives and preferences may evolve over
time. Hence, this model is based on a specific ag-
gregation operator [4] which requires the elicita-
tion of the decision maker weighting time vector
[5]. It also investigates how the GAIA plane can
be extended in order to display dynamic evalua-
tions with respect to given criteria.

REFERENCES:

[1] BRANS, J.P. and MARESCHAL, B.
“PROMETHEE Methods in Multiple crite-
ria decision making-State of the Art-Surveys”.
Springer series, 2002, 163-195.

[2] BEHZADIAN, M., KAZEMZADH, A., AL-
BADVI, D. and AGHDASI, M. “PROMETHEE:
A comprehensive literature review on method-
ologies and applications”. European Journal of
Operational Research, 100(1):198-215, 2010

[3] HAYEZ, Q., DE SMET, Y. and BONNEY,
J. “D-Sight: A New Decision Making Software
to Address Multi-Criteria Problems”. Interna-
tional Journal of Decision Support System Tech-
nology, 2012.

[4] GUO Ya-jun, YAO Yuan, YI Ping-tao
“Method and Application of Dynamic Compre-
hensive Evaluation”. Systems Engineering -
Theory & Practice. Volume 27, Issue 10, Oc-
tober 2007

[5] EPPE, S. and DE SMET, Y. “An
adaptative questioning procedure for eleciting
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PROMETHEE IIs weight parameters”. The In-
ternational Journal of Multicriteria Decision

3 - Multi criteria methods used for as-
sessing for companies’ attractiveness

Zoumpolia Dikopoulou, Hasselt University,
Belgium,
zoumpolia.dikopoulou@student.uhasselt.be
Gonzalo Nápoles, Central University of Las
Villas, Cuba,
gnapoles@uclv.edu.cu
Elpiniki Papageorgiou, Technological Educa-
tion Institute of Central Greece, Greece,
epapageorgiou@teiste.gr
Koen Vanhoof, Hasselt University, Belgium
koen.vanhoof@uhasselt.be

Many researchers have studied about attractive-
ness of a company in business domain but survey
after survey, reveals that there is always room
for improvement. In this paper, human rea-
soning extraction is investigated to evaluate the
attractiveness of each company resident in Bel-
gium. The term attractiveness refers to the case
that a company X pays attention only to cus-
tomers preference to boosting employee satisfac-
tion, help the company retain personnel and at-
tract new employees. This leads to brand name
improvement which allows the company to in-
crease the sales of their products or services,
remain competitive in the market and increase
the employee productivity. These effects can be
achieved if the company will focus and improve
the factors that participants considered more im-
portant. Three Multi-Criteria Decision Mak-
ing methods: Technique for Order Preference
by Similarity to Ideal Solution (TOPSIS), Ana-
lytical Hierarchy Process (AHP) and Weighted
Sum Model (WSM) were deployed to identify
and order the most important factors that in-
fluence the company competitiveness based in
customer satisfaction. The challenging part of
this study is the exploitation of ”pure” knowl-
edge from participants, the comparison of results
and finally, the aggregation of all accomplished
evaluations, without expert knowledge and con-
sequently without weights and criteria. To ac-
complish this goal, we customized TOPSIS and
AHP methods to deal with participants’ consen-
sus, without using common voting methods but
methods based on MCDM. 14.585 questionnaires
were gathered from people in Belgium and 349
companies, which were resident in Belgium, par-
ticipated in this research. It is important to note
that the respondents didnt have any information
about the name of each company. The most sig-
nificant factors were selected from respondents
on the assumption that they wished to choose a
company X to be employed in. The question-
naire was divided into two parts, Data Set 1
(DS1) and Data Set 2 (DS2). In DS1, partici-
pants gave their preference value only to five of
the seventeen factors that consider more impor-
tant. In DS2, participants had not any limita-

tion for the factors’ choice. Each participant had
to split the amount of one thousand points to
factors that they considered most important by
giving more points to the most significant factor.
Before ordering the factors, the first procedure
was to clean the data in order to achieve the
best results. As mentioned before, there is no
knowledge about criteria, which are important
to determine the ranking, especially in TOPSIS
and AHP method. In this paper, each horizon-
tal row of the decision matrix is allocated to one
factor and each vertical column to one partic-
ipants opinion. All participants had equal im-
portance so no weights were required. The re-
sults have shown that rankings of seventeen fac-
tors (of thousands of participants opinions which
were distributed in fifteen sectors), were similar
in three methods. The five top factors that each
company is interested to improve were at the top
of the list. Since TOPSIS and AHP method was
proved effective in our problem to rank properly
the factors, we applied once again TOPSIS and
AHP method to aggregate the people consensus
in the final classification. In these cases, sev-
enteen factors were used as an input (rows) in
the decision matrix and fifteen sectors were in-
serted as columns and applied in DS1 and DS2.
Fifteen rankings (one for each sector), that have
been ordered with TOPSIS method, were aggre-
gated into a final order, using TOPSIS method
and other fifteen rankings that have been ordered
with TOPSIS method, were aggregated into a
single one, using AHP method. As noted in the
final standings the top five factors or the most
significant factors, are common in both differ-
ent data sets. The purpose of the final ranking
was to aggregate the common opinion (or else
the consensus) and reflect the significant factors
that need to improve when the company X cares
about the attractiveness or wants to enhance the
competitive advantage. The ranking of top 5 fac-
tors show that people prefer long term job secu-
rity and competitive salary package more than
offering of interesting jobs, financially sound and
pleasant working environment. It also showed
that people in Belgium prefer stability (long-
term security) instead of jobs financially sound.
However, this outcome is not surprising and it
could be a direct result of the economic crisis.

4 - Inverse Multiple Criteria Sorting
Problem

Vincent Mousseau, Laboratoire de Génie In-
dustriel, Centrale-Supélec, France,
vincent.mousseau@centralesupelec.fr
Özgür Özpeynirci, Department of Logis-
tics Management, İzmir University of Eco-
nomics, Turkey,
ozgur.ozpeynirci@ieu.edu.tr
Selin Özpeynirci, Department of Logis-
tics Management, İzmir University of Eco-
nomics, Turkey,
selin.ozpeynirci@ieu.edu.tr

102



MCDM 2015 ⋆ WE-2-δ

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Multiple criteria sorting problem (MCSP) is to
assign objects evaluated with multiple criteria to
one of the predefined and ordered classes. As-
signing star-ratings to hotels, credit risk assess-
ment of countries or individuals, letter grading
of students at the end of academic semesters are
all examples of MCSP. Multiple criteria sorting
methods and their real-life applications are well
studied in the literature.

In this study, we consider the inverse multiple
criteria sorting problem (IMCSP) where we have
the chance to modify the scores of the objects by
taking a subset of the predefined actions, hence
to change the final classification of the objects.
Each action has a corresponding cost and impact
on the scores of the objects under each criterion.

In IMCSP, we consider different underlying sort-
ing methods, level of information and types of
problems. We assume the underlying sorting
method is known and study three different meth-
ods: linear, UTADIS and MR-Sort. We con-
sider two levels of information; (i) the sorting
method parameters are known explicitly (sim-
ple version) and (ii) assignment examples restrict
the set of compatible parameters (robust ver-
sion). We study two types of problems; finding
the least costly set of actions that guarantees the
assignment of all objects to desired classes and
improving the assignment of objects under a lim-
ited budget.

For each combination of sorting method, infor-
mation level and problem type, we develop the
necessary mathematical programming models.
For the robust versions, we design algorithms to
guarantee the desired classification to hold for all
compatible parameters. We conduct extensive
computational experiments on randomly gener-
ated instances and report the results.

During this study, the second and third authors
were supported by the Scientific and Technologi-
cal Research Council of Turkey (TÜBİTAK-2219
International Postdoctoral Research Scholarship
Programme)
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1 - Multiobjective Optimization of
Distribution Network Management in
Deregulated Electricity Market

Shinya Sekizaki, Hiroshima University,
Japan,
sekizaki@hiroshima-u.ac.jp
Ichiro Nishizaki, Hiroshima University,
Japan
Tomohiro Hayashida, Hiroshima University,
Japan

Nowadays, the deregulation of electricity market
is being developed over the world and electricity
charges will be diversified due to newly partici-
pated retailers into the retail market. “Advanced
metering infrastructures” such as smart meters,
and “information and communication technol-
ogy” to collect information of consumers‘ elec-
tric consumption and also to offer the electricity
charges to consumers from the retailer will be
widely introduced into the demand side as well
as energy management systems, e.g. HEMS and
BEMS (Home / Building Energy Management
System), which is for the efficient management of
electric consumption of consumers by controlling
electric appliance based on electricity charges.
Therefore, a change of consumers’ load profile
due to demand-side power savings and a load
shift in responding to the electricity charges of-
fered by retailers can be expected after the dereg-
ulation. After the electric generation, transmis-
sion, distribution, and retail sectors are sepa-
rated by the deregulation, electricity purchased
by retailers from the market is supplied to con-
sumers through Transmission and Distribution
Networks (TN and DN) managed by Transmis-
sion and Distribution Company (TransCo and
DisCo). TransCo and DisCo are severely re-
quired to supply electricity with high power qual-
ity and reliability to the consumers. After the
unbundling of sectors, however, the proper man-
agement of TN and DN can be harder due to
the lack of the close cooperation of multiple sec-
tors. Moreover, the change of the load curve and
the power flow in TN and DN needs additional
measures to adequately manage the networks.
Particularly, the management of DN is signifi-
cantly important because there are many DN in
the electric power system. The characteristics of
each DN depending on the geographical features,
e.g. the length of line and consumers’ types, are
different from each other. The different kind of
consumers and diversified electricity charges can
cause an inherent and complicated change of the
load curve in each DN after the deregulation is
realized. In conventional management of DN,
equipment in DN such as transformers are gen-
erally operated based on the actual or presumed
load curve as well as consumers capacity. The
load curve before the deregulation is easily esti-
mated because the impact of regulated electric-
ity charges on the load curve is much smaller
than other predictable factors such as tempera-
ture and weather conditions. Under the deregu-
lated environment, on the other hand, the load
curve cannot be always estimated due to the
uncertainty of market conditions and the varia-
tion of the consumers’ responses to the electricity
charges. The flexible consumers responses to the
electricity charges utilizing HEMS and BEMS
cause the large change of the load curve and,
in that case, the conventional management way
of DN by DisCo may not able to manage DN ad-
equately after the deregulation. The novel man-
agement framework efficiently and adequately
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managing the DN even in the deregulated power
system is needed. Additionally, because DisCo
is required to severely avoid an inessential in-
vestment for DN, DisCos operational goals such
as power quality should be met utilizing existing
DN equipment as much as possible. DN is gen-
erally operated as the radial structure utilizing
section switches located on distribution lines to
improve fault tolerance. Because the structure of
DN can affect the power quality and line losses,
the conditions of the section switches (opened or
closed) are determined based on the characteris-
tics of DN, e.g. consumers types and impedance
of the distribution lines. Similarly, settings of the
equipment in DN such as the transformers are
managed based on the characteristics of DN in-
cluding the structure, the consumer’s types, and
line impedance. When the load curve changes
due to the deregulation, therefore, the reconfig-
uration of DN by operating the section switches
may be required to meet DisCos desirable opera-
tional goals. However, the section switch cannot
be operated frequently (repeated open and close
actions) because the frequent operations rapidly
deteriorate itself. Furthermore, the modification
of the settings of the equipment according to the
change of load curve and DN structure needs the
cooperation with the conditions of the section
switches. This cooperation sometimes needs ad-
ditional works and costs in a part of DN which
is undesirable for DisCo. For the efficient man-
agement of DN by DisCo, therefore, the opti-
mal DN structure should be constructed tak-
ing into account the DisCo’s operational goals,
i.e. the distribution line loss, the power qual-
ity, the operation of the section switches, and
the cooperation with other equipment located
in DN. From this point of view, in this study,
the multiple criteria optimization of DN struc-
ture based on DisCos operational goals in the
deregulated electricity market is performed. The
load curve after the deregulation is estimated
by utilizing the market model in which the re-
tailer and consumers sell and buy the electricity
power. The reconfiguration of DN is generally
dealt with combinatorial optimization problem
of the conditions of the section switches (opened
and closed) and it has strong nonlinearity with
large search space. To efficiently find the pareto
solutions corresponding to DisCo’s desirable op-
erational goals, NSGA-II (Non-dominated Sort-
ing Genetic Algorithm II) is used.

2 - Bicriteria fixed-charge network flows
- separating fixed costs and flow costs

Michael Stiglmayr, University of Wuppertal,
Germany,
stiglmayr@math.uni-wuppertal.de

The fixed-charge network design problem is one
of the classical network design problems. From
a multicriteria perspective its objective function
is the weighted-sum of a network flow objective
and the sum of the fixed costs (i.e. design costs).
Flow can only be routed through those edges

for which the respective binary design variable
equals one. The single criteria flow problem is
well studied in literature; a lot of different so-
lution approaches have been developed and ap-
plied, including branch and cut, Lagrangian re-
laxation as well as heuristic methods like dy-
namic cost scaling. However, from an applica-
tion point of view design costs and flow costs
are not directly comparable. Usually the design
costs are due a-priori, whereas the flow costs cor-
respond to maintenance or operation costs which
incur on a regular basis. In this talk we will
present heuristic and exact solution approaches
based on the two-phase method and ranking al-
gorithms.

3 - Shortest paths with shortest de-
tours: A biobjective routing problem

Carolin Torchiani, Universität Koblenz, Ger-
many,
torchiani@uni-koblenz.de
Jan Ohst, Universität Koblenz, Germany,
ohst@uni-koblenz.de
David Willems, Universität Koblenz, Ger-
many,
davidwillems@uni-koblenz.de
Stefan Ruzika, Universität Koblenz, Ger-
many,
ruzika@uni-koblenz.de

A rescue service tries to reach its destination as
fast as possible. The first guess is that it is opti-
mal to choose the quickest route to get to the
scene of the accident. However, this quickest
route might be blocked by a fallen tree or traf-
fic jam that was not known before. In order to
bypass this incident, the rescue service has to
change its route, go back to the last junction
and choose a detour. Instead of traveling on the
quickest route, it might hence be better for the
rescue service to prefer a route that is a little
longer but has a shorter worst-case detour.
We introduce a biobjective network opimization
problem. The shortest path with shortest de-
tour problem (SPSDP) minimizes the length of
a path as first criterion and, as second criterion,
the maximal length of a detour if the chosen path
is blocked. More applications beyond rescue ser-
vices are conceivable, e.g., modelling production
chains.
The SPSDP generalizes the classical shortest
path problem: Although each arc has only one
fixed cost, we consider two objective functions.
The second objective function takes into account
detours in a worst-case scenario.
We present a new polynomial time threshold al-
gorithm that determines a minimal complete set
of efficient paths for SPSDP. Moreover, we prove
that the number of efficient paths is bounded by
the number of arcs in the network.

4 - Mathematical Model Based Heuris-
tic Method for Two Objective Con-
tainer Loading Problem
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Zeynep Özsüt, Pamukkale University,
Turkey,
zeynep.ozsut@gmail.com
Refail Kasımbeyli, Anadolu University,
Turkey,
rkasimbeyli@anadolu.edu.tr

In this work we study container loading (CLP)
and assortment problem. Different size of con-
tainers are available and certain number of con-
tainers are available belong to container types. A
set of rectangular boxes exists and has to be lo-
cated in the containers. We propose a two objec-
tive mathematical model based heuristic method
for CLP. Heuristic method includes two stages.
A two objective 0-1 integer programming model
is developed for the first stage and objective
functions are formulated in the form of minimiz-
ing the unused space and number of used con-
tainer types. In the second stage, objective is
maximizing volume utilization in a certain con-
tainer under some constraints. Different scalar-
ization methods are used to solve the first stage
of developed two-objective mathematical model
based heuristic method and obtained solutions
are compared.

⋆ WE-2-κ-HS4
� AHP/ANP

Wednesday, 11:10–12:50 – Room HS 4

Session: AHP/ANP: Advances in Theory 2

Chair: Salvatore Greco

1 - An optimization approach for the
eigenvector method

János Fülöp, Institute for Computer Science
and Control, Hungarian Academy of Sci-
ences, Hungary,
fulop@sztaki.hu

Pairwise comparison matrices play an important
role in multiattribute decision making; they are
applied to derive priorities or implicit weights
for a given set of decision alternatives. Sev-
eral approaches exist regarding how to derive a
suitable vector of weights from a pairwise com-
parison matrix. Saaty proposed the eigenvec-
tor method in which the principal eigenvector
of the pairwise comparison matrix serves as the
vector of weights. Another class of approaches
is based on optimization methods and proposes
different ways for minimizing the difference be-
tween the pairwise comparison matrix and the
consistent matrix constructed from the weights.
In the talk, based on PerronFrobenius theorem,
we show that eigenvector method also can be
considered from the aspect of the optimization
approach. Namely, the principal eigenvector can
be obtained as the optimal solution of a convex
optimization problem. We show that this ap-
proach is very useful in the case of incomplete

pairwise comparison matrices. Computational
experience is also presented.

2 - Analysis and comparison of Analytic
Hierarchy Process by the implementa-
tion of fuzzy logic and Monte Carlo
simulation

Laura Andrea Gutierrez-Bucheli, Universi-
dad de los Andes, Colombia,
la.gutierrez725@uniandes.edu.co
Jose Agustin Vallejo-Borda, Universidad de
los Andes, Colombia,
ja.vallejo907@uniandes.edu.co
Eugenio Pellicer, Universitat Politècnica de
València, Spain,
pellicer@upv.es
Jose Luis Ponz-Tienda, Universidad de los
Andes, Colombia,
l.ponz@uniandes.edu.co

The Analytic Hierarchy Process (AHP) is a
methodology that is part of the Multi-criteria
Decision Making (MCDM) that uses mathemat-
ical algorithms and selects the best alternative
that meets multiple objectives or criteria estab-
lished in the beginning. The aforementioned is
achieved through a hierarchical structure that is
supported by the opinions and preferences of ex-
perts to organize the criteria considered, that
is, the success of this methodology lies in the
construction of the problem and the different
levels that make up the hierarchical structure.
Therefore, many authors throughout the world
have questioned the accuracy of this methodol-
ogy, as it uses a qualitative scale where subjec-
tivity depends on the opinions and preferences
that experts give for the estimation of the rela-
tive weights for each element to the element of
the next higher level of the hierarchy. As a re-
sult, the need to implement mathematical meth-
ods arises to reduce the imprecision and increase
the security of the decision when AHP is used.
For this reason, this paper analyzes the behav-
ior of AHP with the implementation of two dif-
ferent mathematical methods. The first one is
the implementation of fuzzy logic and the sec-
ond one is Monte Carlo simulation. The math-
ematical model was programmed with each of
the two mathematical methods in Visual Basic
to make the necessary simulations and the re-
spective validation through a case study that
aims to identify and organize the selection crite-
ria of MBA students at a university. This article
will hopefully get a comparison of implement-
ing AHP with each of the mathematical meth-
ods in relation to traditional AHP to determine
the level of confidence and precision for final se-
lection. Our results show that quantitative com-
parison is a tool for decision makers at the time
of search and selection the methodology to use.

3 - Heuristic Rating Estimation - an-
other approach to the ranking proce-
dure in AHP
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Konrad Ku lakowski, AGH UST, Poland,
kkulak@agh.edu.pl

Making choices is an inherent part of everyone’s
life. Therefore, people often have to make com-
parisons. In daily situations, for instance, when
paying for a fruit in the market, everyone is try-
ing to choose the heavier one. In reality, peo-
ple have to compare, often by guess, things that
are much more complicated than fruits. Even
worse, usually there are many different items
that need to be compared. In such a case, the
pairwise comparisons (PC) approach comes to
the rescue. It allows people to do what they do
best – compare pairs – and then it helps them
to compute a priority list using the set of col-
lected comparisons (usually given in form of the
PC matrix). AHP is one of the most popu-
lar multi-criteria decision methods. It is based
on the mutual comparison between the consid-
ered alternatives with respect to each of the cri-
teria. To prioritize the alternatives in relation
to the given criterion, AHP uses an appropri-
ately rescaled principal eigenvector of the PC
matrix. In other words, the input to the pri-
oritization procedure (with respect to the sin-
gle criterion) is the PC matrix. The output is
a vector of weights, indicating the importance
of individual alternatives. This means that the
priority of each of the alternatives is known at
the end of the ranking procedure. Sometimes,
however, it happens that the priorities of some
alternatives are known to the decision-makers
earlier. This extra knowledge can come from a
variety of sources: market research, expert sur-
veys, other rankings carried out in the past, etc.
The aforementioned observation prompted the
author to propose HRE (Heuristic Rating Es-
timation), which allows the ranking values of
some alternatives to be initially known, while
ranks for other alternatives have to be esti-
mated [K. Ku lakowski, Heuristic Rating Esti-
mation Approach to The Pairwise Comparisons
Method, Fundamenta Informaticae, vol 133, pp.
367 - 386, 2014, http://dx.doi.org/10.3233/FI-
2014-1081], [K. Ku lakowski et al., Heuristic rat-
ing estimation: geometric approach, Journal of
Global Optimization, 2014]. To calculate the
missing ranks, it is assumed that the priority of
every single alternative can be determined as the
weighted mean of the priorities of all the other
objects. In the presentation, the HRE method
and its close relationship with AHP will be dis-
cussed. In particular, it will be shown how AHP
users can take advantage of the HRE approach.
Theoretical considerations will be accompanied
by numerical examples.

4 - Spanning tree pairwise comparison
based prioritization for multiple crite-
ria decision aiding

Sajid Siraj, COMSATS Institute of Informa-
tion Technology, Pakistan,
sajidsiraj@comsats.edu.pk

Salvatore Greco, University of Catania, Italy,
salgreco@unict.it
Michele Lundy, University of Portsmouth,
United Kingdom of Great Britain and North-
ern Ireland,
michele.lundy@port.ac.uk

We propose a multiple criteria decision aiding
methodology based on pairwise comparison ma-
trices related to the evaluation of alternatives
with respect to a set of considered criteria as
well as to the evaluation of the importance of
the criteria themselves. Existing approaches like
the Analytic Hierarchy Process usually condense
the rich preference information contained in each
pairwise comparison matrix into a single priority
vector. By contrast, the spanning trees approach
explores the entire set of prioritization vectors
compatible with the originally provided infor-
mation. Taking an approach similar to Stochas-
tic Multi-criteria Acceptability Analysis, we pro-
pose using this entire set of prioritization vectors
to determine the probability that any alterna-
tive is ranked in any given position. Moreover,
for each pair of alternatives, we also compute
the probability that one is better than the other.
Since the number of spanning trees increases ex-
ponentially with the number of alternatives and
the number of criteria, the number of compati-
ble prioritization vectors can be extremely large
and so analysing these vectors can become in-
tractable. We propose a random sampling pro-
cedure to address this issue.

⋆ WE-2-σ-HS5
� Multi Objective Optimization

Wednesday, 11:10–12:50 – Room HS 5

Session: Interactive Methods

Chair: Ana Belen Ruiz

1 - Using a single objective optimization
problem in an interactive method as a
surrogate of a computationally expen-
sive multiobjective optimization prob-
lem

Mohammad Tabatabaei, University of Jy-
vaskyla, Finland,
mohammad.tabatabaei@jyu.fi
Jussi Hakanen, University of Jyvaskyla, Fin-
land,
jussi.hakanen@jyu.fi
Markus Hartikainen, University of Jy-
vaskyla, Finland,
markus.hartikainen@jyu.fi
Kaisa Miettinen, University of Jyvaskyla,
Finland,
kaisa.miettinen@jyu.fi
Karthik Sindhya, University of Jyvaskyla,
Finland,
karthik.sindhya@jyu.fi
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When solving multiobjective optimization prob-
lems e.g. in engineering applications, objective
and constraint function evaluations often involve
numerical simulation, which can be computa-
tionally expensive. In order to mitigate the com-
putational cost, surrogate-based methods are
commonly utilized in the literature. This means
that a computationally less expensive problem
known as a surrogate problem is built, updated
and solved iteratively. One approach to build
such a surrogate problem is to approximate each
individual computationally expensive function
using a metamodeling technique. Once all func-
tions are approximated, a multiobjective surro-
gate problem is formulated.

In this presentation, considering a computation-
ally expensive multiobjective optimization prob-
lem with box constraints, we discuss a novel
surrogate-based method where a single objective
optimization problem is introduced as a surro-
gate of the computationally expensive multiob-
jective optimization problem incorporating a de-
cision makers preferences expressed as reference
points. In this method, the multiobjective op-
timization problem is first scalarized using the
achievement scalarizing function (ASF). Then,
the ASF is approximated using a metamodeling
technique in which decision variables of the mul-
tiobjective optimization problem and aspiration
levels forming a reference point are treated as
variables of the ASF. To accomplish this, a lim-
ited number of hyperboxes near the set of Pareto
optimal solutions in the decision space and a hy-
perplane in the objective space are considered.
Sample points for the decision variables and the
aspiration levels are selected within the hyper-
boxes and on the hyperplane adaptively. The
approximated ASF is accurate near the set of
Pareto optimal solutions and inaccurate in other
regions of the decision and the objective spaces.

Once the surrogate problem is built, a reference
point given by a decision maker is projected onto
the hyperplane. Then, the surrogate problem is
optimized using a suitable single objective opti-
mization method where the projected reference
point is utilized as a reference point for the ap-
proximated ASF. The obtained optimal solution
of the surrogate problem is an approximation of
the preferred solution corresponding to the given
reference point. As a by-product, this method
can also approximate the Pareto frontier in the
objective space. The performance of the pro-
posed method has been evaluated on benchmark
problems in the literature, i.e. ZDT2, ZDT3,
Kursawe and DTLZ3. The numerical results
show that the proposed method alleviates the
computational cost significantly in terms of re-
duced number of original objective function eval-
uations and provides preferred solutions for a de-
cision maker accurately.

2 - A two-phase interactive approach
to stochastic multiobjective allocation
problem

Maciej Nowak, University of Economics,
Poland,
maciej.nowak@ue.katowice.pl
Tadeusz Trzaskalik, University of Eco-
nomics, Poland,
tadeusz.trzaskalik@ue.katowice.pl

Various types of stochastic allocation problems
are considered in the literature.For example, sen-
sor allocation management as a stochastic dy-
namic programming resource allocation problem
is considered in Johansson et al. (2005). Tech-
niques for approximately solving a certain class
of resource allocation problems that arise in the
context of stochastic sequential decision mak-
ing problems that are computationally efficient
are considered in Hariharan (2009). The prob-
lem of allocation of a given quantity of a re-
source to several activities to satisfy stochastic
demands occurring randomly was described in
Mendelson et al. (1980). An application of dy-
namic resource allocation in wireless communi-
cation using stochastic optimization is described
in Li (2012). A stochastic multiobjective allo-
cation problem considered in our previous paper
(Nowak and Trzaskalik, 2014) can be described
as follows. A company has a limited amount of
a particular resource that can be allocated to
various projects. We assume that the decision
maker has defined K goals that he/she would
like to achieve. For each goal several levels of
achievement have been specified. The problem
is a stochastic one: if a given amount of the re-
source is allocated to a given project, a given
level of goal is achieved with a given probability.
Hence, we are to decide which projects should be
implemented and what should be the intensity of
their realization.
The single objective deterministic allocation
problem, formulated as above, has been de-
scribed and solved in Bellman (1957) and Bell-
man, Dreyfus (1962). A bi-objective allocation
problem was analyzed in Trzaskalik (2008).
The allocation problem considered in the present
paper differs from the previous one. We assume
that all projects are similar and provide an iden-
tical financial return. However, the return de-
pends on the way in which the resource is split
among projects. Let (x1, x2, ..., xT) mean that
x1 units of the resource are allocated to project 1,
x2 units are allocated to project 2 and so on. Ac-
cording to our assumption, the financial return of
the allocation (x, 0, ..., 0) is the same as for (0, x,
..., 0) and (0, 0, ..., x). Since the financial result,
while important, does not always reflect strate-
gic importance, we also take into account non-
financial criteria. We assume that the degree to
which the projects contribute in reaching strate-
gic goals is not the same, even when the financial
return is identical. Our goal is to propose a two-
phase procedure for identifying the best alloca-
tion of the resource. Our method combines mul-
tiobjective dynamic programming and interac-
tive approach. Since for most companies, finan-
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cial result is of crucial importance, we propose to
use a two-phase procedure. First, allocations are
evaluated with respect to financial criteria using
Monte-Carlo simulation. Then, non-dominated
allocations with respect to financial criteria are
identified using Bellmans principle of optimal-
ity adapted to the multiobjective problem. In
the second phase experts are asked to evaluate
non-dominated allocations with respect to non-
financial criteria.In our paper we propose an in-
teractive procedure for identifying the final solu-
tion of the mixed stochastic-deterministic prob-
lem.
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3 - An Interactive Approach for Two-
Response Product and Process Design
Parameter Optimization

Melis Özateş, Middle East Technical Univer-
sity, Turkey,
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Gülser Köksal, Middle East Technical Uni-
versity, Turkey,
koksal@metu.edu.tr
Murat Köksalan, Middle East Technical Uni-
versity, Turkey
koksalan@metu.edu.tr

In recent years, an ever-increasing interest has
been shown in developing high quality of prod-
ucts and processes through design. Several fac-
tors affecting quality of a product have to be
considered simultaneously to determine optimal
settings of controllable design variables to con-
sistently produce high quality in each and every
item produced. On the other hand, quality of a
product is typically defined in multiple dimen-
sions, i. e, there exist multiple responses of a
product or process. In most cases, an optimal de-
sign solution for a response may not be optimal
with regard to some other responses. This prob-
lem is referred to as the multi-response robust
product and process design (or parameter design
optimization) problem. Especially when there
are multiple responses, using multi-response sur-
face optimization approaches are preferred to
solve these problems. These approaches first
build empirical relationship functions as models
of the relationships between responses (or per-
formance measures) of interest and several con-
trollable design variables, and then treat these
functions as objectives or constraints in an op-
timization model. In these approaches, even if
there is only one response of interest, there are
at least two objectives (e.g., minimizing expected
value of the response and minimizing variance of
the response).
Most of the aforementioned approaches aggre-
gate the objectives into a single one to opti-
mize them simultaneously. Yet, in many cases,
such aggregations fail to satisfactorily represent
the decision makers preferences. In robust prod-
uct and process parameter design problems, re-
sponses may statistically and preferentially de-
pend on each other. Moreover, modelling and
estimation difficulties are encountered in these
problems due to limiting assumptions of the
modelling approaches, insufficiency of data, rep-
resentation of results in appropriate scales and
multiple dimensions and so on.
In this study, to overcome many of those deficien-
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cies, an interactive approach has been developed
for two-response product and process design op-
timization problems. This approach takes into
account preferences of the decision maker explic-
itly and the statistical dependency (correlation)
between the responses. It uses a predefined set of
objectives that are commonly encountered in the
literature and industrial applications. However,
instead of presenting all objective values at each
iteration, a set of performance measures are used
to represent the objectives in a way to commu-
nicate with the decision maker better. A signif-
icant part of this communication utilizes visual
aids such as specification and prediction regions
of a solution. Thus, the decision maker is able to
decide better which objective can be sacrificed by
how much in order to improve an unsatisfactory
objective in the next iteration. Additionally,
these performance measures ensure that possible
correlations between the responses is considered.
The developed approach is illustrated with ex-
amples and compared with some approaches
from the literature. Issues for covering more
than two responses and handling further prob-
lems on modeling and estimation are also dis-
cussed.

4 - NAUTILUS: Family of Interac-
tive Trade-off-free Multiobjective Op-
timization Methods

Kaisa Miettinen, University of Jyvaskyla,
Finland,
kaisa.miettinen@jyu.fi
Mariano Luque, University of Malaga,
Spain,
mluque@uma.es
Dmitry Podkopaev, Polish Academy of Sci-
ence, Poland,
dmitry.podkopaev@gmail.com
Ana Belen Ruiz, University of Malaga,
Spain,
abruiz@uma.es
Francisco Ruiz, University of Malaga, Spain,
rua@uma.es
Karthik Sindhya, University of Jyvaskyla,
Finland,
karthik.sindhya@jyu.fi

Interactive methods for solving multiobjective
optimization problems typically iteratively gen-
erate Pareto optimal solutions. The decision
maker directs the search for the most preferred
solution by moving from Pareto optimal solu-
tions to others and in this, one must allow im-
pairment in at least one objective function to get
new, more preferred solutions. In other words,
interactive methods necessitate trading-off. This
may lead to anchoring or premature convergence
and to the situation were the most preferred so-
lution is not actually found. The idea of NAU-
TILUS methods is to enable free search by start-
ing the solution process from the worst possi-
ble objective function values and improving ev-

ery objective at each iteration according to the
preferences of a decision maker. In this way, the
decision maker does not have to trade-off and we
avoid the limitation that past experiences affect
decision makers hopes. In NAUTILUS methods,
starting, for example, from the nadir point, at
each iteration a solution is obtained which domi-
nates the previous one. This means that only the
last solution is Pareto optimal. However, the de-
cision maker never looses sight of the Pareto op-
timal set, and the search is oriented so that (s)he
progressively focusses on the interesting part of
the Pareto optimal set. NAUTILUS thinking is
also suitable for a group of decision makers be-
cause all decision makers can gain, which is a
fruitful setting for negotiations.
In this talk, we first present the original NAU-
TILUS method where new solutions are ob-
tained by minimizing an achievement scalariz-
ing function including preferences about desired
improvements in the objective function values.
Then we describe a more advanced version where
the decision maker expresses preferences in the
form of a direction of simultaneous improve-
ments. Finally, we introduce a variant called E-
NAUTILUS which has been developed for com-
putationally expensive problems, in particular.
The method consists of three stages and starts
with a representative set of Pareto optimal so-
lutions. No costly calculations take place in the
second stage where the decision maker interacts
with the method. Instead of only one point, a
set of points is shown to the decision maker at
each iteration and then (s)he can choose one as
the preferable point. E-NAUTILUS can also be
regarded as an interactive method for finding the
most preferred solution of a set of solutions gen-
erated by any a posteriori method, like some evo-
lutionary multiobjective optimization method.
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� Environment, Infrastructure & Emerging Ap-
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1 - Systematic Review and Statisti-
cal Analysis on Applications of Fuzzy
Multi-Criteria Decision Makings

Adeleh Asemi Zavareh, University of
Malaya, Malaysia,
ad asemi@yahoo.com
Siti Salwah Salim, University of Malaya,
Malaysia,
salwa@um.edu.my

This study reviews past development of Fuzzy
Multi-Criteria Decision Making (FMCDM) ap-
plication tools and discovered future opportuni-
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ties in this field of research. The web of science
search engine was used covering a time frame of
34 years from June 1980 to June 2014, zoom-
ing on the keywords “Fuzzy Multi-Criteria De-
cision Making”. We examined five journals with
the highest publication in field of artificial in-
telligence, operation research, engineering, man-
agement and information technology and thus
142 articles selected, critically reviewed and an-
alyzed. The articles were systematically re-
viewed and statistically analyzed in their pub-
lication, application, application area, applicant
and organizational structure. The major find-
ings indicate that: 1) integrating fuzzy set theory
with Multi-Criteria Decision Making (MCDM)
has significantly increased the speed of devel-
oping MCDM science especially from 2010; 2)
FMCDMs are effective for selection, evaluation,
ranking, forecasting, allocation, recommenda-
tion or comparison of decision alternatives; 3)
the Application areas of FMCDM in order from
the most to the least are supplier management,
project/service management, environment, med-
ical, military, location management, risk man-
agement, human resources; 4) managers are the
most applicants of FMCDM. One-way analy-
sis of variance (one-way ANOVA) of FMCDM
application areas shows that, the value of F
(df = 5, 174, p < .05) = 43.32 is significant. So,
there is a significant difference among the ap-
plication area in applying Fuzzy MCDM. The
supplier management in the population has the
most applying Fuzzy MCDM when compared to
the other application areas.

2 - Past, Present and Future of MADM
Techniques

Serhat Tuzun, Yildiz University, Turkey,
serhat@yildiz.edu.tr
Tufan Demirel, Yildiz University, Turkey,
tfndemirel@gmail.com
Vildan Ozkir, Yildiz University, Turkey,
vildanozkir@gmail.com
Y. Ilker Topcu, Istanbul Technical Univer-
sity, Turkey,
ilker.topcu@itu.edu.tr

Multi-Criteria Decision Making (MCDM) is the
modelling of real-life to solve problems we en-
counter. It is a discipline that aids decision mak-
ers who are faced with conflicting alternatives to
make an optimal decision. For this purpose, two
aspects have to be considered: preference struc-
ture and weights.

In order to deal with MCDM problems, first the
problem has to be identified by figuring out how
many attributes or criteria exist in the problem
and how to treat the problem to obtain a solu-
tion. To reach a goal, a set of possible alterna-
tives or strategies have to be determined. Next,
appropriate data, performance values of alterna-
tives or preferences for alternatives with respect
to criteria, has to be collected to reflect the judg-
ments of decision maker (DM) correctly. Finally,

an appropriate method to evaluate the possible
alternatives is selected and the findings are ob-
tained.

To facilitate systematic research in the field
of MCDM, Hwang and Yoon (1981) suggested
that MCDM problems can be classified into
two main categories: Multi-Attribute Decision
Making (MADM) and Multi-Objective Decision
Making (MODM), based on the different pur-
poses and different data types.

The historical origins of MADM can be traced
back to St. Petersburg paradox. In 1738
Bernoulli gives a detailed explanation for the so-
lution of this paradox in his book based on utility
theory. In 1947, von Neumann and Morgenstern
published their famous book, Theory of Games
and Economic Behavior, to conceive a mathe-
matical theory of economic and social organi-
zation in detail, based on game theory. There
is no doubt that the great work of von Neu-
mann and Morgenstern indeed opens the door
to MADM. In 1960s, ELECTRE is developed by
Bernard Roy. Zadeh introduced Fuzzy Set The-
ory in 1965, which will be integrated to MADM
methods. In 1975 Roy founded the EURO Work-
ing Group ”Multiple Criteria Decision Aiding”
which has held two meetings per year since then.
Saaty published a detailed study about Analytic
Hierarchy Process (AHP) in 1980 and a study
about the development of Analytic Network Pro-
cess (ANP) in 1996. In 2004, Brauers wrote
an article explaining the MOORA and MULTI-
MOORA techniques.

Although various MADM techniques were de-
veloped for the problems encountered, their
methodology is limited in modelling real-life.
Moreover, objective results are hard to obtain,
and the findings are generally derived from sub-
jective data. Although, new and modified tech-
niques are developed by presenting new ap-
proaches such as fuzzy logic; comprehensive tech-
niques, even though they are better in modelling
real-life, could not find a place in real world ap-
plications for being hard to apply due to its com-
plex structure. These constraints restrict the de-
velopment of MADM.

This study aims to conduct a comprehensive
analysis of MADM techniques. For this purpose,
a detailed literature review has been conducted,
major techniques and their modifications are de-
termined. These techniques are then classified
through their characteristics; such as problem,
information, aspect and scale. From this point,
the algorithms of MADM techniques are derived,
their advantages and disadvantages stated in or-
der to guide decision researchers for their fu-
ture studies in improving the MADM discipline.
As Tzeng and Huang (2011) stated, “. . . for the
past 50 years, scholars have proposed various
functions to try to represent the true preference
structure of a decision maker and the correct
weights of criteria, and these efforts will certainly
be ongoing for the next 50 years.”
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3 - Multi-Criteria Decision Making
Methods Application in Supply Chain
Management: A Systematic Literature
Review

Sharfuddin Ahmed Khan, University of Shar-
jah, United Arab Emirates,
skhan@sharjah.ac.ae
Amin Chaabane, École de technologie
supérieure (ETS), Canada,
Amin.Chaabane@etsmtl.ca
Fikri Dweiri, University of Sharjah, United
Arab Emirates,
fdweiri@sharjah.ac.ae

In the past decade, large number of research pa-
pers, certified courses, professional development
programs and scientific conferences in the area
of supply chain management are evidence of its
significance and importance. Supply chain man-
agement is a multi-criteria decision making prob-
lem because in the entire supply chain manage-
ment process, we have to consider different cri-
teria related to each sub criteria of supply chain
activities. Often, these criterias are conflicting in
nature. Moreover, multi-criteria decision mak-
ing methods have received much attention from
researchers and practitioners in the field of sup-
ply chain management. The aim of this paper
is to conduct a systematic literature review for
published journal articles and provide useful lit-
erature review and insights in the application of
multi-criteria decision making methods in supply
chain management decision at strategic, tactical
and operational levels. More specifically, this pa-
per will analyze how Fuzzy decision making and
its integration with Analytical Hierarchal Pro-
cess (AHP), Technique for Order Preference by
Similarity to the Ideal Solution (TOPSIS), Data
Envelope Analysis (DEA) and Analytical Net-
work Process (ANP) can be applied at strategic,
tactical and operational level decision making of
supply chain management. A total of close to
60 papers, published between 2004 to 2014, met
the selection criteria are selected and reviewed.
The papers are then analyzed and categorized at
different levels of decision making and different
functions of supply chain cycle.

The review also revealed that most of the stud-
ies in sustainable supply chain management
used a multi-objective or a multi-criteria meth-
ods to handle the conflicting objectives between
the financial performance and the non-financial
performance (environmental and social perfor-
mances).

Finally, this paper will help supply chain deci-
sion makers to identify the most commonly used
multi-criteria decision making method at each
planning level of decision making and functions
of supply chain management.

4 - Multicriteria Decision Making in
Sport: A Comprehensive Literature
Review

Seyhan Nisel, Faculty of Business Adminis-
tration, Istanbul University, Turkey,
sipahi@istanbul.edu.tr
Muhlis Özdemir, Faculty of Business Admin-
istration, Istanbul University, Turkey,
muhlisoz@gmail.com
Rauf Nisel, Marmara University, Turkey,
rnisel@marmara.edu.tr

Over the last two decades, fast advancements
in data technologies and computer algorithms
contributed to more interest on data analyt-
ics in sport. Managers, professionals and fans
have applied many statistical tools and mod-
els in order to analyze sports data systemati-
cally. As a result of increasing need for more
sophisticated techniques, multi-criteria decision
models have also been widely utilized in vari-
ous sport disciplines such as football, basketball,
baseball, olympic games and so on. The purpose
of this study is to present a comprehensive lit-
erature review on multicriteria decision making
in sport. From the years 2000 to 2015, a total
of 136 articles from peer-reviewed international
journals were collected from reputed academic
databases (ScienceDirect, Proquest, EbscoHost,
Emerald, Ingenta, Taylor & Francis, and Inder-
Science). Articles were categorized and analyzed
according to several questions. Analysis and re-
sults showed that multicriteria decision making
techniques were mainly used in many areas of
sports for performance measurement, team or
player evaluation and ranking, prediction of fail-
ure, scheduling, measuring technical efficiency,
and sport marketing.

Wednesday, 14:10–15:00
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Session: IS-INTER-SOFT: Multi Objective Op-
timization Software for Supporting Interactive
Decision Making

Chair: Karthik Sindhya

1 - Using Interaction Techniques in Im-
plementing Interactive Multiobjective
Optimization Methods

Jussi Hakanen, University of Jyväskylä, Fin-
land,
jussi.hakanen@jyu.fi
Kaisa Miettinen, University of Jyväskylä,
Finland,
kaisa.miettinen@jyu.fi

During the last 50 years, numerous methods have
been developed for solving multiobjective opti-
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mization problems. Among these, interactive
methods have been found promising for solv-
ing real-world problems. Interactive methods in-
volve a human decision maker (in practice e.g. a
designer or an operator) in the iterative solution
process of finding a most preferred Pareto opti-
mal solution between the conflicting objectives.
Despite the large number of interactive meth-
ods developed, surprisingly few implementations
enabling their real-world applications are avail-
able. In the implementation of any interactive
multiobjective optimization method, the graph-
ical user interface plays a crucial role since it fa-
cilitates the interaction between the method and
the decision maker, which is the essence of inter-
active multiobjective optimization. Therefore,
in order to make interactive multiobjective opti-
mization methods more widely used in practical
decision making, there should exist well imple-
mented interactive multiobjective optimization
methods readily available for the decision mak-
ers to be used. Obviously, optimization method
developers are not experts in visualization and
interaction techniques (and other user interface
techniques), so it is natural that they focus on
what happens behind the user interface. This is
why implementations of interactive multiobjec-
tive optimization methods may lack proper visu-
alization and interaction techniques.

The visualization of information through graph-
ical user interfaces has been studied in different
disciplines, one of the emerging one being visual
analytics which has been defined as “the science
of analytical reasoning facilitated by interactive
visual interfaces”. As far as visualization aspects
are considered, the multiobjective optimization
literature has mainly been interested in how to
visualize the Pareto optimal solutions to the de-
cision maker, especially, when more than three
objective functions are considered. How the de-
cision maker should process the generated so-
lutions in order to provide updated preferences
meaningfully, is not typically paid attention to.
In other words, the focus has not been in how the
decision maker could be supported in analyzing
the available information to gain more insight in
the problem and direct the search. Nevertheless,
the decision making process can be further sup-
ported with appropriate interaction techniques.

In this presentation, we study how interaction
techniques considered in visual analytics can be
utilized in designing and implementing interac-
tion between an interactive multiobjective op-
timization method and a decision maker. We
think that visual analytics is useful in this con-
text since it provides a technology that combines
the strengths of humans and machines by using
their respective distinct capabilities for the most
effective results. The idea is to benefit from pre-
vious research and avoid re-inventing the same
ideas. Our aim is to widen awareness and in-
creasing the applicability of interactive methods
for solving real-world problems. As a concrete
approach, we discuss seven categories of inter-

action techniques proposed in the visual analyt-
ics literature and map them to the needs of in-
teractive multiobjective optimization. We find
that collaboration between developers of inter-
active methods and visual analytics experts can
be fruitful in improving the user experience of
interactive methods.

2 - Advancements and Trends in Sim-
ulation Process Integration & Design
Optimization

Silvia Poles, Noesis Solutions NV, Belgium,
silvia.poles@gmail.com
Bram Van Der Heggen, Noesis Solutions NV,
Belgium,
bram.vanderheggen@noesissolutions.com

Analyze and compare engineering data at finger-
tips, trade-off conflicting design objectives, iden-
tify feasible design regions, capture multi-fidelity
simulation processes, reduced margins and em-
powered consumers: The need to run your engi-
neering process smarter and simultaneously re-
duce low added value tasks in simulation de-
partments has never been more pressing. The
next Optimus platform enables organizations to
transform design exploration information into in-
sight and insight into design decision. This pre-
sentation illustrates how to apply Optimus state
of the art design space exploration capabilities
and prescriptive analytic solutions to key engi-
neering imperatives in order to deliver substan-
tial value and ROI. You will gain practical know-
how for implementing predictive models com-
parison, feasible region detection, multi-fidelity
simulation workflow automation and simulation-
based performance analytics with the next gen-
eration of Optimus.

⋆ WE-3-γ-HS2
� Model Building
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1 - Using Description Logics for
Automated-Decision Making

Erman Acar, University of Mannheim, Ger-
many,
erman@informatik.uni-mannheim.de
Christian Meilicke, University of Mannheim,
Germany,
christian@informatik.uni-mannheim.de
Olivier Cailloux, University of Technology of
Compiègne, France
olivier.cailloux@utc.fr
Heiner Stuckenschmidt, University of
Mannheim, Germany
heiner@informatik.uni-mannheim.de
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Description Logics (DL) is a family of knowledge
representation languages which corresponds to
decidable fragments of First-Order Logic. Due to
its desirable properties and well established foun-
dations, it is commonly used in fields of knowl-
edge representation and automated reasoning. It
also embodies the formal foundation of the pop-
ular Semantic Web Ontology Web Language.

In this work, we combine DL with multi-
attribute value theory and introduce a novel
yet intuitive approach to representing multi-
attribute decision problems and solving them
in an automated decision making environment.
The formalism allows us to modularly represent
the distinct features of the decision maker such
as what it knows, alternatives at hand, and a
preference relation over multi-attributes. More-
over, our approach enables us to ontologically
link all those features under an expressive logi-
cal language, so that the logical entailment can
be employed as the basic inference service for
automated decision making, while maintaining
logical consistency. Moreover, given the decision
and the knowledge base of the artificial agent,
automated reasoning services i.e., abduction can
easily be employed to provide minimal explana-
tions for that decision.

In particular, what an agent (artificial) knows
about the world is represented as an ontology,
which corresponds to a list of logical sentences
in DL. In particular, those logical sentences can
encode two types of knowledge; terminologi-
cal knowledge (concept hierarchy) e.g., “every
roadster is a cabrio”, and assertional knowledge
(membership axioms) “the car is in good condi-
tion”. Moreover, each alternative which is avail-
able to the agent, is represented by a set of asser-
tional statements e.g., “the car has a blue colour”
and “the car is a roadster” etc. Finally, a pref-
erence relation of the agent on attributes (e.g.,
colour and type) are represented over assertional
statements “a blue cabrio is preferred to a red
cabrio”. Given that preference, an agent which
knows that “every roadster is a cabrio” can have
a different ordering of alternatives than the one
which does not.

At the remaining course of the work, we elabo-
rate the taken approach further, and investigate
its computational properties as well as expres-
sivity in terms of preference representation from
a decision theory perspective.

2 - A Lexicographic Optimiser for Fully
Automated Multi-Objective Optimisa-
tion in Radiotherapy

Rens van Haveren, Erasmus Medical Centre,
Netherlands,
r.vanhaveren@erasmusmc.nl
Wlodzimierz Ogryczak, Warsaw University
of Technology, Poland,
w.ogryczak@ia.pw.edu.pl
Gerda Verduijn, Erasmus Medical Centre,
Netherlands,

g.verduijn@erasmusmc.nl
Peter Voet, Elekta AB, Netherlands,
peter.voet@elekta.com
Marleen Keijzer, Delft University of Technol-
ogy, Netherlands,
m.keijzer@tudelft.nl
Ben Heijmen, Erasmus Medical Centre,
Netherlands,
b.heijmen@erasmusmc.nl
Sebastiaan Breedveld, Erasmus Medical Cen-
tre, Netherlands,
s.breedveld@erasmusmc.nl

In multi-objective optimisation problems, vari-
ous conflicting objectives need to be optimised
simultaneously. When dealing with similarly
structured problems, automated decision mak-
ing may be considered. In this case, the decision
making structure needs to be formalised so that
the actions of the decision maker (DM) can be
replicated using a suitable algorithm.
We recently developed the lexicographic ref-
erence point method (LRPM) for automated
multi-objective optimisation. The LRPM is a
generalisation of the reference point method,
where multiple reference points are used to pro-
cess the predefined lexicographic ordering of the
objectives with their corresponding aspiration
levels. Additionally, trade-off tuning can be im-
plemented into the LRPM to obtain a better bal-
anced solution. The reference points and trade-
off configuration are processed into a single opti-
misation problem which guarantees to generate
a Pareto optimal solution.
One of the applications of multi-objective opti-
misation where we attempt to automate the de-
cision making is radiotherapy. For patients di-
agnosed with cancer and selected for radiother-
apy as treatment, a CT scan is made to localise
the tumour and surrounding healthy tissue. For
a successful treatment, a sufficient dose has to
be delivered to the tumour. Inevitably, the sur-
rounding tissue is also exposed to the radiation.
This needs to be minimised as much as possible.
Typically, a treatment plan is obtained by min-
imising suitable treatment objectives (ranging
between 10-25) towards aspiration levels in a pri-
oritised order. Our current automated method
solves a sequence of -constraint problems to find
an optimal balance between tumour irradiation
and tissue sparing. This strategy can be approx-
imated using the LRPM, but then in a single
optimization. The methods were tested on two
sites: 30 prostate and 15 head-and-neck cancer
patients. On each site, the aim is to configure
the LRPM with a uniform set of input param-
eters, allowing fully automated treatment plan
generation.
For both sites, we automatically generated the
treatment plans using a uniform set of input pa-
rameters for the LRPM. All plans were found
clinically acceptable meaning that for each pa-
tient, the tumour irradiation was sufficient while
keeping the doses on the surrounding healthy
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tissue at reasonable levels. The prostate plans
obtained with the LRPM and with our cur-
rent method were almost identical. However,
the LRPM plans for the head-and-neck site fre-
quently showed strong improvements for lower
prioritised objectives at the cost of a small dete-
rioration of higher prioritised ones. The LRPM
plans were preferred clinically.

The LRPM includes lexicographic ordering of
the objectives and allows a flexible trade-off con-
figuration, while the computation time is rela-
tively short compared to our current method.
For the prostate patients, the average runtime
decreased from 34.3 to 3.0 minutes using the
LRPM. The LRPM was proven suited for fully
automated treatment planning for prostate can-
cer and head-and-neck cancer patients.

⋆ WE-3-δ-HS3
� Industry and Business Applications
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Chair: Djamal Chaabane

1 - Bicriteria Scheduling in a Multiple
Part-Type Robotic Cell

Ali Emre Varol , Middle East Technical Uni-
versity, Turkey,
emre.varol@metu.edu.tr
Mehmet Tezcan, Middle East Technical Uni-
versity, Turkey,
mehmet.tezcan@metu.edu.tr
Vahid Eghbal Akhlaghi, Middle East Techni-
cal University, Turkey,
vahid.akhlaghi@metu.edu.tr
Hakan Gultekin, TOBB University of Eco-
nomics and Technology, Turkey
hgultekin@etu.edu.tr

Multi-objective decision making approaches have
been widely used in a variety of scheduling prob-
lems. However, in robotic cell scheduling litera-
ture, especially in single part-type systems, the
number of studies devoted to optimizing multi-
ple objectives is very limited. In this study, we
consider a bicriteria scheduling problem in a flow
shop environment. The cells consist of an input
device, a series of (M) processing stages (M1,
M2, ..., Mm), an output device, and robots for
material handling within the cell. Robot activity
Ai, consists of; unloading a part from Mi, travel-
ing from Mi to Mi+1 and loading the part onto
Mi+1. The robots travel time between adjacent
machines Mi1 and Mi, equals δ, and it is addi-
tive. That is, the travel time between any two
machines Mi, Mj is |i − j|δ. If the robotic cell
produces different types of parts, we refer to it
as a multiple part-type cell (in contrast to sin-
gle part-type cells), in which parts have different
processing times on the machines and different

due dates. A cycle in which k parts are produced
is called a k-unit cycle. In other words, the robot
takes k parts from the input device and when-
ever all the robot activities are repeated exactly
k times and the robot returns to its initial state
of the cycle, the k-unit cycle is completed and
exactly k parts are produced. We try to deter-
mine the robot move sequence along with the
part input sequence in order to minimize the cy-
cle time, as well as the total tardiness simultane-
ously. Tardiness causes the delay of payments,
loss of customers, and lost sales costs. On the
other hand, the benefits of cycle-time reduction
can be remarked as increasing the average mar-
gin, throughput, productivity and reducing the
break-even point of facilities.
We formulate the problem as a bicriteria mixed
integer programming formulation and use the
epsilon-constraint approach to determine set of
non-dominated solutions. Since even the single
objective minimization of cycle time is NP-Hard,
the two criteria problem is also NP-Hard. There-
fore, we developed a genetic algorithms base
heuristic method to determine the set of non-
dominated solutions.
In order to test the performance of the heuris-
tic algorithm, we performed extensive compu-
tational studies with an experimental design on
problem parameters. The results of the genetic
algorithms are compared with the results of the
MIP formulation. The results indicate that the
developed method performs efficiently and finds
high-quality solutions in reasonable CPU times.

2 - Bi-Objective Optimization Applied
In Speech Denoising Signal

Said Ouznadji, USTHB, Algeria,
ouznadji.said@yahoo.fr
Fatiha Merazka, USTHB, Algeria,
fmerazka@usthb.dz
Djamal Chaabane, USTHB, Algeria,
chaabane dj@yahoo.fr

In this paper, we study the problem of speech
denoising signal. The objective is to achieve a
compromise between noise reduction, signal dis-
tortion and residual noise and music. The spec-
tral subtraction technique manages to reduce,
considerably, additive noise but introduces, on
the other hand, a residual noise (noise music)
annoying to human perception.
Our goal, is the use of the operations research
techniques, particularly, the multi-criteria opti-
mization to reduce this type of noise while pre-
serving the speech intelligibility. The problem
can be considered as a bi-objective optimiza-
tion problem, minimizing the noise reduction
and preserving intelligibility of speech (minimiz-
ing signal distortion).

⋆ WE-3-κ-HS4
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1 - Applying Analytic Network Process
to Explore Consumer Adoption of Rad-
ical Innovation: a Case Study of Smart
Home Technologies

Ling-Jing Kao, National Taipei University of
Technology, Taiwan,
lingjingkao@ntut.edu.tw
Chih-Chou Chiu, National Taipei University
of Technology, Taiwan,
chih3c@ntut.edu.tw
Cheng-Chin Lu, Industry Development Bu-
reau, Ministry of Economic Affairs, Taiwan,
cclu@moeaidb.gov.tw
Hsien-Tang Kao, Industry Support Division,
Institute for Information Industry, Taiwan,
htk@iii.org.tw

With rapid technology development, the bound-
ary between industries becomes blurring, tra-
ditional industry has been transformed, and
emerging industry are born. Firms in consumer
electronics industry face fierce competition in
product launch game. The success of innovation
is essential to maintain competitive advantage
and to expand business territory. The introduc-
tion of radical innovation can even change in-
dustry dynamics and consumer behavior. Since
radical innovation is often new to the world,
quantitative research approach (e.g. Survey)
cannot deliver a reliable measurement of con-
sumer demand while qualitative research method
(e.g. focus group) often cannot converge opin-
ions among participants. In addition, literature
of radical innovation focuses on firm’s innova-
tion capability, performance outcome, commer-
cialized decision, project management. Identi-
fying factors that influence consumer adoption
of radical innovation is neglected in literature.
Therefore, the aim of this research to understand
the key factors that influence consumer adoption
of radical innovation product. We used the con-
cept of smart home as the example of radical
innovation, and, based on literature, we devel-
oped ANP with the following four criteria: con-
trol device, product design, product reliability,
and market environment. Each criterion con-
sists of multiple sub-criteria. The result shows
that portable control device, user-friendly inter-
face, aesthetic product design, personal informa-
tion protection, and product compatibility affect
consumer adoption of smart home applications
most. This research contributes to literature by
understanding consumer adoption in the era of
internet of things, and by extending ANP to
marketing research.

2 - Assessing and Ranking HALMAS
Parks in Malaysia: An Application of
Importance-Performance Analysis and

AHP

Rafikul Islam, International Islamic Univer-
sity Malaysia, Malaysia,
rislam@iium.edu.my
Fatima El Madkouri, International Islamic
University Malaysia, Malaysia,
fatima.elmadkouri@yahoo.com

In 2007, Ministry of International Trade and In-
dustry, Malaysia, had set up a unit named Ha-
lal Industry Development Corporation (HDC)
to spearhead the government initiatives towards
evolving Malaysia into a global hub. One of the
main activities of HDC is to develop and pro-
mote halal parks. It selects an operator who is
entrusted to run a particular park. On the other
hand, tenants occupy the parks to carry out
manufacturing, service activities, and various lo-
gistics operations. HALMAS is an accreditation
status given to the operators, logistics compa-
nies, and other tenant companies upon success-
fully meeting the requirements set in HDC Ha-
lal Parks Development Guidelines. HALMAS
status enables its beneficiaries to enjoy incen-
tives made available through and managed by
HDC. Tenant companies from seven HALMAS
Parks participated in this study and expressed
their expectations and satisfaction on running
the parks. An importance-performance analysis
(IPA) approach was adopted to come up with the
Importance-Performance Matrix which enables
HDC to focus on areas that need remedial ac-
tions. The study also highlights the necessity of
a ranking system for HALMAS Parks. In consul-
tation with the tenant companies and indepen-
dent evaluators, the ranking criteria have been
identified and absolute measurement process of
AHP has been applied to complete the ranking
exercise.
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1 - Multi Criteria Decision Problem of
Assigning Specimens to the Patholo-
gists for Assessment

Wojtek Michalowski, University of Ottawa,
Canada,
wojtek@telfer.uottawa.ca
Amine Montazeri, University of Ottawa,
Canada,
montazeri.amine@gmail.com
Jonathan Patrick, University of Ottawa,
Canada,
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Canada,
dbanerjee@toh.on.ca

In the Department of Pathology and Laboratory
Medicine (DPLM) at The Ottawa Hospital, each
day a number of specimens (pathology requests)
arrive from operating rooms and clinics to be ex-
amined by pathologists. In this department, at
the beginning of each month clinical managers
must assign expected daily pathology requests
to available pathologists based on the following
requirements:
- Pathologist’s specialty
In DPLM, there are 36 pathologists, each with a
set of sub-specialties defining the types of spec-
imens that a pathologist is trained to analyze.
There are in total 26 sub-specialties in the de-
partment such as liver pathology, breast pathol-
ogy or neuropathology.
- Pathologist’s availability
Pathologists’ availability on a given day is mea-
sured based on the pathologists’ “full time equiv-
alent (FTE)” fraction (i. e. for pathologist work-
ing full time in a given day, the FTE value is 1).
It incorporates absences due to vacation, mater-
nity leave, research, or teaching.
- The service weight of each type of pathology
request The length of time it takes to analyze a
given specimen is measured using predefined ser-
vice weights that are different for each specimen
(i.e. a service weight of 2.0 for neuropathology
indicates that all neuropathology specimens in a
given day can be processed by two pathologists).
Values of the service weights were established by
the DPLM based on historical data.
Apart from the above requirements, the follow-
ing criteria are important to consider when mak-
ing decisions about assigning specimens to the
pathologists:
- Consistent assignment in a week
It is desirable that within a given week a pathol-
ogist is assigned the same specimen each day.
- Assume rotation to maintain sub-specialty re-
quirements In order to maintain his/her exper-
tise, each pathologist should rotate through the
list of specimens for which s/he is meant to be
competent.
- Prioritization of the specimens
The requests to analyze the specimens come with
different priorities for processing. This implies
that any assignment must first ensure the com-
pletion of high priority requests before moving
on to less urgent requests.
Currently the clinical managers at DPLM use a
manual approach to assign daily pathology re-
quests to the pathologists. Since the size of the
pathologists’ assignment problem is large, find-
ing a feasible assignment manually is a time-
consuming process that takes a number of itera-
tions over a number of days to complete. More-
over, every time there is a need to revise the
schedule, new assignments need to be developed.
In this research we have created a decision sup-
port tool for managing this problem by develop-
ing a multiple objectives optimization model and

embedding it within a spreadsheet-driven deci-
sion support tool to help managers in the DPLM
to determine the optimal monthly pathologists’
staffing schedule.
The multiple criteria correspond to consistent
assignment in a week, rotation of the tests be-
tween the weeks, and prioritization of the spec-
imens. These criteria were converted into a sin-
gle weighted sum objective function because of
a requirement that a single solution needs to be
given to a clinical manager and in the DPLM set-
ting there was no opportunity to try interactive
programming techniques. The resulting mixed
integer programming model has 43649 variables
and 52057 constraints. The constraints force the
model to provide a schedule based on the pathol-
ogists’ specialties, availabilities and the service
weights of the pathology requests.
The model was solved using IBM ILOG CPLEX
Optimization Studio. Responding to the clinical
manager request that interactions with a model
should be spreadsheet like we embedded the
model within a customized Microsoft Excel plat-
form that provides a user-friendly interface. The
resulting scheduling system was called the Auto-
matic Pathologists’ Scheduler (APS) system.
The APS system has the following components:
- Editing: allows the clinical manager to up-
date and revise the pathologists’ availabilities
and subspecialties, add a new specimen type or
remove a type from the list, update the list of
pathologists working full time or part time, and
set a day as a holiday.
- Management control: allows the clinical man-
ager to change the service weights of each type of
pathology request based on daily demand fore-
casts, revise volume of pathology requests by
type and day, for a given pathologist change the
daily workload restrictions, and make explicit as-
signment of pathologist to specimen for a given
day.
- Optimization control: allows the clinical man-
ager to change the weights in the objective func-
tion to evaluate different assignment scenarios.
The system has been validated at the DPLM of
The Ottawa Hospital. The results of this vali-
dation showed that the APS system is effective
in developing a schedule that meets about 80%
of all the scheduling criteria and therefore repre-
sents a step forward in simplifying pathologists’
assignment problem for the clinical managers.
The APS system developed in this research can
be customized and ported to other pathology de-
partments providing that there is data available
to revise model’s parameters.

2 - Grid-based Algorithm to Gener-
ate Well-dispersed Nondominated So-
lutions for Multiobjective Optimiza-
tion Problems: Application to Radia-
tion Treatment Planning

Gokhan Kirlik, University of Maryland
School of Medicine, USA,
gokhankirlik@umm.edu
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Serpil Sayin, Koc University, Turkey,
ssayin@ku.edu.tr
Hao Howard Zhang, University of Maryland
School of Medicine, USA,
hzhan001@umaryland.edu

The solution to a multiobjective optimization
problem (MOP) consists of the efficient set that
portrays all relevant trade-off information to a
decision maker. In general the efficient set is
not an easy set to deal with. Thus, instead of
obtaining the entire efficient set, generating a
finite discrete subset of the efficient set, which
is called representation, can be more preferable
by the decision maker. Generally, a representa-
tion with well-dispersed solutions over the non-
dominated set (mapping of the efficient set in
the outcome space) is desirable since it elim-
inates redundancy and represents each part of
the nondominated set with an equal degree. In
this study, we present a grid based search algo-
rithm to generate well-dispersed representation
of the nondominated set for MOPs. In this al-
gorithm, we subdivide the outcome space into
p-dimensional grid cells where p represents the
number of objective functions. Our aim is to
address the nondominated solutions in grid cells
to generate well-dispersed representation and we
utilize achievement scalarization to attain the so-
lutions. The subproblem does not guarantee to
find a nondominated solution in the grid-cell. In
the way we define the parameters of the sub-
problem, it has an incentive to find such a solu-
tion. The subproblem can also be used to find a
nondominated solution that targets the specified
grid-cell where it is defined by the given bounds
on the objectives based on decision makers pref-
erences. We use the grid-based algorithm to gen-
erate treatment plans for external-beam radia-
tion therapy and obtain single treatment plan
by considering the bounds on the objectives that
are given by clinicians.

External-beam radiation therapy is to use
computer-controlled linear accelerators to de-
liver precise radiation doses to the tumor while
sparing the critical organs and healthy tissues.
The treatment planning for the radiation ther-
apy requires considering several conflicting ob-
jectives. Hence, inverse planning problem can
be considered as an MOP. Here, we show the
test results on one of the locally advanced head
and neck cancer cases. Test case includes three
planning target volumes (PTV), (primary PTV,
high-risk PTV, low-risk PTV). The organs-at-
risk (OAR) are left and right parotid glands,
and oral cavity. Finally, critical organs are
brain stem and spinal cord. Subproblems are
solved by using IBM CPLEX 12.5.1 (Barrier Op-
timizer). In the first test, we consider the prob-
lem as three-objective linear programming prob-
lem. First objective function minimizes the max-
imum variation from the prescription doses over
all target volumes. Second and third objective
functions aim to minimize overdose to OARs and

critical organs respectively. We test the algo-
rithm with error levels 0.4, 0.2 and 0.1. The
numbers of solutions in the representations, i.e.
number of treatment plans, are 18, 47 and 182
respectively. In the second test, we consider the
problem as eight-objective linear programming
problem. First three objectives minimize the
maximum variation from the prescription doses
for three target volumes. Fourth, fifth and sixth
objectives aim to minimize mean dose to the
OARs. Seventh and eight objectives minimize
the maximum dose to critical organs. Since the
complexity of the algorithm is exponential in the
number of objectives, instead of generating sev-
eral plans we target a single plan by considering
the bounds on the objectives that are given by
clinicians. The resulting plan by the subprob-
lem achieves uniform dose for all targets while
as much as 22% improvement in OAR sparing
comparing to clinical plan.

⋆ WE-3-χ-HS6
� Environment, Infrastructure & Emerging Ap-
plications

Wednesday, 14:10–15:00 – Room HS 6

Session: Applications in Higher Education

Chair: Mehmet Kabak

1 - Determination of Synthetic Indi-
cators of University Quality through
multicriteria analysis: Ranking of the
Spanish Universities

Rafael Caballero, University of Malága,
Spain,
r caballero@uma.es
Jose M. Cabello, University of Malága,
Spain,
jmcabello@uma.es
Trinidad Gómez, University of Malága,
Spain,
trinidad@uma.es
Francisco Ruiz, University of Malága, Spain,
rua@uma.es

The different methodologies presently used to
perform rankings of universities are a contro-
versial issue. This fact is due to both the in-
dicators that are considered, and the method-
ology used to aggregate them. In this work,
we propose a methodology, based on multicri-
teria techniques, to determine a synthetic indi-
cator of university quality, making use of a se-
ries of single indicators, classified into different
categories. The methodology used allows us to
consider indicators of different nature, measured
in different scales. Subjective judgments can be
included both in the assessment of the relative
importance of each criterion, and in the deter-
mination of reference levels for them. The study
is complemented with a sensitivity analysis on
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these subjective parameters. Finally, different
compensation levels among indicators are con-
sidered, ranging from total compensation (weak
scheme) and no compensation (strong scheme).

2 - A MCDM Approach to Evaluate
Universities Distance Education Web-
sites

Mehmet Kabak, Gazi University, Turkey,
mkabak@gazi.edu.tr
Eren Özceylan, Gaziantep University,
Turkey,
erenozceylan@gmail.com
Metin Dağdeviren, Gazi University, Turkey,
metindag@gazi.edu.tr
Tolga Genç, Marmara University, Turkey,
tolga95@yahoo.com

Purely economic, social, military, political or cul-
tural development for societies is not enough to
be successful or survive in todays global and di-
verse economy. Societies need permanent devel-
oping knowledge related with these issues to be
able to reflect the achievements to production.
Societies’ ability to produce knowledge is directly
related to the competencies and educational level
of the individual. The concept of lifelong learn-
ing shows itself at this point. On the other hand,
the traditional educational model forces students
and teachers to share the same physical space
and requires being together in the class. Indi-
viduals who work full-time work at present can-
not allocate adequate time for training to fur-
ther personal and professional development. In
such instances, another educational model differ-
ent from the traditional one is needed. An ed-
ucation model that doesn’t require student and
teacher at the same place and time can be de-
fined as distance education or distance learning.
The distance education model can provide ed-
ucation at a distance via technology, especially
the internet. Many universities or organizations
use internet and prepare websites to get the main
advantages of distance education. In this study,
a MDCM approach related with forming a dis-
tance education website is proposed for universi-
ties. Four major criteria are determined, namely
system quality, information quality, service qual-
ity and attractiveness with a total of 25 sub-
criteria based on the literature review and ex-
perts’ opinions. 25 different sub-criteria under
4 major criteria are weighted using the analytic
network process (ANP). The most three impor-
tant sub-criteria are the information sharing, the
security and the social network compatibility, re-
spectively. In the following step, the TOPSIS
method is applied in order to rank the 15 dif-
ferent distance education website alternatives.
8 sub-criteria are quantitative ones and alter-
natives are evaluated by certain numbers, the
others are qualitative ones and linguistic vari-
ables are used for evaluation. Outcomes of the
results in this study can provide guidance to sys-
tem designers in identifying the key factors facil-

itating distance education website development,
and find the ideal policy for improving website
effectiveness.

Thursday, 09:00–10:00

⋆ TH-1
� Plenary Session

Thursday, 09:00–10:00 – Aula

Session: Plenary talk: Carlos M. Fonseca

Chair: Francisco Ruiz

1 - Subset Selection in Evolutionary
Multiobjective Optimization

Carlos M. Fonseca, CISUC, Department
of Informatics Engineering, University of
Coimbra, Portugal,
cmfonsec@dei.uc.pt

The potential of evolutionary algorithms in mul-
tiobjective optimization was identified early in
their history. That potential has been realized
over the years with the development of increas-
ingly elaborate Evolutionary Multiobjective Op-
timization (EMO) algorithms that have found
many important applications in the real world,
and have contributed significantly to the growth
in popularity of multiobjective optimization in
general.

Although EMO has traditionally emphasized the
approximation of the whole Pareto-optimal front
in an a posteriori articulation of preferences set-
ting, preference-driven EMO algorithms capable
of handling interaction with a Decision Maker
(DM) were proposed early in their development.
While the identification of a most preferred solu-
tion is usually seen as the ultimate goal in prac-
tice, recognizing that the search for diverse sets
of alternative solutions to be presented to the
DM (whether in a progressive or an a posteri-
ori articulation of preferences scenario) implies
some sort of set-oriented preference for diversity
has been a turning point in EMO algorithm de-
velopment. State-of-the-art algorithms such as
IBEA, SMS-EMOA, MO-CMA-ES and HyPE,
for example, implement multiobjective selection
based on a notion of set quality that is then used
to infer the quality of the individuals in the pop-
ulation and to introduce bias towards the better
ones at the parental and/or environmental selec-
tion stages. However, the issue of how to com-
bine such set-oriented preferences with the more
traditional search for a single most-preferred so-
lution remains largely open.

This talk focuses on the problem of selecting a
diverse subset of non-dominated solutions from
a larger set of candidate solutions according to
DM preference information. The expression of
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set-oriented preferences by the DM, their incor-
poration in EMO algorithms, and computational
aspects of the resulting subset selection prob-
lems are considered. Existing quality-indicator
and decomposition approaches are reviewed and
discussed, and an alternative perspective is in-
troduced where set quality is not specified by
the DM as such, but is inferred from the un-
certainty associated with DM solution-oriented
preferences instead. Recent results obtained by
instantiating this idea in the form of a portfo-
lio optimization problem are presented and dis-
cussed, and opportunities for further work are
outlined at the end.

Thursday, 10:30–12:10

⋆ TH-2-β-HS1
� Decision Aiding

Thursday, 10:30–12:10 – Room HS 1

Session: Decision Aiding: Emerging Applica-
tions 1

Chair: Jian-Bo Yang

1 - Exploring NFC technology adoption
for creating the best educational insti-
tution based on new hybrid MADM
model

Shu-Kung Hu, Kainan University, Taiwan,
syokou@mail.knu.edu.tw
Ming-Tsang Lu, Commerce Development Re-
search Institute, Taiwan,
mingtsang.lu@gmail.com
Gwo-Hshiung Tzeng, National Taipei Uni-
versity, Taiwan,
ghtzeng@gm.ntpu.edu.tw

With the advancement in mobile devices and
the concept of Internet of things (IOT), the use
of near-field communication (NFC) technology
has increased constantly in recent years. NFC
technology will create new intelligent environ-
ments for creating the best educational insti-
tution to safely transfer information or service.
In the educational institution, the decisions to
adopt NFC technology are multiple attribute
decision making (MADM) problems requiring
multi-criteria decision analysis that involves the
interdependence and feedback effects among the
criteria/dimensions. However, most traditional
decision models cannot capture these complex
interrelationships. This paper proposes an evalu-
ation model that could explore and improve NFC
technology adoption for creating the best edu-
cational institution. In this evaluation model,
the interdependence among criteria/dimensions,
the best alternative selection, and systematic im-
provement can be addressed by using a new hy-
brid MADM model, which combining decision

making trial and evaluation laboratory (DEMA-
TEL) technique to construct the influential net-
work relation map (INRM), find the influential
weights with DEMATEL-based analytic network
process (DANP), and use the modified VlseKri-
terijumska Optimizacija I Kompromisno Resenje
(modified VIKOR) for reducing the performance
gaps based on INRM. Furthermore, an empiri-
cal case of evaluating and improving NFC tech-
nology adoption is used to verify the proposed
model.

2 - Consumer preference prediction to
support New Product Development
(NPD)

Emanuel Savan, Manchester Business
School, United Kingdom of Great Britain
and Northern Ireland,
emanuel-emil.savan@postgrad.mbs.ac.uk
Jian-Bo Yang, Manchester Business School,
United Kingdom of Great Britain and North-
ern Ireland,
jian-bo.yang@manchester.ac.uk
Dong-Ling Xu, Manchester Business School,
United Kingdom of Great Britain and North-
ern Ireland,
ling.xu@mbs.ac.uk
Yu-Wang Chen, Manchester Business
School, United Kingdom of Great Britain
and Northern Ireland,
Yu-wang.Chen@mbs.ac.uk

In the context of new product development
(NPD) it is important for companies to launch
products with characteristics which meet the
consumer preferences. Hence, one of the most
important processes which support NPD deci-
sion making is consumer preference prediction.
The literature illustrates a wide range of method-
ologies employed for predicting liking: from sta-
tistical methodologies e.g. multiple linear re-
gression to non-statistical approaches e.g. artifi-
cial neural networks (ANNs), support vector ma-
chines (SVMs), and rough sets. The Belief Rule-
Base (BRB) methodology has also been tested
in this field: for consumer preference prediction
and target setting. Moreover, BRB was proven
to hold technical and conceptual advantages over
the aforementioned alternative approaches. This
paper is set to introduce further advantages and
applications of the BRB methodology for con-
sumer preference prediction.

The presented features/ advantages were se-
lected in response to the challenges raised by the
two case studies addressed in this paper. The
methodology has been tested in the fast moving
consumer goods (FMCG) industry: the personal
care sector. Some of the main challenges were
identified to be: the high number of potential
predictors, the uncertainty present in the inputs,
the outputs which are presented as distributions,
and the optimal model structure selection.

First of all, the addressed case studies presented
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a large number of potential inputs. One of
the addressed industrial applications offered over
1000 instrumental measurements, all of which
could represent potential predictors. For man-
aging this challenge, two major directions have
been proposed: predictors’ selection through
step-wise linear approach or data reduction
through either principal component analysis or
Autoencoder. Each approach was found to have
its own set of advantages and drawbacks; es-
pecially in terms of overall accuracy and inter-
pretability of results.
Secondly, some of the instrumental measure-
ments conducted in the case studies have implicit
machine error. These errors along with their con-
ceptual implications are generally disregarded.
However, in this paper, the flexible structure of
the BRB has been adjusted to accommodate for
such errors.
Thirdly, it has been observed that the outputs
are fundamentally distributions, as they are cap-
tured through questionnaires. The majority of
the above mentioned methodologies, summarize
such outputs by their averages. This paper
comes to argue that averaging data leads to in-
formation loss and to analyse the conceptual ad-
vantages of employing the distributions through
BRB models.
Finally, in the modelling phase, one of the most
prominent interests raised by the practition-
ers concerned the model’s validation and over-
fitting. The paper proposes a heuristic approach
which can support BRB model structure selec-
tion and can avoid over-fitting. The number of
referential values for both outputs and inputs
is evaluated based on two objectives: maximiz-
ing the prediction accuracy and minimizing the
model complexity. The approach generates the
Pareto front of optimality/ efficiency. Moreover,
an automated approach for selecting the optimal
model structure is proposed. Whilst the Pareto
front can offer valuable insight, it is important
to provide a prescriptive approach capable of in-
dicating which specific model structure is best to
be selected.

3 - Application of Evidential Reasoning
Rule to Decision Making in Financial
Investment

Quanjian Gao, Manchester Business School,
University of Manchester, China,
qjgao@live.com
Dennis Meng-Jiao Wu, GOSS Institute of
Research Management, United States of
America,
dennis@goss.com.hk
Dong-Ling Xu, Manchester Business School,
University of Manchester, United Kingdom
of Great Britain and Northern Ireland,
ling.xu@mbs.ac.uk
Jian-Bo Yang, Manchester Business School,
University of Manchester, United Kingdom
of Great Britain and Northern Ireland,

jian-bo.yang@manchester.ac.uk

Decision-making in financial investment is a very
complex issue where an investor chooses assets to
invest in with three important criteria: return,
risk, and time horizon. The objective of a finan-
cial investment is to achieve high returns with
low risks in a reasonable horizon. One recent
advance in decision theories is the development
of the Evidential Reasoning (ER) Rule, which
generalizes the Dempster-Shafer Theory to al-
low for different weights and reliabilities on the
evidence to be combined to enable a consistent
combination of potentially conflicting evidence.
Here a succinct investment strategy is presented
which uses a model of Efficient Information Com-
bination (EIC) based on the ER Rule to aggre-
gate the opinions of financial analysts for synthe-
sizing investment portfolios. Experiments were
carried out to backtest the investment strategy
using data of historical stock prices and ana-
lyst reports from the China Stock Market & Ac-
counting Research (CSMAR) Database for the
four-year period between 2009 and 2012, con-
taining more than 270,000 research reports pub-
lished by more than 4,600 financial analysts.
It is demonstrated that the risk-adjusted re-
turns of the strategy with varying parameters
significantly outperform the market returns of
CSI300 index for investment horizons of around
six months, with p values from Student’s t-test
being as low as 0.13%. The annualized excess
returns obtained average up to 14.6%, compared
to the average return of 6.7% above market per-
formance by hedge funds, according to one esti-
mate published by Penguin Group. The research
serves as the first application of the ER Rule in
the finance field, providing a new and effective
method for decision-making in financial invest-
ment. Backtesting shows high risk-adjusted re-
turns within a reasonable timeframe compared
to the market. Further studies are warranted to
explore the use of the ER Rule in the finance field
to enhance the accuracy and effectiveness of in-
formation fusion from various conflicting sources
of evidence.

⋆ TH-2-γ-HS2
� Model Building

Thursday, 10:30–12:10 – Room HS 2

Session: IS-MB-RISK-MAINT: MCDA Models
in Risk, Reliability and Maintenance Contexts

Chair: Cristiano Cavalcante

1 - Multidimensional risk evaluation in
natural gas pipelines: sensitivity anal-
ysis of model parameters based on a
Monte Carlo simulation

Cristina Medeiros, Universidade Federal de
Pernambuco, Brazil,
cris.engproducao@gmail.com
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Marcelo Alencar, Universidade Federal de
Pernambuco, Brazil,
marcelohazin@gmail.com
Thalles Garcez, Universidade Federal de Per-
nambuco, Brazil,
tvgarcez@gmail.com
Adiel Teixeira De Almeida, Universidade
Federal de Pernambuco, Brazil,
almeidaatd@gmail.com

This study presents the sensitivity analysis mod-
ule of a Decision Support System (DSS) de-
veloped to support evaluating multidimensional
risks in natural gas pipelines. The multidimen-
sional risk evaluation model uses Multi-Attribute
Utility Theory (MAUT) to incorporate the deci-
sion maker’s (DM‘s) risk behavior, and analyzes
each section of a pipeline network. Three risk di-
mensions are considered: human, environmental
and financial. As a result, the model produces
a ranking of pipeline sections in terms of risk,
where a risk hierarchy between each pipeline sec-
tion is obtained by comparison. In the sensitiv-
ity analysis step, the focus of this study, a Monte
Carlo Simulation is applied in order to vary the
parameters of the model according to probability
distributions. Additionally, Kendall‘s correla-
tion coefficient is used to measure the association
between rankings resulting from each replication.
Thus, it is possible to check variations on param-
eters that lead to changes in ranking positions,
and therefore, to establish the correlation with
the original ranking. Finally, in this module,
these variations can be illustrated by means of
graphical visualization, thereby enabling a more
complete analysis of the information.

2 - An MCDM model for preventive
maintenance planning in a water sup-
ply system

Madson Bruno Da Silva Monte, UFPE,
Brazil,
madsonmonte@gmail.com
Adiel Almeida-Filho, UFPE, Brazil,
atalmeidafilho@yahoo.com.br

Due to issues of non-planned urban development,
as well as shortage of drinking water, a water
supply system may not be able to feed all con-
sumers simultaneously. Some urban areas are
supplied through wells and requiring continuous
rationing. The rationing works according to a
preset schedule by the supply company. This sit-
uation gets worse due to interventions in imple-
menting equipment maintenance services. Thus,
this paper presents a decision model to evalu-
ate multiple criteria in order to establish when
preventive maintenance should be performed on
such equipment, which means to define the most
suitable time interval for performing preventive
maintenance actions in such environment. Avail-
ability and cost has been evaluated in the de-
cision. The most suitable time interval was
considered based in the tradeoff between avail-

ability and cost by considering an aggregation
process based on Multi-attribute Utility The-
ory (MAUT). From this model the maintenance
engineering has a time interval for preventive
maintenance actions in order to reduce operating
costs and to improve the welfare of consumers by
increasing the availability of equipment.

3 - MCDM Models in Maintenance Re-
search

Rodrigo José Pires Ferreira, Universidade
Federal de Pernambuco (UFPE), Brazil,
rodjpf@gmail.com
Adiel Teixeira De Almeida, Universidade
Federal de Pernambuco (UFPE), Brazil,
almeidaatd@gmail.com

The use of multiple criteria and multiobjective
models in maintenance research has increased in
recent years. The need to consider more than one
aspect so as to optimize different objective func-
tions simultaneously can justify the more fre-
quent use of these approaches. Typically, in the
maintenance context, there is an evident trade-
off between cost and reliability. In such situa-
tions, optimal solutions for only one objective
function cannot express the decision maker’s ex-
pectations. The objective of this paper is to
analyse the connection between MCDM and the
main features of maintenance decisions based
on a literature review. The maintenance deci-
sions considered include preventive maintenance,
condition-based maintenance, outsourcing, spare
parts, redundancy allocation, design selection
and maintenance planning. A discussion on fun-
damentals of multicriteria in maintenance mod-
elling and some directions for supporting the
choice of suitable multicriteria are given, based
on previous applications. An overview and in-
sights are provided in order to guide researchers
to understand the potential of multicriteria and
multiobjective models in the most relevant prob-
lems from this area.

4 - An MCDM/A model to support
the definition of opportunistic mainte-
nance policy

Cristiano Cavalcante, UFPE, Brazil,
cristianogesm@gmail.com
Rodrigo Lopes, UFPE, Brazil,
rodrigoengep@gmail.com

This paper puts forward a multicriteria model
to support decision-making related to mainte-
nance policy that takes into account the oppor-
tunities brought by other parts of an operational
system. The article is an extension of previ-
ous studies that were developed from the op-
timization perspective. It generates a broader
view for the decision maker who can now con-
sider the consequences of different maintenance
actions (minimal repairs, opportunistic repairs,
and preventive maintenance) under two different
dimensions: cost and availability Cost studies of
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opportunistic maintenance models are well docu-
mented. Multicriteria models for an opportunis-
tic maintenance policy are less well developed,
and the contribution of this paper to this area is
to contextualize an application for a highly rele-
vant sector. Our policy has a high potential im-
pact in practice because it not only determines
when to carry out maintenance but also helps
the decision maker to determine what type of
maintenance to carry out.

⋆ TH-2-δ-HS3
� Industry and Business Applications

Thursday, 10:30–12:10 – Room HS 3

Session: Industrial Decision Support

Chair: Piotr Sawicki

1 - Multicriteria modeling and tradeoff
analysis for oil load dispatch and haul-
ing operations at Noble Energy

Alexander Engau, University of Colorado,
Denver, USA,
aengau@alumni.clemson.edu
Casey Moffatt, University of Colorado, Den-
ver, USA,
casey.moffatt@ucdenver.edu
Wesley Dyk, Noble Energy, Inc., USA,
wdyk@nobleenergyinc.com

Noble Energy produces and sells tens of thou-
sands of barrels of oil a day in the Denver-
Julesburg Basin in Northeastern Colorado, one
of the largest natural gas deposits in the United
States. This talk presents a new mathematical
model that was built and implemented to sup-
port the company’s business decisions regarding
its current and future sales, dispatch, and trans-
portation operations. The corresponding mul-
ticriteria optimization model is formulated and
solved as a multiperiod, multi-objective mixed-
integer program that considers the maximization
of revenue and sales, and the avoidance of tem-
porary production shut-ins and sell-outs to guar-
antee long-term contractual obligations with its
partnering well owners, haulers, and markets. A
theoretical tradeoff analysis is presented to val-
idate model decisions with current operational
practice, and a small computational case study
on an original data set demonstrates the use of
this model to find efficient dispatch schedules
and gain further insights into the tradeoffs be-
tween the different decision criteria.

2 - Methodology to support decision-
making about of prioritization of im-
provement plans in the agricultural
sector: A case of study

Nelson Tovar, Los Andes University, Colom-
bia,
nj.tovar10@uniandes.edu.co

Fidel Torres, Los Andes University, Colom-
bia,
ftorres@uniandes.edu.co
Miguel Gómez, Cornell University, USA,
mig7@cornell.edu
Helga Bermeo, Ibagué University, Colombia,
helga.bermeo@unibague.edu.co

Decision making in Agricultural sector manage-
ment, as well as the allocation of financial re-
sources in developing countries to projects, is
usually made without evaluating the concepts
and perceptions of industry experts, and it is
simply limited to the evaluation of quantitative,
criteria-related production. This paper proposes
a multiple criteria methodology in which quanti-
tative and qualitative criteria for prioritization
of horticultural products in Center of Colom-
bia were mixed in order to allocate financial re-
sources to the implementation of logistics strate-
gies to increase their competitiveness. The ex-
pert method and the method for planning, imple-
menting, and evaluating capacity development in
agricultural chains of International Service for
National Agricultural Research (ISNAR) were
used as a basis for developing this methodol-
ogy. The expert method analyzed qualitative
criteria with which the logistic potential index
(LPi) of each product was determined, while the
assessment of quantitative criteria for determin-
ing the competitiveness level index (CLi) of each
product was based on the indicators used in the
ISNARs method. Finally, the results of both
analyses were merged and presented in an array
called the prioritization matrix. Each quadrant
of this matrix determines the importance of the
product in the area evaluated. With the pro-
posed methodology, agricultural products (veg-
etables and/or fruits) for each zones was prior-
itized; furthermore, it allowed us to explicitly
incorporate the preferences of experts to assess
farm management options in the horticulture
chains. These results are the first stage of the
project “Design and implementation of a logistic
model as basis for the value integration in horti-
culture chain at Tolima-Colombia” and they are
the basis for providing continuity with diagno-
sis of agricultural chains selected and design of
improvement plans.

3 - Multi-objective simulated anneal-
ing for collision avoidance in air traffic
management

Álvaro Rubio-Esparza, ETSI Informticos,
Universidad Politécnica de Madrid, Spain,
alvaro.rubio.esparza@alumnos.upm.es
Alfonso Mateos, ETSI Informticos, Univer-
sidad Politécnica de Madrid, Spain,
amateos@fi.upm.es
Antonio Jiménez-Mart́ın, ETSI Informticos,
Universidad Politécnica de Madrid, Spain,
antonio.jimenez@upm.es

The increasing demand in air traffic operations

122



MCDM 2015 ⋆ TH-2-δ

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

requires improved systems for automating air-
craft maneuvers. This paper addresses the con-
flict detection and resolution problem. Conflict
detection and resolution is one of the most widely
studied problems in the air traffic management
field. A conflict situation occurs if, according to
their flight plans, two or more aircraft within the
same specific aerial sector do not keep a safe hor-
izontal or vertical distance. It is a combinatorial
optimization problem that is resolved by decid-
ing the best global strategy for avoiding conflicts
through the modification of the aircraft configu-
rations (velocity, altitude or angle of direction).
The approach that we propose allows each in-
dividual aircraft to choose an order of prefer-
ence among above three different maneuver op-
tions on the basis of different criteria, such as
fuel consumption efficiency, passenger comfort or
changes in the original aircraft path. If deemed
appropriate, the preferred maneuvers can be
modified by the system; for example, if infea-
sible situations crop up, like trying to solve a
conflict between aircraft that are flying in oppo-
site directions by performing a velocity change
maneuver.
We propose the use of multi-objective simulated
annealing to derive a large number of efficient
configurations (Pareto or non-dominated solu-
tions) on the basis of a geometric model that
can predict the existence of such conflicts and
their magnitude. The system takes into account
different general or maneuver-dependent objec-
tives, such as reducing the number and magni-
tude of maneuver changes, minimizing collision
risk or forcing a return to the original flight con-
figuration. Besides, as the approach is designed
to work as part of a continuous execution system
(reactive process waiting for queries), an impor-
tant objective is to reduce the total number of
maneuvers of a single aircraft as of when it be-
gins to be managed by an air traffic controller,
i.e., when it enters the respective aerial sector.
The proposed approach is original in different
ways. Firstly, we consider a model accounting for
the three possible maneuvers that an aircraft can
perform (velocity, altitude or angle of direction)
as opposed to other proposals in the literature,
which consider only one or two of them simulta-
neously. Besides, we tackle the problem from a
multi-objective perspective, deriving a set of effi-
cient solutions rather than a single solution. The
solutions are then shown to users, who select the
one that they prefer.
Note also that we have optimized a multi-
threading parallel software implementation to ef-
ficiently solve the problem. This implementation
focuses on creating a real application with an in-
dustrially usable execution time, which is crucial
in this particular context.

4 - The concept of the multiple-
objective business process optimisation

Piotr Sawicki, Poznan University of Technol-
ogy, Poland,

piotr.sawicki@put.poznan.pl

In the paper a problem of business processes op-
timisation is considered. The concept of a busi-
ness process has been recently discussed in the
literature, however, a consensus has been still
not found. Based on the literature analysis the
author of this paper has proposed a novel pro-
cess definition giving a base for its understand-
ing and further optimisation. The process is as-
sumed as a structured set of activities, which
are performed using the necessary resources that
allow the conversion of input elements into the
expected results. In this meaning the process
performance is a result of triple interactions,
including internal relations among activities in
the process (dynamic interaction), relation with
another processes in organisation (dependencies
between results, stochastic nature of the results),
as well as relation of the process and its envi-
ronment (customers expectations, competition,
technological advances). Taking into account the
nature of the process the author of the paper has
proposed a concept of multiple-objective interac-
tive optimisation procedure. This procedure is
composed of six interdependent stages using sev-
eral concepts and techniques, including process
modelling, mathematical programming, simula-
tion, data mining and rule generation.
In the stage 1 the considered process is identified
(in case of existing solution) or designed new one
(in case of process setup). As a result of stage 1
the process is modelled to formalise its descrip-
tion. To this end one of the existing language,
e.g. EPC (event driven process chain), BPMN
(business process models and notation) or UML
(unified modeling language) can be applied. The
final decision in this issue has to be made on
user perception and software availability. In the
stage 2 a predefined catalogue of potential pro-
cess changes has to be considered. The catalogue
is a set of all practice-based changes in the spe-
cific group of processes. Only those changes that
are reliable under certain business conditions can
be selected for further consideration. Next, dur-
ing stage 3 of the procedure, a comprehensive,
i.e. multiple criteria, mathematical model is con-
structed. The objectives resulted from a process
essence are the basis for its performances eval-
uation. The multiple-objective stochastic and
dynamic formulation has to be applied to ex-
press all the phenomena of the considered pro-
cess nature. In stage 4, the simulation model
is constructed and a set of simulation is carried
out. Its purpose is both, to reflect the process
run, and to obtain the numerical representation
of conversion of parameters and variables of the
considered process into the set of final results.
The simulation model is built with respect to the
nature of criteria defined at stage 3. To create
stage 4 of the procedure, ExtendSIM simulation
package has been applied.
In the stage 5, the set of simulation results gen-
erated previously (at stage 4), is evaluated. The
extraction of Pareto solutions is carried out and
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the decision regarding the continuation or dis-
continuation of seeking a compromise solution is
made. In the absence of a foundation for fur-
ther exploration the procedure is stopped. Oth-
erwise, a stage 6 is performed. During stage 6 the
exploration of the process knowledge data base,
resulted from the previous stages, is carried out.
As a result of knowledge exploration the deci-
sion rules are generated. They are a generic de-
scription of a relationship between the parame-
ters and variable of the mathematical model and
its generalized measures, i.e. values of criteria
(see stage 3). After a review and the selection of
the decision rules the procedure returns to the
stage 3, wherein based on these rules the mathe-
matical model is modified and customised. From
this point starts the next iteration of stages 3 to
5 until a satisfactory solution is obtained.
The proposed procedure is experimentally veri-
fied and tested on the basis of logistic process.
Its nature is to perform a deliveries of compo-
nents and production parts from a warehouse to
the assembly line. The third part logistics ser-
vice provider is carried out this process and is
responsible for deliveries from the picking ware-
house to the production plant. The results of a
current state are compared with the optimised
ones, according to the set of 3 criteria, i.e. pro-
cess cost, process timeliness and resource utilisa-
tion.

⋆ TH-2-κ-HS4
� AHP/ANP

Thursday, 10:30–12:10 – Room HS 4

Session: IS-AHP-TA: Theory and Applications
of the AHP/ANP 1

Chair: Metin Dağdeviren

1 - Site Selection for Wind Energy Plant
by Using Analytic Network Process

Erdem Aksakal, Gazi University, Turkey,
eaksakal@gazi.edu.tr
Ahmet Aktas, Gazi University, Turkey,
aaktas@gazi.edu.tr
Mehmet Kabak, Gazi University, Turkey,
mkabak@gazi.edu.tr
Metin Dagdeviren, Gazi University, Turkey,
metindag@gazi.edu.tr

In today’s world, energy has a great importance
in government policies and economical and social
development of countries. Some events, such as
increase in energy prices and changes in supply
demand of energy, cause some problems which
can be called as a crisis. Because of the rapid
depletion of fossil fuel reserves and the environ-
mental effects of fossil fuels, many countries have
begun to prefer renewable energy sources to fossil
fuels. As a result of this transition in the world,
usage of renewable energy in Turkey is started to
be a popular way to generate energy. The great

potential of renewable energy in Turkey and re-
quirement of encouragement on the investments
on renewable energy resources have been empha-
sized in the 2015 2019 Strategic Plan of Ministry
of Energy and Natural Resources. To generate
energy from renewable resources in Turkey, wind
energy has the second big potential after hydro
energy. So, Turkey must benefit from potential
of wind energy sources and plants must be lo-
cated on the most appropriate places in Turkey.
The main aim of this study is to develop an an-
alytic model to support wind energy plant site
selection decisions in Turkey. Due to this aim, a
literature review is made in order to investigate
the wind energy plant site selection criteria. An
expert group of five people, which contains two
academicians working on renewable energy sys-
tems and two professionals who are working at
a company in wind energy sector and an admin-
istrative staff of Ministry of Energy and Natu-
ral Sources, have made an assessment of exist-
ing criteria. Then, three main criteria and seven
subcriteria which are used in this paper are de-
termined. The main criteria are economic and
technical aspects, environmental aspects and so-
cial aspects. Economic and technical aspects are
cost efficiency, reliability and wind density. En-
vironmental aspects are forest lost and distance
to migration of birds. Social aspects are job cre-
ation for people and social acceptability. Due
to the interdependencies between given selection
criteria, site selection for wind power plants is
made by using Analytic Network Process. An
application of site selection is made in Turkey
for five alternative sites by using the proposed
decision model to demonstrate that the model is
suitable for the wind energy plant site selection.

2 - A compatibility study of priorities
vectors for reverse logistics indicators:
a footwear industry case developed in
Brazil

José Leonardo Silveira Guimarães, Regional
University of Cariri, Brazil,
leonardo.guimaraes@urca.br
Valério Antonio Pamplona Salomon, Sao
Paulo State University, Brazil,
salomon@feg.unesp.br

Reverse logistics (RL) is important to cover envi-
ronmental, social, and economic aspects, known
as triple bottom line (TBL) dimensions of orga-
nizational sustainability. The assessment of RL
practices involves multiple aspects interrelated.
The Analytic Network Process (ANP) is a signif-
icant toll to evaluate RL features because it con-
siders interdependence relations. Concerning to
compatibility (closeness) study between vectors,
three compatibility indices have been proposed:
S and G using cardinal vectors, and V using or-
dinal vectors. This work presents an assessment
of the priorities of reverse logistics (RL) indica-
tors in the footwear industry in Brazilian State
of Ceara. It used a model that applies ANP,
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and seeks achieve a sustainable business perfor-
mance, analyzing TBL by means of RL practices,
measured and evaluated. Subsequently, outcome
obtained was compared with respect to ranking
of priority found for a sampling for Brazilian
companies. Among the nine RL indicators con-
sidered in the model, only three changed their or-
ders (from 5th, 6th and 8th, to 8th, 5th and 6th
respectively). However, priorities take different
values in each case. The resulting compatibility
index, S=1.128 indicates that vectors are com-
patible (according to Saaty, 2001)), G = 0.833
(less than lower limit 0.9) which can be related
to a higher n (according to Garuti and Salomon,
2012), and V=1.038 indicates that ordinal vec-
tors are close. This may indicate the importance
of using the indices S and V together, as is al-
ready suggested in the literature.

3 - Pythia: development of an oracle for
automated treatment plan selection in
radiation therapy

Sebastiaan Breedveld, Erasmus MC, Nether-
lands,
s.breedveld@erasmusmc.nl
Kimberley Lindenberg, TU Delft, Nether-
lands,
kimberleylindenberg@gmail.com
Ben Heijmen, Erasmus MC, Netherlands,
b.heijmen@erasmusmc.nl

Background: A novel method for fuzzy multi-
criteria decision-making based on preference re-
lations was evaluated for feasibility in automated
radiation therapy plan selection. Radiation ther-
apy is one of the treatments for cancer, where
malignant tumour cells are irradiated in order
to eradicate the tumour. Treatment plan evalu-
ation is the domain of the physician, who weighs
the different criteria with the aim to treat the pa-
tient and minimise the probability of radiation-
induced complications. This decision is made
based on 10-25 competing criteria, and due to
the complex relations (trade-offs) between the
criteria, difficult to pour in solid hierarchy based
decision-making.

Automated plan selection is required in several
aspects of treatment plan generation. One im-
portant aspect is the selection of beam direc-
tions from which the patient should be irradi-
ated. This is a combinatorial problem, as only a
handful (5-25) directions are allowed, while it is
possible to choose from a continuous 360 degrees
circle, or a sphere. This non-convex combinato-
rial problem can only be solved using heuristics
or pattern-search methods. Such approaches re-
quire frequent polling to assess the quality of a
certain plan compared to its alternatives.

The decision-making can be modelled as a hierar-
chical analytic network process: for most of the
criteria there is a clear preference relation, for
others the position in the hierarchy is less well-
defined, or they are simply equally important.
The relations are also fuzzy: a limited deteriora-

tion of a highly prioritised criterion is acceptable
if lower ones are significantly improved.

Quantifying the amount of fuzzyness and magni-
tude of relative importance is a tuning process,
as well as the settings of other parameters.

Methods: This research investigated the
fuzzy preference relations based decision-making
framework of Yu, Xu & Liu (Comput Ind Eng
2013). This method is interesting for application
in radiation therapy: 1) criteria are partitioned
in hierarchies, 2) each criterion can be evaluated
differently in each hierarchy, and 3) lower hier-
archies become more influential if there is insuf-
ficient variation in the set of alternatives for the
higher hierarchies.

Point 1 is a direct result of the natural relations
in plan evaluation (e.g. sufficient salivary pro-
duction is more important than difficulties with
swallowing). Point 2 is required for a balanced
decision between different criteria: the highest
goal is to aim for a minimum deterioration of
salivary production, second goal is to aim for a
minimum loss in swallowing functionality. Third
goal is again salivary production, but now aiming
for a more moderate salivary production. Point
3 is to ensure that lower prioritised hierarchies
are taken into account even if higher prioritised
hierarchies have unacceptable measures. This is
especially important as not all criteria are avail-
able in each patient case, and can be ignored
while using the same parameter set.

The study contained 8 anonymised patients with
a tumour in the head-and-neck area. In order
to tune the parameters of the decision model,
23 equi-angular distributed beam directions were
fixed, so the optimisation problem is continuous
and convex. A Pareto-front was generated for
9-15 criteria, resulting in 8583-11644 plans per
patient. Because some criteria are evaluated at
different levels (see Point 2 above), 23 different
criteria evaluation functions were formed and di-
vided in 13 hierarchies (e.g. respective left and
right salivary glands were considered equally im-
portant and thus grouped in a single hierarchy).

For each patient, a reference plan was selected for
tuning. The selection was based on the clinical
protocol, used for our in-house developed auto-
mated treatment planning approach. Although
the preference relations to guide the optimisa-
tion were similar to that of the decision-making,
they cannot be used directly: for planning rigid,
stepwise decisions are made which do not allow
fuzzy decision-making.

In an exhaustive search, 28 parameters required
to shape the transformation functions for the cri-
terions were tuned. The goal was to find a single
set of parameters that results in an acceptable
ranking for all patients. In practice, the position
of the reference plan was scored for each patient,
and the parameter set that had the highest av-
erage placement of this plan was taken.

Results: It was possible to find a set of param-
eters that resulted in acceptable ranking for all
patients. For 7 out of 8 patients, the reference
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plan had the highest score. For 1 patient, the
reference plan was ranked as 3th, however the
alternatives all showed an acceptable alternative
trade-off. For all patients, the ranking of the top
best plans was intuitive. Patiens with fewer cri-
teria were successfully ranked using the same set
of parameters.

Conclusion and outlook: Automated plan selec-
tion in radiation therapy is feasible based on
fuzzy preference relations, and it is possible to
tune towards a preferred solution.

Future work will involve physicians to select
plans based on clinical experience, and assess the
quality of the ordering in order to clinically val-
idate the method.

4 - A New Decision Making Model for
Bank Branch Location Selection

Metin Dagdeviren, Gazi University, Turkey,
metindag@gazi.edu.tr
Ahmet Aktas, Gazi University, Turkey,
aaktas@gazi.edu.tr
Erdem Aksakal, Gazi University, Turkey,
eaksakal@gazi.edu.tr
Mehmet Kabak, Gazi University, Turkey,
mkabak@gazi.edu.tr

In today’s competitive world, you have to do
your job without or with few mistakes for being
successful. The way to be succeed pass through
having a good decision-making and planning pro-
cesses. One of the most important factors pro-
viding the success to the company is its location.
The right selection of branches for the companies
like banks plays a major role in their success.
Branches have also strategic importance on the
performance and competitiveness. According to
the improving technology and increase in distri-
bution channels, location selection of a branch
becomes a very important decision making pro-
cess. The procedure of decision making process
consists of deciding on the criterion that will be
used; finding the importance of criterion; deter-
mining location alternatives and selecting one of
the alternatives. The process includes several
criteria (can be differ for each bank) which are
based on the strategy, performance and the mis-
sion of the bank. The aim of this study is to
provide a decision making model for branch lo-
cation selection problem for a bank. To select
the appropriate location, the criterion in locat-
ing the branches was selected with the help of
experts and the literature review. The expert
group consists of four people who are two aca-
demicians and two professionals working at the
bank. The decision consists of four main crite-
ria as; Demographic, Socio-Economic, Banking
and Trade. The sub criterion for demographic:
total population, population growth rate, pop-
ulation density; for socio-economic: employee
rate, citizens living abroad; for banking: num-
ber of banks, number of branches, number of
population per branches; for trade: number of

firms, number of organized industrial zone. AHP
method and Voting Theory used as hybrid to
find the appropriate branch location selection.
AHP method used for to get the preference of
the cities. Voting theory used for to find the
appropriate branch location through cities.
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1 - Optimality Conditions in Non-
smooth Convex Multi-objective Pro-
gramming Using Convexificators

Alireza Kabgani, University of Tehran &
IPM, Islamic Republic of Iran,
a.kabgani@ut.ac.ir
Majid Soleimani-Damaneh, University of
Tehran & IPM, Islamic Republic of Iran,
soleimani@khayam.ut.ac.ir
Moslem Zamani, University of Tehran &
IPM, Islamic Republic of Iran,
moslemzamani@ut.ac.ir

Studying optimality conditions for a mathemat-
ical programming problem is a very important
issue in optimization. Such conditions are cru-
cial in characterizing the solution set, sketching
numerical procedures, and obtaining the dual-
ity results. Karush-Kuhn-Tucker (KKT) condi-
tions are most popular and widely-used optimal-
ity conditions discussed in the literature. These
conditions have been studied in many publica-
tions for smooth and nonsmooth convex pro-
gramming problems in which the objective func-
tion(s) and constraint functions are convex. In
many optimization problems, the feasible set is
described by inequality constraints whose corre-
sponding functions are not necessarily convex or
even quasiconvex while the feasible set is convex.
In recent years, KKT conditions for such prob-
lems, in the single-objective case, have been ad-
dressed by some authors in the presence of differ-
entiable or locally Lipschitz constraint functions.
In this paper, we consider a multi-objective pro-
gramming problem whose objective functions are
convex and its feasible set is a convex set de-
scribed by some functions. The constraint func-
tions are neither convex nor differentiable nor
locally Lipschitz. Utilizing upper regular con-
vexificators, we characterize the normal cone of
the feasible set and then some necessary and suf-
ficient optimality conditions are derived. Some
applications of the obtained KKT conditions are
highlighted as well.

2 - Two Methods for Finding Repre-
sentations of the Nondominated Set in
Multiobjective Optimization
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Serpil Sayin, Koc University, Turkey,
ssayin@ku.edu.tr
Gökhan Kirlik, University of Maryland
School of Medicine, USA,
gokhankirlik@umm.edu

Generating all nondominated solutions for multi-
ple objective optimization (MOO) problems may
not always be desirable. For multiple objec-
tive discrete optimization (MODO) problems,
the size of the nondominated set may be too
large to be presented to a Decision Maker (DM).
For the general case, the nondominated set can
be a continuous set and presenting it directly to
a DM may not be possible unless some inter-
face is built to help the DM navigate in this set.
Perhaps excluding some special cases, it is also
computationally expensive to obtain the entire
nondominated set. Therefore it makes sense to
generate a finite subset of all nondominated so-
lutions so as to be presented to the DM. Such
subsets are called representations. Represen-
tations must possess some properties to ensure
that they can be trusted as replacements of the
nondominated set. In an effort to formalize at-
tributes of quality, one of the measures proposed
in Sayin (2000) is the coverage error which as-
sumes that any nondominated solution is repre-
sented by an element of the representation that
is closest to it according to some metric, and the
overall error of the representation is determined
by the worst-represented nondominated solution.
Ideally, one should obtain representations that
are guaranteed to meet quality specifications;
however, this is not a straight-forward task be-
cause the nondominated set remains unknown
throughout the process. Successful implementa-
tions of the idea are given by Sayin and Kouvelis
(2005), Hamacher et al. (2007), Eusebio and
Figueira (2014) for bicriteria problems. Gener-
alizations to the p-objective case have remained
elusive to date. In this work, we will describe two
such attempts. The first is a method that gen-
erates representations with specified coverage er-
rors for MODO problems with any number of ob-
jectives. We present a modification of the exact
algorithm of Kirlik and Sayin (2014) to search
the outcome space with p-dimensional rectan-
gles. We solve two-stage optimization problems
based on the epsilon-constraint scalarization to
find nondominated solutions. During the search,
any rectangle that satisfies the desired cover-
age error level is removed from the search list.
Since the expensive computation of the exact
coverage error constitutes a shortcoming of our
approach, we propose an upper bound that is
easier to compute. In our computational ex-
periments, we observe benefits when compared
to finding all nondominated solutions. The im-
provement is more pronounced when subprob-
lems are difficult to solve. While partitioning the
search space into non-overlapping rectangles, our
epsilon-constraint based subproblem is not able
to deliver nondominated solutions exactly within

a particular rectangle due to its nature. This
might lead to redundancies in computation. Mo-
tivated by this observation, we propose an alter-
native method that applies to general p-objective
MOO problems. The method relies on a sub-
problem that is based on bilevel programming
and is able to deliver a representative element
from a chosen rectangle provided that such a so-
lution exists. Our preliminary experimental re-
sults are promising for problems of reasonable
size. The subproblems become more difficult to
solve for larger problems. We believe further im-
provements may be possible by focusing on effi-
cient solution of the subproblem.
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3 - Optimization over the Weakly Effi-
cient Set of a Multiple Objective Lin-
ear Programming Problem with Re-
verse Convex Constraint

Syuuji Yamada, Niigata University, Japan,
yamada@math.sc.niigata-u.ac.jp
Tamaki Tanaka, Niigata University, Japan,
tamaki@math.sc.niigata-u.ac.jp
Tetsuzo Tanino, Niigata University, Japan,
tanino@eei.eng.osaka-u.ac.jp

In this talk, we consider a problem (OES) to min-
imize a linear function over the efficient set of a
multiple objective linear programming problem
(MOLP), where one constraint is defined by a
strictly convex quadratic function and the other
constraint functions are convex. An example of
(OES) is furnished by the portfolio optimization
problem in capital markets. A fund manager
may look for a portfolio which minimizes the
transaction cost on the efficient set. It is known
that the feasible set of (MOLP) is formulated
as a dc set. Hence, it is not always true that
the efficient set of (MOLP) is connected. One
of the reasons of the difficulty to solve (OES) is
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that confirmation of the weak efficiency of feasi-
ble solutions for (MOLP) is hard. Hence, we for-
mulate a quadratic programming problem (QP)
for checking the weak efficiency of a given feasi-
ble solution. Moreover, it is shown that (QP)
can be solved by listing Karush-Kuhn-Tucker
points. Furthermore, we propose a global op-
timization algorithm for (OES) by combining a
branch-and-bound procedure and a method list-
ing all KKT points of (QP). In order to verify
the effectiveness of the proposed algorithm, we
show the computational experiments.

4 - Problem decomposition integrated
with the bi-objective simplex method

Andrea Raith, The University of Auckland,
New Zealand,
a.raith@auckland.ac.nz
Siamak Moradi, The University of Auckland,
New Zealand,
s.moradi@auckland.ac.nz
Matthias Ehrgott, Lancaster University,
United Kingdom of Great Britain and North-
ern Ireland
m.ehrgott@lancaster.ac.uk

We propose a novel approach that ultimately en-
ables solving large-scale bi-objective linear op-
timisation problems in particular those with a
prohibitively large number of variables.
Bi-objective linear programmes can be solved us-
ing a bi-objective version of the simplex method,
known as parametric simplex algorithm. First
one of the lexicographic solutions of the problem
is obtained. The bi-objective simplex method
then iteratively moves from one efficient basic
feasible solution to the next by choosing entering
variables that correspond to a maximum ratio of
improvement of one objective function and dete-
rioration of the other (as represented by reduced
costs of variables).
Problem decomposition approaches are used to
deal with single objective optimisation problems
that have a prohibitively large number of deci-
sion variables. A decomposition approach for
solving such a large-scale problem starts by solv-
ing the problem (also known as master problem)
to optimality while considering only a subset of
decision variables. New variables are then gen-
erated and added to the formulation on-the-fly,
as the solution process progresses. This works
by solving carefully chosen sub-problems the op-
timal solutions of which correspond to new vari-
ables that are candidates to enter the basis of the
current optimal solution of the master problem
and improve it. This is achieved by defining sub-
problems according to reduced cost information
associated with the current solution of the mas-
ter problem. Solution optimality can be guaran-
teed once there are no more entering variables,
even if not all variables have been enumerated in
the process. This allows tackling large optimisa-
tion problems as only a subset of variables have
to be considered in the process.

We show how to integrate such decomposition
(or column / variable generation) techniques
with the bi-objective simplex method. Again,
only a subset of variables is considered initially
and a standard single objective decomposition
approach is used to identify a first solution which
is optimal for the first objective. In the bi-
objective case sub-problems must be adjusted to
the variable entering criterion of the bi-objective
simplex method and hence become fractional lin-
ear programmes. We explore different formu-
lations for the arising sub-problems. Firstly,
the fractional linear programme can be con-
verted into a linear programme by applying the
Charnes-Cooper transformation. Secondly, we
observe that solving this fractional linear pro-
gramme can also be achieved by identifying a
specific extreme efficient solution of a related bi-
objective linear programme. More specialised
sub-problem formulations can be derived when
dealing with a problem of a specific structure.
An example of this is the bi-objective multi-
commodity network flow problem which can be
solved using a bi-objective decomposition tech-
nique where, in each iteration, one sub-problem
is solved for each commodity. This bi-objective
linear programme representing the sub-problem
can then be solved by solving path problems.

⋆ TH-2-χ-HS6
� Environment, Infrastructure & Emerging Ap-
plications

Thursday, 10:30–12:10 – Room HS 6

Session: IS-INFRA: MCDA for Infrastructure
Planning and Environmental Management

Chair: Valentin Bertsch

1 - Eliciting probabilistic long-term
forecasts for the drivers of greenhouse
gas emissions in South Africa

Ian Durbach, African Institute for Mathe-
matical Sciences, South Africa,
ian.durbach@uct.ac.za
Bruno Merven, University of Cape Town,
South Africa,
brunomerven@gmail.com

Multi-criteria decisions often require an assess-
ment of how attribute evaluations are expected
to evolve in the future. Where the mechanisms
underlying the attributes are poorly understood,
or subject to large uncertainty, or projections are
made far into the future, the assessment process
can quickly become extremely difficult. We re-
port a project deriving baseline forecasts of car-
bon dioxide and other greenhouse gas (GHG)
emissions for South Africa to 2050. We focus on
the elicitation of a small numbers of key drivers
of GHG emissions, for which we used a mixed
methodology combining expert elicitation, re-
views of available local and international liter-
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ature, and probabilistic modelling. The results
are probabilistic time series that is, they are
trajectories rather than point-in-time estimates,
and they include assessments of statistical un-
certainty around the modal or most-likely tra-
jectory. We contrast the approach with scenario
planning and other tools for long-term planning.

2 - Integrating stakeholders in an
MCDA-process for sustainable water
infrastructure planning

Judit Lienert, Eawag: Swiss Federal Institute
of Aquatic Science and Technology, Switzer-
land,
judit.lienert@eawag.ch
Jun Zheng, Eawag: Swiss Federal Institute
of Aquatic Science and Technology, Switzer-
land,
jun.zheng@eawag.ch
Lisa Scholten, Eawag: Swiss Federal In-
stitute of Aquatic Science and Technology,
Switzerland,
lisa.scholten@eawag.ch

Infrastructures of the water supply and wastew-
ater system, including water pipes and sewers,
treatment plants, and other structures, are of
vital importance to our society. They deliver
clean water, ensure the environmentally friendly
and hygienically safe disposal of wastewater, and
they provide flood protection. However, these
infrastructures are long-lived, aging, and expen-
sive. It is estimated that in Switzerland, the
public water infrastructures need investments of
81109 CHF in the next 40 years. Due to their
longevity, the planning of infrastructures is a
demanding task, which is strongly influenced
by uncertainty such as climate change effects
(e.g. heavy rainfalls), and socioeconomic devel-
opments. As in other countries, current infras-
tructure planning procedures do not systemat-
ically integrate future uncertainty, past experi-
ences, and the opinions of different stakeholders.
The SWIP-project (“Sustainable Water Infras-
tructure Planning”: www.eawag.ch/swip) was
set up to address these deficiencies. Main goal of
SWIP was to provide an improved planning pro-
cedure that balances economic, ecological, and
social aspects.
SWIP developed a Multi-Criteria Decision Anal-
ysis (MCDA) framework that allowed to inte-
grate engineering modelling with societal data.
It was developed in a case study near Zrich
that consists of several smaller municipalities. In
this talk, we focus on stakeholder participation
through different stages of the MCDA project,
including the problem structuring phase, and the
later elicitation of the stakeholders preferences to
be included in MAUT-models.
To select main stakeholders and identify their
interests, concerns, and interactions with each
other, we combined a stakeholder with a social
network analysis, based on 27 face-to-face inter-
views. The combination of these two methods

provided very useful insights into the decision
problem that could not have been gained with
one method alone. Based on this analysis, a
study of the literature, and existing engineering
requirements, a preliminary objectives hierarchy
was set up, which was strongly discussed and
adapted in a stakeholder workshop.

To capture future uncertainty about socioeco-
nomic developments we combined scenario plan-
ning with MCDA. The scenarios were adapted to
the case study in a very refreshing workshop with
the local stakeholders. The stakeholders also
used these scenarios as stimulating background
to develop decision alternatives. This creativ-
ity technique was combined with a rather rig-
orous approach, namely strategy generation ta-
ble, to ensure that important elements were cov-
ered by the decision alternatives. The 14 alter-
natives consisted of different technical configura-
tions (e.g. central vs. decentralized water supply
and wastewater treatment), different rehabilita-
tion strategies (e.g. continuous vs. no rehabilita-
tion), or different management approaches (e.g.
public vs. private utilities).

In a later stage, the preferences of ten stakehold-
ers of the water supply and ten of the wastew-
ater system, respectively, were elicited using a
combination of online questionnaires with face-
to-face interviews. Hereby, a shortened (but still
laborious) procedure to elicit the preference data
required for MAUT was developed; i.e. con-
cerning the shape of the marginal value func-
tions, the weights, the aggregation model, and
the stakeholders risk attitude. We also carried
out an online survey (N=314) to elicit the pref-
erences about the main objectives from the pub-
lic. Interestingly, there were some consistent pat-
terns: “good water supply”, “safe wastewater
disposal”, and “protection of water and other
resources”, were perceived as more important
than “low costs” or the objectives assigned to
“high social acceptance”. “Intergenerational eq-
uity” was perceived as fairly important by many
stakeholders, but others regarded this as rather
unimportant.

In this talk, we will present the main results of
the MCDA concerning the stakeholder prefer-
ences, but not any MCDA-technical details. We
found that it was possible to identify compromise
solutions that were robust despite large uncer-
tainties of the data, the predictions, the stake-
holders preferences, and of the future. Of the
scenarios, especially the Boom scenario that as-
sumed strong economic and demographic growth
heavily affected the results. For all stakehold-
ers, the current centralized system for water
supply and wastewater disposal performed rela-
tively well; however, especially if it included bet-
ter maintenance of the water supply and sewer
pipes, i.e. a proactive rehabilitation strategy,
improved collaboration between municipalities
and sectors, and better wastewater treatment to
remove pharmaceuticals. Interestingly for the
wastewater system, a very unconventional alter-
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native that assumes a fully decentralized system
(without sewers) performed even better. This
alternative assumes high-tech treatment of the
wastewater and additionally urine source sepa-
ration, which allows to recycle phosphate as fer-
tilizer. For water supply, the existing central wa-
ter distribution system could be improved if it
were combined with decentral water tanks for
firefighting.

The results were shared with the participants in
our study, and discussed in a larger workshop
with 100 practitioners from the Swiss water sec-
tor. In the talk, we will present the mentioned
main aspects in more detail. We will focus on the
pros and cons of the different elements of stake-
holder participation used in the SWIP-project,
on lessons learnt, and recommendations for fu-
ture projects. The decision support procedure
is modular; the framework and MCDA-elements
were set up in such a way that they are applicable
to other water infrastructure decision situations
and settings.

3 - Tackling uncertainties in multi-
criteria decision analysis applied to
water infrastructure planning decision
support

Lisa Scholten, TU Delft - Civil Engineering
and Geosciences, Netherlands,
l.scholten@tudelft.nl
Nele Schuwirth, Eawag, Swiss Federal In-
stitute of Aquatic Science and Technology,
Switzerland,
nele.schuwirth@eawag.ch
Peter Reichert, Eawag, Swiss Federal In-
stitute of Aquatic Science and Technology,
Switzerland,
peter.reichert@eawag.ch
Judit Lienert, Eawag, Swiss Federal Institute
of Aquatic Science and Technology, Switzer-
land,
judit.lienert@eawag.ch

A new approach for tackling uncertainties in
preference elicitation and predictive modeling
of complex MCDA/MAUT problems and its
application to water infrastructure planning in
Switzerland will be presented. To this end, a
two-step procedure for preference elicitation is
combined with uncertainty and global sensitivity
analyses (UA, GSA). This covers uncertainty of
the preference components (marginal value and
utility functions, hierarchical aggregation func-
tions, aggregation parameters) and the attribute
predictions. Context uncertainties about future
socio-economic developments are captured by
combining MAUT with scenario planning.

We perform a global sensitivity analysis (GSA)
to assess the contribution of single uncertain
preference parameters to the uncertainty of the
ranking of alternatives. This is done taking into
account the implications of five different GSA
designs regarding the choice of the feasible sam-

ple space. We will show the usefulness of UA
and GSA to explore the importance and con-
tribution of often ignored uncertainties and to
focus on those crucial for discriminating alter-
natives. Based on these results, we will further-
more demonstrate that a priori assumptions such
as linear value functions or additive aggregation
can result in misleading recommendations, un-
less thoroughly checked during preference elici-
tation and modeling.
This work has been recently published (Scholten
et al. 2015). We now strive to adapt this work
such that GSA can be used to inform the de-
cision analysis process about the most sensitive
parameters before detailed preference assessment
and attribute prediction is undertaken. We will
present an outlook on work in progress and some
challenges faced in further developing the frame-
work. This framework will be beneficial for wa-
ter infrastructure planning and other complex
planning situations, as it allows to identify which
components of the overall MCDA it is worth to
focus efforts on, and under which conditions.
Reference: Scholten, L., Reichert, P., Schuwirth,
N., Lienert, J., 2015. Tackling uncertainty in
multi-criteria decision analysis- An application
to water supply infrastructure planning. Eu-
ropean Journal of Operational Research 242(1)
243-260.

4 - Optimal load shedding in power
distribution grids based on multi-
attribute utility functions for demand
side flexibility

Valentin Bertsch, Karlsruhe Institute of
Technology (KIT), Germany,
valentin.bertsch@kit.edu
Manuel Ruppert, Karlsruhe Institute of Tech-
nology (KIT), Germany,
manuel.ruppert@kit.edu
Wolf Fichtner, Karlsruhe Institute of Tech-
nology (KIT), Germany,
wolf.fichtner@kit.edu

Power generation in Europe continues to shift
from centralised thermal power plants to decen-
tralised, renewable energy sources. Among oth-
ers, an expansion of smart grid technologies in
distribution grids shall foster demand side flexi-
bility and help to cope with the rising challenges
of grid operation. At the same time, the ongo-
ing electrification leads to a rising importance
of power supply security for basically all crit-
ical infrastructure (CI) sectors and the society
as a whole. As a result, the interdependencies
between information and communication tech-
nology ICT, power supply and other CI sectors
increase constantly and the consequences of po-
tential power shortages continue to become more
far-reaching regardless of their origin. Our long-
term target is therefore the provision of decision
support for designing resilient CIs. Focussing
on the CI sectors power supply and health care,
we developed an approach for analysing the con-
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sequences of CI disturbances (power shortages)
and of measures for maintaining the grids oper-
ability under such disturbances as a major input
to reach our long-term target.
Here, load shedding strategies constitute an im-
portant group of measures to be considered and
it should be noted that the increasing diffusion
of ICT will provide new technological possibili-
ties in this regard. Most existing optimal load
shedding approaches, however, are either based
on a mere prioritisation or on cost functions.
Our approach uses multi-attribute utility func-
tions describing the loss in utility induced by
a non-delivery of power for a certain consumer.
For critical infrastructure elements connected to
the power grid (e.g., health care facilities), the
utility function incorporates information on their
load profiles and coping capacities (e.g., auxil-
iary power units), an essential time-dependent
component to be considered. For residential
consumers, the utility function incorporates in-
formation on their load profiles and appliance
utilisation preferences elicited within a nation-
ally representative survey for Germany. Our ap-
proach is formulated as a nonlinear optimisation
problem and solved by an interior-point method.
We demonstrate our approach using a 33 bus
reference grid. Our results reveal that the loss
in utility can be minimised in comparison to
traditional approaches by reallocating the non-
delivery of power between critical infrastructure
and residential nodes.

Thursday, 13:30–15:10

⋆ TH-3-β-HS1
� Decision Aiding

Thursday, 13:30–15:10 – Room HS 1

Session: Decision Aiding: Emerging Applica-
tions 2

Chair: Klaus-Peter Scherer

1 - Decision Support To Air Rescue
Unit Allocation In Disaster Manage-
ment Operations – A MCDM Appli-
cation

Sergio Rebouças, ITA, Brazil,
sergioreboucas@ibest.com.br
Rodrigo A. Scarpel, ITA, Brazil,
rodrigo@ita.br
Mischel Carmen N. Belderrain, ITA, Brazil,
carmen@ita.br

Many countries experiences every year several
natural disasters or human catastrophes which
takes thousands of millions souls. Many pre-
dictive mechanisms for different types of natu-
ral disasters have been developed in order to try
to minimize the amount of victims, which has

reached such a successful level. However, even
with all these predictive systems, natural disas-
ters still happens and will continues to occurs.
After a disaster break up, the response phase is
the mainly way to save affected people. Rescue
helicopters have a valuable role in this phase,
reaching and finding unreachable sites where a
fast victims rescue action is needed. The alloca-
tion of these air rescue units, however, requires
a high knowledge’s level about certain condi-
tions to avoid accidents and consequently more
deaths. These conditions are most of times un-
certain and its analysis and trade-offs must be
thoroughly done to a successfully mission accom-
plishment. This paper aims to suggest a method-
ology to support the air rescue unit allocation
decision in a natural disaster response phase con-
text.

2 - An integrated model of service
improvement for hot spring tourism
based on SIA-NRM approach

Chia-Li Lin, Shih Chien University, Taiwan,
linchiali0704@yahoo.com.tw
Gwo-Hshiung Tzeng, National Taipei Uni-
versity, Taiwan,
ghtzeng@gm.ntpu.edu.tw

Taiwan is rich in hot springs and however the
promotion and utilization of hot spring for
tourism is still imperfect. Consumers could only
have limited choice for hot spring tour under
asymmetric information. Therefore the crowd
surge in specific hot spring areas on holidays. It
not only lowers the quality of services of facil-
ity, but also increases the price of accommoda-
tion there. The distribution of hot spring is dis-
persed discretely and widely in Taiwan and not
all the hot springs could be developed and uti-
lized effectively. This research considers that in-
tegrated tourism resources and multiple informa-
tion services of hot springs could serve different
customers for various demands. This research
would like to find out the decision-making behav-
ior of hot spring tourists by their own preference.
This research extracts the influence relationship
between the actuation factors of traveling hot
spring (experiences of service, facilities of service,
price of service, images of service and planning of
routes) and traveling decision-making (traveling
behavior, degrees of satisfaction and behavior of
revisit). It could be analyzed that how the routes
of hot spring influence the satisfaction degree of
the tourist, and the key factors influence the be-
havior of traveling and revisiting of the tourists.
Through the combined analysis of SIA (Satisfac-
tion importance analysis) and NRM (Network
Relation Map), the results offer service providers
to select service strategies influencing the travel-
ing decision-making of the tourists. Meanwhile,
the high quality service and experiences of ser-
vice for the tourists could be provided by the im-
provement of the driving inducements of tourism
service.
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3 - A context-aware approach of multi-
ple criteria decision making for social
network analysis

Evelina Giacchi, Department of Electric,
Electronic and Computer Engineering, Uni-
versity of Catania, Italy,
evelina.giacchi@unict.it
Salvatore Corrente, Department of Electric,
Electronic and Computer Engineering, Uni-
versity of Catania, Italy,
salvatore.corrente@unict.it
Alessandro Di Stefano, Department of Elec-
tric, Electronic and Computer Engineering,
University of Catania, Italy,
alessandro.distefano@dieei.unict.it
Salvatore Greco, Department of Electric,
Electronic and Computer Engineering, Uni-
versity of Catania, Italy,
salgreco@unict.it
Aurelio La Corte, Department of Electric,
Electronic and Computer Engineering, Uni-
versity of Catania, Italy,
lacorte@dieei.unict.it
Marialisa Scatà, Department of Electric,
Electronic and Computer Engineering, Uni-
versity of Catania, Italy,
lisa.scata@dieei.unict.it

The context-awareness is the knowledge back-
ground that the agents take into account in doing
their decisions. It allows to consider the mul-
tidimensionality of the interaction space where
decisions and criteria evolve. The idea is to re-
design the concept of space making it smart and
allowing the single agents to communicate and
interact through the global social environment.
In a social network, the interaction among nodes,
or agents, is able to carry on a strong cognitive
value. This process has a strong impact on the
context, in which every agent operates. A net-
work node becomes an aware agent capable of in-
teracting within a community or among different
communities, sharing its own knowledge, percep-
tion and awareness. Through social interaction,
the network structure, promoting transmission
of social objects, enclosing opinions, data, influ-
ences, decisions, enhances the collective knowl-
edge and individual awareness. The space be-
comes a powerful environment, where each phe-
nomenon has its own dynamic and moves as a
flow across bubbles. The intensity of the flow
depends on how each agent has a cognition of
its neighborhood, of the environment in which
it operates and, therefore, of the entire space in
which it can act. This bio-inspired and social-
based process rules the situated cognition of each
agent inside a network smart space.
In this perspective Multiple Criteria Decision
Making (MCDM) has to take into consideration
the evolution of the preferences due to inter-
action with other agents within a smart space.

This approach constitutes a change of paradigm
for MCDM and requires a re-conceptualization
of the main aspects in the discipline. Each agent
takes decisions considering not only its current
individual preferences, but also the preferences
arising from the smart space, for example pref-
erences of agents with which there is an interac-
tion. This increases the complexity of MCDM
models that have to handle also the greater un-
certainty of the considered environment. We dis-
cuss some implications of considering a smart
space within current MCDM models.

4 - Decision Support for Ophthalmic
Applications

Klaus-Peter Scherer, KIT Karlsruhe, Insti-
tute for Applied Computer Science (IAI),
Germany,
klaus-peter.scherer@kit.edu
Markus Germann, KIT Karlsruhe, Institute
for Applied Computer Science (IAI), Ger-
many
Joachim Baumeister, denkbares GmbH,
Würzburg, Germany
Sebastian Furth, denkbares GmbH,
Würzburg, Germany

Problem and medical background In the biome-
chanical system of the human eye, the natural
intraocular lens system is the most important
organ for the refraction process to focus the ex-
ternal incoming rays to the retina. Parallel to
the human aging process there exist no possibil-
ity to prevent a fix, dark cloudy lens with medical
treatment. A so called cataract (dark lens) must
be removed and it is replaced by a new artificial
clear lens. The goal of this proposal is the de-
velopment of an intelligent information system,
which supports the decision making process of
the ophthalmologists for complex surgical inter-
ventions (especially in cataract surgery) by logi-
cal reasoning. The aim is to enhance the human
decision quality by a formal description of the
knowledge and the relations between the knowl-
edge. In this way, a consistent knowledge base
is responsible for an adequate decision making
support and guarantees a high quality operation
process.
Methods The domain of the ophthalmic expert
knowledge including deep reasoning correlation
is represented by knowledge based methods and
ontologies. A semantic network is developed,
which uses frame based concepts of the partial
knowledge domains. Concerning preoperative
conditions, patient situation, surgical methods
and postoperative actions different attributes
with numerical as well linguistic values influence
the decision. The representation of the depen-
dencies between these concepts is given by com-
plex constraints. For that, a special semantic
Wiki based system is developed to represent the
descriptive information to the surgeons. Addi-
tionally to this semantic network, different vi-
sualization models are used to show the refine-
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ment of the concepts and the relations between
them as basics for an intelligent human decision
process. In this way a semantic network is es-
tablished, which enables a semantic navigation
within the decision support system.

Results A computer based assistance and deci-
sion support system is developed, which supports
the clinical experts for operational planning be-
fore the real intervention at the patients as well
as for postoperative actions. Ophthalmic knowl-
edge is represented in semantic networks and on-
tologies. The information for the medical experts
concerns not only the diagnostics and patient
specific data, but also the related postoperative
effects. From the clinical view, the optimiza-
tion based on the dependencies of the parame-
ters is very complex and it could be increased
by a computer based support. The knowledge
can also be included in the operation planning
acts. With a useful visualization the knowledge
and the structured correlations are represented
to the user (ophthalomologist) in a very conve-
nient way.

Conclusions In the instantaneous state the on-
tologies of the assistant support system are re-
sponsible for giving information about patient
data, measured data, diagnostics, surgical meth-
ods and intraocular lens types. Furthermore
the attribute related reasoning process between
them is a very important criterion for the de-
cision making. Based on different visualization
models and on the semantic network there ex-
ist a useful comfortable access for the proposed
decision in the cataract surgery. The target is
to enhance the competence of the system by re-
garding special constraints and to integrate self
learning mechanisms based on structured patient
data. So the knowledge base can enhance in a
consistent manner. In a first step, the existing
knowledge base should be evaluated by new ac-
quired process data before generating in a next
step new concepts and correlations related on the
case based patient attributes.

The project is a cooperation of the Karlsruhe In-
stitute of Technology, Germany (KIT) and the
denkbares GmbH. It is funded as a ZIM-KOOP
project by the German Federal Ministry of Eco-
nomics and Technology (BMWi).

⋆ TH-3-γ-HS2
� Model Building
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Session: Data Envelopment Analysis

Chair: Marcus Brandenburg

1 - Efficiency Measures in Fuzzy Data
Envelopment Analysis with Common
Weights

Cheng-Kai Hu, Kao Yuan University, Tai-
wan,

t80147@cc.kyu.edu.tw
Fung-Bao Liu, I-Shou University, Taiwan,
fliu@isu.edu.tw
Hsin-Wen Kuo, National Kaohsiung First
University of Science and Technology, Tai-
wan,
hannibal@nufast.url.tw
Cheng-Feng Hu, National Chiayi University,
Taiwan,
cfhu@mail.ncyu.edu.tw

This work considers providing a common base
for measuring the relative efficiency for all the
decision-making units with multiple fuzzy inputs
and outputs under the fuzzy data envelopment
analysis (DEA) framework. It is shown that the
multi-objective fuzzy DEA model can be reduced
into an auxiliary bi-objective fuzzy optimization
problem by considering the most and the least fa-
vorable conditions simultaneously. An algorithm
with the implementation issue for finding the
compromise solution of the fuzzy DEA program
is developed. A numerical example is included
for illustration and comparison purpose. Our re-
sults show that the proposed approach is able
to generate a common set of weights, which not
only differentiates efficient decision-making units
with fuzzy inputs and outputs but also detects
abnormal efficiency scores on a common base.

2 - An Overall Efficiency-Based Re-
source Allocation Problem in Data En-
velopment Analysis

Akram Dehnokhalaji, Kharazmi University,
Islamic Republic of Iran,
akramdehnokhalaji@gmail.com
Mojtaba Ghiasi, University of Shahrood, Is-
lamic Republic of Iran,
Mojtaba.ghiasi@gmail.com
Pekka Korhonen, Aalto University, Finland,
pekka.korhonen@aalto.fi

Resource Allocation (RA) problem is an impor-
tant issue in Data Envelopment Analysis (DEA).
It deals with assigning a given amount of inputs
among different Decision Making Units (DMUs).
In this study, we consider an overall efficiency
approach for Resource Allocation (RA) problem
in Data Envelopment Analysis (DEA). Our aim
is to allocate extra available inputs among Deci-
sion Making Units (DMUs) in a way that their
overall efficiency are improved or stay unchanged
after RA. We formulate a Multi-Objective Lin-
ear Programming problem model. This research
is important in different aspects. Firstly, over-
all efficiency improvement is considered for the
first time in RA instead of technical efficiency.
Secondly, we formulate RA problem via a multi-
objective linear programming problem and in-
stead of applying scalarization methods, we use
Pareto Race to directly search the efficient fron-
tier for finding the best resource allocation.

3 - Modelling the Moderating Factors
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and Drivers of New Product Portfolio
Management

Pulipaka Kiranmayi, Indian Institute of Sci-
ence, India,
kiranmayi.pulipaka@gmail.com
Muthu Mathirajan, Indian Institute of Sci-
ence, India,
msdmathi@mgmt.iisc.ernet.in

New Product Portfolio Management (NPPM)
deals with the coordination and control of mul-
tiple projects pursuing the same strategic goals
and competing for the same resources, whereby
managers prioritize among projects to achieve
strategic and benefits, optimize resource alloca-
tion and improve profitability. In such a sce-
nario, identification of drivers and moderating
factors that impact the decision making pro-
cess and formulation of portfolio is significantly
important for an efficient management of New
Product Portfolio (NPP). In literature, major
focus was given to Identification of Criteria to
evaluate projects, Project Evaluation and Selec-
tion (PES) Models, MCDM Models and DSS for
Portfolio Formulation. These models, though re-
ceived major attention from academicians imple-
mentation of these models is found to be mini-
mal by practitioners. To extend our scope be-
yond literature we employed qualitative research
methodology of case let, to study NPPM in in-
dustries and identify drawbacks of the existing
models. As it is considered to be appropriate
methodology to be used when knowledge on per-
spective of the objectives are not addressed in lit-
erature and existence of uncertainty is observed.
Consideration of moderating factors and drivers
impact while developing these models didnt re-
ceive much research focus and this gap observed
in literature turned out be major reason why the
developed models are not being implemented in
major scale.
In this paper, we make such an attempt to iden-
tify various drivers and moderating factors that
affect NPPM. So, 4 case-lets for each three sec-
tors (Machine Tools, Automobile Components
and Electronic Components) of manufacturing
industries are conducted to study decision mak-
ing process of NPPM. Case-let analysis implies
the following:
(1) industries are in a need of a decision mak-
ing tools and metrics for efficient management
of product portfolio
(2) the efficiency of NPPM depends upon dif-
ferent moderating factors and these moderating
factors varies with respect to different drivers (3)
industries expressed need for a knowledge base
system to implement different metrics/ models
for portfolio formulation.
In this paper, we present methodology for mod-
elling case-let implications and incorporating
moderating factors and drivers into proposed
Decision Support System (DSS). The DSS is
based on concepts of weighted Data Envelop-
ment Analysis (DEA) and improvised Balanced

Scorecard (BSC) approach. BSC provides an
integrated view of overall organisational perfor-
mance and strategic objectives. It has proven
to be a powerful tool for strategic planning and
communicating strategy that assists in strategy
implementation The weighted DEA, quantifies
some of the qualitative concepts of BSC ap-
proach. Further, DEA is considered to be ef-
ficient methodology for multi objective decision
making where qualitative and quantitative cri-
teria are involved The proposed methodology
is implemented in MATLAB and workability is
demonstrated by developing suitable numerical
example. Further, the DSS is proposed to be
validated on real life data, which would be the
immediate future work of our research.

4 - A data envelopment analysis of fi-
nancial performance evolutions in au-
tomotive supply chains

Marcus Brandenburg, University of Kassel,
Germany,
brandenb@uni-kassel.de
Peter Egen, Technische Universität Berlin,
Germany,
egenpeter@googlemail.com

Supply chain management (SCM) has become
an advantage in the competition between single
firms as well as between different supply chains.
Conceptual frameworks explain that SCM helps
enterprises to achieve and maintain a good fi-
nancial performance. However, linking SCM to
profitability and value creation in a quantitative
way remains problematic. As a consequence, em-
pirical studies or formal models that quantify
these links across several supply chain echelons
are scant. Traditionally, linear regression mod-
els and event studies are employed to empirically
evaluate the coherence of SCM and financial suc-
cess, but such analyses do not cover several sup-
ply chain echelons or take into account the differ-
ent supply chain positions of the evaluated firms.

The proposed paper picks up this research gap
and assesses financial performance evolutions in
the automotive supply chain. A sample of 33
decision-making units (DMUs), 17 globally op-
erating automotive manufacturers and 16 sup-
pliers, is in focus of a data envelopment analysis
(DEA) in which cost levels and capital require-
ments are put into relation to sales volume and
profitability. Cost of goods sold, working capital
and fixed assets represent the financial input of a
company while sales and earnings before interest
and taxes (EBIT) reflect the its financial output.
The financial performance of a firm is indicated
by its efficiency, calculated by a constant returns
to scale model as well as by a variable returns to
scale model.

In order to reveal performance evolutions and
changes in performance leaders and followers
over time, a longitudinal DEA approach is cho-
sen that covers a time horizon of five years (2008-
2012). Furthermore, the study elaborates on
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geographical and structural specifics of differ-
ent DMU groups, such as performance differ-
ences between European, Asian and US com-
panies or between original equipment manufac-
turers (OEMs) and suppliers. Additionally, the
number of the links between peer DMUs and
follower DMUs is detected as well as and the
strength of each link. Due to the fact that the
DEA is executed for several years, the stability
of these relationships over time is assessed.

⋆ TH-3-δ-HS3
� Industry and Business Applications

Thursday, 13:30–15:10 – Room HS 3

Session: Transportation and Inventory Opti-
mization

Chair: Sandra Huber

1 - Multi-Objective Transportation
Problem for Green Logistics in the
Pyrenees by Mixed Integer Program-
ming

Bartosz Sawik, AGH University of Science
and Technology, Poland,
B Sawik@cal.berkeley.edu
Javier Faulin, Universidad Pública de
Navarra, Spain,
javier.faulin@unavarra.es
Elena Pérez-Bernabeu, Universitat
Politècnica de València, Spain,
elenapb@eio.upv.es

This contribution presents a multi-objective
transportation problem formulated by mixed in-
teger programming. The problem deals with
green logistics for routes crossing the Pyrenees
in Navarre, Spain. The objectives are the min-
imization of the travelled distance by the run-
ning vehicles, the minimization of the environ-
mental impact caused by fuel emission and the
maximization of the service level provided by the
company responsible for the distribution. Con-
straints ensure that all vehicles begin and end
their routes at the depot and that subtours so-
lutions are going to be avoided. Analyses of ob-
tained results could help logistics managers to
lead the initiative in area of green logistics by
saving fuel, maximizing service level and imple-
menting backhauling for reduction of the amount
of empty-running in delivery activities.
References
Ubeda S., Arcelus F.J., Faulin J. (2011): “Green
logistics at Eroski: A case study”. Int. J. Pro-
duction Economics 131: 44–51.
Dekker R., Bloemhof J., Mallidis I. (2012):
“Operations Research for green logistics – An
overview of aspects, issues, contributions and
challenges”. European Journal of Operational
Research 219: 671–679.
Lin, C., Choy, K.L., Ho, G.T.S., Chung,
S.H., Lam, H.Y. (2013): “Survey of Green

Vehicle Routing Problem: Past and future
trends, Expert Systems with Applications”. doi:
http://dx.doi.org/10.1016/j.eswa.2013.07.107

2 - Multicriteria Optimization of In-
ventory Routing Considering Stock-
out Risk, Distance Cost, and Inventory
Cost

Michael Emmerich, Leiden Institute of Ad-
vanced Computer Science, Netherlands,
m.t.m.emmerich@liacs.leidenuniv.nl
Zhiwei Yang, Leiden Institute of Advanced
Computer Science, Netherlands,
zhwyang88@hotmail.com

The Inventory Routing Problem (IRP) [1] is
a recently discussed combinatorial optimization
problem that combines aspects of the vehicle
routing and the resource allocation problem.
The goal is to schedule vehicles for periodically
repeating delivery tasks in a way that the cov-
ered distance is minimized and the inventory
costs of the clients are minimized. Moreover
capacity constraints, both for the vehicles and
the inventory storage, need to be taken into ac-
count. The IRP problem complexity is NP hard,
because it is required to solve NP hard vehicle
routing problems. This can be done in a bi-level
algorithm [1]. The IRP is solved using meta-
heuristics and for the bi-criteria case (distance,
inventory cost) Pareto front approximation algo-
rithms have recently been made available.

Extending the work on a bi-criteria problem for-
mulation[1], we will present first results on a tri-
criteria formulation of this problem that accom-
modates also stock-out risk as a third objective
function. We discuss a cooperative swarm based
bilevel optimization algorithm for approximating
the 3-D Pareto front. It will be discussed how
algorithm performance relates to parameter set-
tings and an interpretation of the obtained 3-D
Pareto front is provided.

The objective function stock-out risk is modeled
by minimizing the amount of stock-out in the
worst case, when the customer demand is given
by an interval instead of a fixed value, as it was
done in previous studies.

Finally, we will discuss possible alternative prob-
lem formulations and what data is required for
making these test cases more realistic. In par-
ticular we discuss what data and changes to the
algorithm would be required to extend the cur-
rent possibilistic to a more accurate probabilistic
model.

References:

[1] Geiger, M. J., and Sevaux, M. (2011). The
biobjective inventory routing problemproblem
solution and decision support. In Network Opti-
mization (pp. 365-378). Springer Berlin Heidel-
berg.

3 - Inventory Management of Perish-
able Products With Multi-objective
Framework
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Ahmet Kara, Erciyes University, Turkey,
ahmet.kara@erciyes.edu.tr
İbrahim Dogan, Erciyes University, Turkey,
idogan@erciyes.edu.tr

Perishable products inventory management re-
quires different treatments than the traditional
inventory management due to the limited shelf
lives. So far the literature mainly focused on
optimal policies only include cost concern of de-
cision makers. This study suggests different in-
ventory policies for perishable products that take
into account age of the products with multiple
objectives. Since customers choice is influenced
by the freshness of products, we explicitly con-
sider freshness level, availability of products be-
sides cost objective in multi-objective setting.
We propose and optimize different heuristics in-
ventory policies to overcome complexities of in-
ventory management of perishable products due
to requirement of tracking the age of the prod-
ucts.

4 - Dealing with Scarce Optimization
Time in Complex Logistics Optimiza-
tion: A Study on the Biobjective Swap-
Body Inventory Routing Problem

Sandra Huber, Helmut Schmidt Universität,
Germany,
sandra-huber@hsu-hh.de
Martin Josef Geiger, Helmut Schmidt Uni-
versität, Germany,
m.j.geiger@hsu-hh.de

We investigate a biobjective Swap Body In-
ventory Routing Problem (SB-IRP). This is a
combination of the Swap Body Vehicle Routing
Problem (SB-VRP), which minimizes fixed and
variable routing costs, and the Inventory Rout-
ing Problem (IRP). Our problem is based on the
context of the VeRoLog Solver Challenge 2014,
where our proposed VeRoLog Solver was ranked
third, and our previous work on the IRP. Since
we are investigating a multi-period problem, an
additional objective function is formulated which
includes inventory levels at the customers. Deal-
ing with the allocation of scarce optimization
time to the VeRoLog Solver is an essential topic,
since an alternating approach of the determina-
tion of a replenishment strategy and the routing
is considered. We propose an Iterative Variable
Neighborhood Search and analyze the allocation
of the computational time by extended VeRoLog
test instances.

⋆ TH-3-κ-HS4
� AHP/ANP

Thursday, 13:30–15:10 – Room HS 4

Session: IS-AHP-TA: Theory and Applications
of the AHP/ANP 2

Chair: Pekka Korhonen

1 - On efficient weight vectors from
pairwise comparisons

Sándor Bozóki, Institute for Computer Sci-
ence and Control, Hungarian Academy of
Sciences (MTA SZTAKI), Hungary,
bozoki.sandor@sztaki.mta.hu

A weight vector is called efficient, if there exists
no other weight vector such that the latter ap-
proximates all the elements of the pairwise com-
parison matrix at least as well as the former does,
and strictly better in at least on position. For
example, the geometric mean, the optimal solu-
tion of the logarithmic least squares problem, is
efficient.
A pairwise comparison matrix is called simple
perturbed if it differs from a consistent pairwise
comparison matrix in one element and its recip-
rocal. It is shown that the right Perron eigenvec-
tor of a simple perturbed pairwise comparison
matrix is efficient.
In another class of pairwise comparison matrices,
the right Perron eigenvector is proved to be in-
efficient. Finally, linear programs are written to
check whether a given weight vector is efficient.

2 - Visualization of Inconsistency of a
Pairwise Comparison Table in the AHP

Yoichi Iida, Tokyo university of science,
suwa, Japan,
iida@rs.suwa.tus.ac.jp

The analytic hierarchy process (AHP) by Saaty
is a decision making method that can utilize our
experience and intuition. Pairwise comparisons
among items in the same level of a hierarchy
play a vital role in this method. These pairwise
comparisons usually include inconsistency. That
is why human being cannot completely evaluate
items with a ratio scale. Besides, there is another
problem with the fundamental scale of absolute
numbers for pairwise comparisons in the AHP,
although that is very helpful for AHP users. In
order to overcome the problem of inconsistency
of pairwise comparisons we know an index such
as C.I. by Saaty. We generally regard a pair-
wise comparison table, or matrix, as consistent
enough if C.I. is less than 0.1. Otherwise, we
need to revise some pairwise comparisons. We
also know some ways to mechanically revise them
by the founder or other researchers. However,
those ways often construct black boxes to AHP
users. For example, they are given only a revised
result and cannot know how much the pairwise
comparison table was improved. In this study I
propose a new way to visually find out the ori-
gins of inconsistency of pairwise comparisons. It
is to use the notation of a pairwise comparison
table according to new rules. This notation is
helpful for AHP users. They can easily cancel in-
consistency of pairwise comparisons and visually
confirm consistent of them. Moreover, this nota-
tion is easy to calculate and to clarify relation-
ships among items in the same level, although
it is inconvenient to comprehend relationships
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among criteria and alternatives in a whole hier-
archy. It is based on how many items each item
is more important than. We need some theorems
in mathematics in order to define this notation.
Then it is also shown that the weights of items
in the same level are independent upon the or-
der of items in a pairwise comparison table. As
far as I know, this fact has not been discussed in
previous literatures. I will show three types of
examples. This proposed notation does not sat-
isfy uniqueness in terms of mathematics. Never-
theless, it follows from these examples that it is
useful to apply to practical problems.

3 - Axiomatic properties of inconsis-
tency indices for pairwise comparisons

Matteo Brunelli, Systems Analysis Labora-
tory, Aalto University, Finland,
matteo.brunelli@aalto.fi
Michele Fedrizzi, University of Trento, Italy,
michele.fedrizzi@unitn.it

The technique of pairwise comparisons has been
used in many decision making methods, as for
example the analytic hierarchy process. A fun-
damental concept is the idea of consistency of
preferences, and many inconsistency indices have
been proposed in the literature to estimate the
inconsistency of pairwise comparison matrices.
Such indices are not only used to estimate incon-
sistency, but also employed in the determination
of the priority vector and in the estimation of
missing comparisons, to mention two examples.
Formally, inconsistency indices are functions
mapping pairwise comparison matrices into the
real line with the rule that the higher the number
associated to a matrix, the greater its inconsis-
tency. Clearly, not all functions mapping matri-
ces to the real line can be used as inconsistency
indices.
With these premises, we present and justify a
set of properties necessary to define meaningful
inconsistency indices. By proving the indepen-
dence and the logical consistency of the proper-
ties we are able to formulate them in the form
of an axiomatic system. Furthermore, we shall
check if existing indices satisfy the axioms and
find out that, in fact, many do not.

4 - Setting “Condition of Order Preser-
vation” Requirements for the Priority
Vector Estimate in AHP is not Justi-
fied

Pekka Korhonen, Aalto University School of
Business, Finland,
Pekka.Korhonen@Aalto.fi

We demonstrate that the Condition of Order
Preservation proposed by Bana e Costa and
Vansnick (2008) for the priority vector in AHP
is based on the very restrictive assumption that
only the direct (explicit) pairwise judgments
matter in estimating the priority vector. Bana e
Costa and Vansnick (2008) criticize the use of the
eigenvalue method as an estimation technique

because the derived priority vector at times may
not satisfy the Condition of Order Preserva-
tion requirement. Their criticism, however, is
not justified because the consistency measure of
the AHP provides additional implicit informa-
tion about the preference ratios that has to be
taken into account and Saatys (1977) eigenvalue
method does this. In the examples given in this
presentation the priority vectors are estimated
using both the eigenvalue method and the regres-
sion technique. The results are quite similar.

⋆ TH-3-σ-HS5
� Multi Objective Optimization

Thursday, 13:30–15:10 – Room HS 5

Session: Advances in Multi Objective Theory 2

Chair: Alexander Engau

1 - Approximate proper efficiency in
vector optimization with variable or-
dering structure

Shokouh Shahbeyk, University of Tehran &
IPM, Iran,
sh shahbeyk@ut.ac.ir
Majid Soleimani-Damaneh, University of
Tehran & IPM, Iran,
soleimani@khayam.ut.ac.ir

A very important solution concept in vector op-
timization, which plays a crucial role from both
theoretical and practical points of view, is proper
efficiency notion. Properly minimal solutions
have been introduced at first to eliminate the
minimal points with unbounded trade offs. This
concept has been defined in the literature in
different senses and such solutions have been
characterized utilizing different tools. On the
other hand, vector optimization problems with
variable ordering structures have been investi-
gated by various scholars in the recent years.
These problems, in which the ordering cone de-
pends on the image point under consideration,
are more general than classical ones. In the re-
cent decades, there has been a lot of attention to
approximate solutions of optimization problems
due to two facts. Firstly, numerical algorithms
may generate only approximate solutions to opti-
mization problems, and secondly the set of exact
solutions may be empty in some practical prob-
lems whereas approximate solutions exist.
In this paper, we study approximate proper ef-
ficient (nondominated and minimal) solutions
of vector optimization problems with variable
ordering structures. Approximate proper effi-
cient/nondominated/ minimal solutions are de-
fined in different senses (Henig, Benson and Bor-
wein) for problems with variable ordering struc-
ture from new standpoints. The relationships
between the introduced notions are studied, and
furthermore, some scalarization approaches are
developed to characterize these solutions. More-
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over, some existence results are addressed. No-
tice that, here, efficient, nondominated, and min-
imal solutions are different solution concepts,
due to the variable ordering structure.

2 - Multiobjective Programming Ap-
plied to Econometric Models. A Theo-
retical Framework.

Ana B. Ruiz, University of Malaga, Spain,
abruiz@uma.es
Oscar D. Marcenaro-Gutierrez, University of
Malaga, Spain,
odmarcenaro@uma.es
Mariano Luque, University of Malaga,
Spain,
mluque@uma.es

In this paper, we propose a theoretical frame-
work which combines econometric and multi-
objective programming methodologies to help
researchers and/or decision makers to achieve
optimal solutions to socio-economic problems.
Broadly speaking, econometrics is aimed at giv-
ing empirical content to economic model, in or-
der to forecast how some variables will be af-
fected in the future conditional on the changes
in some others. Regression analysis is the most
extended methodology used to study the rela-
tionship existing between the (endogenous) re-
sponse variables and the explanatory variables
(exogenous) considered. By studying the re-
gression model, interesting relations and depen-
dencies between the explanatory and response
variables can be extracted, which in turn pro-
vide some interesting conclusions about the phe-
nomenon studied itself. However, certain degree
of conflict may be observed among the set of
outcome variables under scrutiny in the prob-
lem. In such situations, based on these results, a
multiobjective optimization problem can be for-
mulated from the coefficients estimated in the
econometric model. Afterwards, the applica-
tion of multiobjective optimization techniques
can enable us to find optimal solutions to the
problem which the classical econometric tech-
niques are not able to provide. This is the main
contribution of the combined methodology pro-
posed. Furthermore, the present work tries to
fulfil the existing gap among econometrics and
multiobjective optimization, to the extent that
previous literature on this is almost non-existent
and consists of just few articles focused on cer-
tain practical examples.

3 - Proper efficiency and tradeoffs
in multiple criteria and stochastic
expected-value optimization

Alexander Engau, University of Colorado,
Denver, USA,
aengau@alumni.clemson.edu
Anzhelika Lyubenko, University of Colorado,
Denver, USA,
anzhelika.lyubenko@ucdenver.edu

The mathematical equivalence between linear
scalarizations in multiobjective programming
and expected-value functions in stochastic op-
timization suggests to investigate and establish
further conceptual analogies between these two
areas. In this talk, we will focus on the no-
tion of proper efficiency that allows us to pro-
vide a first comprehensive analysis of solution
and scenario tradeoffs in stochastic optimiza-
tion. In generalization of two standard charac-
terizations of properly efficient solutions using
weighted sums and augmented weighted Tcheby-
cheff norms for finitely many criteria, we first
show that these results are generally false for in-
finitely many criteria. Second, we are also able
prove that expected-value optimization over con-
tinuous random variables still yields bounded
tradeoffs almost everywhere. Further conse-
quences and practical implications of these re-
sults for decision-making under uncertainty and
related theories and methodologies of multiple
criteria, stochastic and robust optimization are
discussed.

⋆ TH-3-χ-HS6
� Environment, Infrastructure & Emerging Ap-
plications

Thursday, 13:30–15:10 – Room HS 6

Session: Infrastructure and Location Analysis

Chair: Götz Vollmann

1 - Plant location selection under un-
certainty A case study of an American
family owned manufacturing company
in Asia

Shao-Qun Tang, Manchester Business
School, China,
shaoqun.tang@postgrad.manchester.ac.uk
Dong-Ling Xu, Manchester Business School,
United Kingdom of Great Britain and North-
ern Ireland,
ling.xu@mbs.ac.uk

This paper presents an application of the evi-
dential reasoning (ER) approach along with the
support of the Intelligent Decision System (IDS)
to aid decision makers for plant location selec-
tion under uncertainty in an American family
manufacturing company in Asia (the company).
The decision criteria of plant location are firstly
established through literature review and inter-
view with the owners and management team of
the company. The process of model building,
data collection and aggregation, and the graphi-
cal presentation of outcomes are described. The
outcomes of two approaches are discussed, which
demonstrates advantages of the developed ER
methodology in aiding the decision analysis for
plant location selection under uncertainty.

2 - Application of Interpretative Struc-
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tural Modeling in Determining Dom-
inant Criteria of Information System
Success Model at Handcraft Small
Medium Enterprise in Yogyakarta In-
donesia

Benyamin Langgu Sinaga, Universitas Atma
Jaya Yogyakarta, Indonesia,
blsinaga@mail.uajy.ac.id
Ignatius Luddy Indra Purnama, Universitas
Atma Jaya Yogyakarta, Indonesia,
luddy indra@staff.uajy.ac.id
Ririn Diar Astanti, Universitas Atma Jaya
Yogyakarta, Indonesia,
ririn@mail.uajy.ac.id

Busines in small medium enterprises (SME) is
a part of industrial development in Indonesia.
There are many handcraft SMEs in Yogyakarta.
The handcraft SMEs has strategic role as cat-
alyst of local economic growth and commu-
nity participation.They have limited utilization
of technology, especially utilization of informa-
tion system (IS). In the preliminary research, re-
searchers identified that most of all handcraft
SMEs are still in manual administration. The
purpose of this research is to determine the dom-
inant criteria of IS success. Researcher used
interpretative structural modeling (ISM) to de-
termine the dominant criteria. For the success
model, researchers used Gable IS ImpactModel,
with 4 dimensions (system quality, information
quality, individual impact, organizational im-
pact) and 37 criteria. Sixteen handcraft SMEs
(divided in 4 types of SME namely pottery,
leather, wood, metal) were involved as research
objects in this research. After the group dis-
cussion forum conducted separately, researcher
found 3 IS criteria cluster of handcraft SMEs. It
is observed that three criteria, namely ‘data ac-
curacy’, ‘easy of use’, and ‘easy of learning’ are
the most influential criteria. ‘Improve outcome’
is criteria on that is most affected.

3 - Risk-informed evaluation of infras-
tructure project portfolios subject to
variable uncertainties

Elizabeth B. Connelly, University of Vir-
ginia, USA,
ec5vc@virginia.edu
Heimir Thorisson, University of Virginia,
USA,
ht3jt@virginia.edu
L. James Valverde, U.S. Army Corps of En-
gineers, USA,
drljva@hotmail.com
James H. Lambert, University of Virginia,
USA,
lambert@virginia.edu

The U.S. Army Corps of Engineers (USACE) is
responsible for developing and maintaining much
of the U.S. public water resources. In 2005, Hur-
ricane Katrina resulted in catastrophic levee fail-

ures, encouraging the USACE to move towards
a risk-centric approach to resource management.
The agency specifically seeks to balance the risks
to economic, environmental, and social objec-
tives. In order to meet these objectives a holis-
tic approach for allocating scarce resources in
a way that aligns with multiple missions, mit-
igates risk, and provides the most overall value,
is required. Multicriteria decision making, incor-
porated with value-focused thinking and project
portfolio management has been used as the basis
for developing a portfolio analytic tool for the
agency, known as Asset Management Portfolio
Analytics (AMPA). AMPA aims to aid decision
makers by providing a rational and transpar-
ent evaluation of investment alternatives. With
an enterprise purview, AMPA can be applied
agency-wide, standardizing risk-mitigating ana-
lytical methods.

AMPA employs a multiattribute value model, in-
cluding rank-order-derived weights, to provide
decision-support for allocating funds for US-
ACE work packages. Stakeholder elicitation was
used to identify attributes as they relate to the
agencys mission and specific business line ob-
jectives. A case study is performed with a fo-
cus on three business lines: Hydropower, Navi-
gation and Flood Risk Management. Consider-
ing the attributes as categories of consequences,
the value function quantifies consequence of the
failure. The consequence of failure, as well as
the probability of failure, is evaluated separately
depending on whether a proposed work package
receives funding, thus enabling comparison and
ensuring that funded work packages reduce ad-
verse consequences. After filtering out infeasible
alternatives, work packages are ranked in order
of productivity to provide the most value at a
given budget level.

In a process heavily dependent on stakeholder
elicitation and assessment, various types of un-
certainty can be introduced. These sources are
identified and appropriate mitigation measures
recommended. Among uncertainties explored
are assumptions about linearity of utility func-
tions, independence of work packages and pa-
rameter estimation. Although AMPA aims to
provide a basis for comparison across the agency,
individual business lines have significant influ-
ence on key input and the results must be in-
terpreted with that in mind. Lessons learned
from the effort include how water resource man-
agement can benefit from risk-informed decision
making to meet multiple diverse objectives sub-
ject to evolution over time. The method can
be extended to other types of infrastructure as-
sets exposed to variable uncertainties, such as in
transportation, electrical systems, and telecom-
munication.

4 - Criticality assessment of Ger-
manys road tunnel infrastructure using
MCDM from the theoretical approach
and the adoption of the model to the
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practical application

Götz Vollmann, Ruhr-University Bochum,
Institute for Tunnelling and Construction
Management, Germany,
goetz.vollmann@rub.de
Markus Thewes, Ruhr-University Bochum,
Institute for Tunnelling and Construction
Management, Germany,
markus.thewes@rub.de

Tunnels are key elements in modern traffic net-
works, often crossing rivers and city regions with
a high traffic density and with important, highly
frequented buildings and infrastructures in close
distance. With this in mind it is more than obvi-
ous that economical and societal consequences of
large scale accidents and malicious threats such
as fires, explosions, etc. are potentially very high
and thereby threatening to our societal wealth.
This is the reason why the German Federal Min-
istry for Education and Research launched two
huge research projects (SKRIBT and SKRIBT-
Plus) with the purpose of tackling all issues for
infrastructural tunnels resulting from such acci-
dents as well as man-made hazards like crimi-
nal acts and terroristic attacks. One of main
the purposes of these projects was to develop a
method to assess the criticality of specific infras-
tructural buildings within the surrounding net-
work and to get an idea about how additional
measures (e .g. structural upgrade or additional
technical systems) might reduce the overall im-
pact of such threats. The idea was to become en-
abled to identify the most critical facilities within
our road network and to derive first ideas for
a potentially needed amount of upgrade for a
safe and secure operation. Within this context
the criticality of an infrastructure is defined as
a function of structural safety (e.g. structural
resilience in case of a fire or an explosion), user
safety (the specific risk profile as a product of
the probability of occurrence of an incident and
the corresponding amount of fatalities , assessed
via a quantitative risk analysis (QRA)), possi-
ble costs for refurbishing or rehabilitation of the
damaged structure, the life-cycle costs of the fa-
cility as a whole, availability downtimes and sub-
sequent reactions of the infrastructural network
itself (e .g. travel time elongations due to nec-
essary detours) as well as soft criterions such as
the symbolic meaning of a building. First re-
sults from traditional engineering approaches in-
dicated, that a comparatively small initial dam-
age to a specific structure might lead to a dispro-
portionate effect for the tunnel itself, the whole
urban infrastructural system or structures which
are founded above or beneath the tunnel. In ad-
dition it was obvious that not all buildings need
to be upgraded and even more imminent not
all facilities could be upgraded due to political
constraints such as budget restrictions. Thus,
a more precise and holistic approach had to be
taken for the overall criticality assessment. In
other words: the assessment of one buildings

criticality had to be considered as a multicrite-
rial analysis, combining heterogeneous engineer-
ing expertise, different physical parameters and
dimensions as well as a meta-complex decision
problem. Within the proposed paper the au-
thors will demonstrate how such an approach for
the assessment of a criticality ranking of Ger-
manys road tunnel building stock was taken in
the course of the mentioned projects. Here, a
fuzzy-logic and risk-based AHP-approach was
used for the development of a holistic assessment
tool. The underlying hierarchy will be explained,
specifying the different criteria for the criticality
assessment as well as the corresponding indica-
tors of the different engineering analyses. For
the purpose of adoption, the AHP algorithm had
to be adjusted for specific evaluations and even
implemented as a subroutine for the global crit-
icality assessment. For instance, a method was
developed to enable a comparative evaluation of
QRA-results in the course of the user safety as-
sessment. The final software tool was realized
as a Java-based programming, providing all nec-
essary interfaces to the underlying engineering
analyses, followed by first exemplarily assess-
ments of a predefined set of buildings. These
results will be explained in detail in the course of
the proposed publication. The authors will close
with an outlook on future applications of the de-
veloped tool, such as they are planned together
with the German “Bundesanstalt fr Straenwe-
sen” (BASt) for the German road network.

Thursday, 15:40–16:30

⋆ TH-4-α-HS1
� Behavioral Aspects, Group Decision Making,
Negotiations, Interactive Methods, Software

Thursday, 15:40–16:30 – Room HS 1

Session: Goal Programming and Utility Func-
tions

Chair: Hocine Mouslim

1 - Utility Function for modeling Group
Multicriteria Decision Making Prob-
lems as Games

Alexandre Leoneti, USP, Brazil,
ableoneti@usp.br

For group decisions, the strategic analysis of the
decision is commonly addressed by Game The-
ory GT (Osborne & Rubistein, 1994). Some
studies have proposed the use of the GT ap-
proach for modeling MCDM problems. No-
tably, Madani and Lund (2011) proposed mod-
eling Multi-Criteria Decision Making problems
as a strategic game, and solving this using non-
cooperative Game Theory concepts.
The key item to unify GMCDM and GT is a
Utility Function UF which translates into a real
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number all the possible combinations of choices
(Strategies) in the GMCDM process. Hence,
the aim of this research is to propose a UF
and demonstrate its application through mod-
eling the classic game “Battle of the sexes” as a
GMCDM problem. The advantage of modeling
the GMCDM problems as games is that it allows
the possibility to consider equilibrium solutions,
generally used in GT, rather than use the tra-
ditional concept of optimization by preferences
aggregation.

Based on the idea that the Euclidean Space al-
lows a comparison between alternatives (Zahir,
1999), a Comparison Function CF, based on
their angles and the distance (norm) between
them, is proposed as an intermediate step for the
proposition of the UF. The use of these relations
has been previously reported by other authors
to propose MCDM methods (Deng, 2007; Zahir,
1999). The CF proposed has two main compo-
nents: (i) a relative component, calculated by
the projection of one alternative onto another;
and (ii) a weighting component, based on the
angle between the alternatives.

In mathematical terms, the CF satisfies the fol-
lowing properties: (i) it establishes intermedi-
ate values between zero and one for alternatives
comparisons; and (ii) is asymmetric, i.e., it es-
tablishes different values when it has at the be-
ginning one alternative instead of another. One
means of differentiating between the alternatives
in a Euclidian Space is the use of an Ideal Alter-
native IA, which incorporates the best scores
for all criteria (Hwang and Yoon, 1981). Sub-
sequently, the CF is weighted multiplying the
value of the comparison between each alterna-
tive and the value of their comparison with IA,
which is called the Weighted Comparison Func-
tion WCF. According to Keeney (2013), it is
possible to define a UF for every joint strategy
of a set of players combining their UFs values.
Here, the combination of the individual WCF
values is used to define a numerical value for the
joint strategy of the players, which is used to
propose the UF for the game.

The use of the UF will generate the Pay-off Ta-
bles PoT for the players, which estimates a mea-
sure of satisfaction for every possible strategy in
the set of actions.The PoT can be used to aid
the DM in choosing strategically the preferable
alternative considering the choice of the other
players.

To illustrate the use of the UF for modeling GM-
CDM as Games, the classic game “Battle of the
sexes” is described as a GMCDM problem. In
this sense, let us consider a group of two persons:
“Husband” P1, and “Wife” P2, who should de-
cide together which event to attend: “Cinema”
A1, or “Football” A2. Let us also consider two
criteria to differentiate the alternatives A1 and
A2, which are “Adventure” C1, and “Romance”
C2. If we suppose that the level for the criteria
C1 and C2 of the alternative A1 are zero and
ten, respectively, and for the alternative A2, ten

and zero.

Here, both players have the same two actions,
which are either to go to the cinema or go to
the football match, but they might have differ-
ent preferences, since men would usually rather
go to a football match than to the cinema, while
for women it is the opposite. In this sense, let us
suppose that the WV for player P1 is [0.6;0.4],
meaning that the “Husband” prefers C1 (adven-
ture) to C2 (romance), while the WV for P2 is
[0.4;0.6], meaning that the “Wife” prefers C2 (ro-
mance) to C1 (adventure). These WV will be
used to weight the DM before applying the UF
to create the game. Finally, the UF applied onto
the two WDMs, creates the PoTs, which are the
framework for the game.

The solution for the game can now be found
using GT principles rather than optimization,
which is frequently applied in the traditional
GMCDM approach through WVs aggregation.
For the aforementioned example, if the arith-
metic mean were used, the set of average weights
would be [0.5;0.5], which would not reflect the ac-
tual players preferences. Therefore, by establish-
ing a unprecedented UF for modeling GMCDM
as Games, the main contribution of the present
research is to allow decision-makers to choose the
strategies that will give them the highest Pay-
off, taking into consideration the preference of
the other players involved.

2 - Fuzzy Multi Target Goal Program-
ming with Nonlinear Functions: Piece-
wise Linear Approximation

Hocine Mouslim, Faculty of Management
and Economics, University of Tlemcen, Al-
geria,
hmousliman@yahoo.fr
Sakina Melloul, Faculty of Management and
Economics, University of Tlemcen, Algeria,
ssmellouli@yahoo.fr

Multi-Choice Goal Programming (MCGP) is
considered as a novel technique in manage-
ment science and operational research to solve
multi-criteria decision making (MCDM) prob-
lems. However, in some practical cases, there
may exist situations that the manager is inter-
ested in establishing multi targets and tolerances
for goals that not be expressed in a linear form
of their membership functions. In this paper, an
efficient methodology is presented, which is con-
sidered as a combination between the (MCGP)
suggested by Chang in 2011 for standard goal
programming (GP), and the fuzzy multi target
GP (FMTGP) proposed by Mouslim et al. in
2014, where the concept of multi-target nonlin-
ear functions (MTNFs) is used for modelling the
fuzziness of the goals that have many targets
of the nonlinear form. The model of Chang is
adapted in a very evident manner to introduce
the technique of FMTGP for solving this type of
problems. In addition, this new formulation can
easily be applied to a decision problem with the
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S-shaped membership functions compared with
the method of Yang et al. presented in 1991,
and the model suggested by Li and Yu in 2000.
Finally, the developed model will be illustrated
through numerical examples.

⋆ TH-4-γ-HS2
� Model Building

Thursday, 15:40–16:30 – Room HS 2

Session: IS-INTEG-AUTOMAT: Integrated and
Automated Decision Making

Chair: Y. Ilker Topcu

1 - An Analysis of Logistics Perfor-
mance and International Trade Inter-
action

Özgür Kabak, Istanbul Technical University,
Turkey,
kabak@itu.edu.tr
Sule Onsel Ekici, Dogus University, Turkey,
sonsel@dogus.edu.tr
Fusun Ulengin, Sabanci University, Turkey,
fulengin@sabanciuniv.edu

The interaction between the performances of lo-
gistics sector in a country with that of economic
growth has long been investigated by different
researchers. Since the transport and logistics
sector affect production, consumption and trade
in a country, it is clear that the performance of
logistics sector has positive effect on economic
growth (Nguyen and Tongzon 2010). That is, if
a country can obtain a competitive advantage in
terms of logistics performance, this will increase
its international trade, help to open new mar-
kets and encourage business (Arvis et al., 2012).
Wilson et al. (2003) also states that substan-
tial growth in trade can benefit from the quality
of logistics sector. This study aims to investi-
gate this relation and tries to find an answer to
the question of which logistics indicators espe-
cially affect the countrys trade level. For this
purpose, initially, the relationship between the
international trade and logistics performance in-
dex (LPI) indicators are analyzed using artificial
neural networks (ANN) where LPI indicators,
GDP level and exchange rate are inputs while
the export is an output. As the second step, the
most important factors that have effect on in-
ternational trade are determined by a scenario
analysis approach. Finally, Turkey is selected
as a case study for scenario analysis and pol-
icy suggestions. As an important logistics center
in Europe due to its high values of trade with
regional partners, Turkey has set a goal of re-
alizing 500 billion dollars worth of export for
2023. That is why, it is especially important for
Turkey to determine how to reach this ambitious
goal by leveraging its performance on logistics
sector. The LPI, published by the World Bank
Group is composed of six indicators namely cus-

toms, infrastructure, service quality, timeliness,
international shipments, and tracking and trac-
ing as the key elements of logistics and compares
these logistics profiles among countries and rates
them on a scale of 1 (worst) to 5 (best) (Arvis
et al., 2012). The relationship between export
and LPI are expected to be complicated and
highly non-linear. Due to its predictive qual-
ity, ANN is one of the appropriate methods to
illustrate this property. (Gevrey et al., 2003).
ANN techniques have been applied to a variety
of problem areas and have, in many instances,
provided superior results to conventional meth-
ods (Fan et al.,2013). The literature (Hwarng
and Ang, 2001, Resop, 2006) suggests the po-
tential advantages of ANN vs statistical meth-
ods. Since the contribution of each input vari-
able on output variable cannot be easily inter-
preted in ANNs, they are generally considered
as black boxes. That is why, in this study a sce-
nario analysis approach is proposed in order to
determine the importance of inputs on the given
output by using the predictive capability of the
resulting ANN. The ANN defined this study is
a two layer feed-forward network. Levenberg-
Marquardt back-propagation method, which is
one of the fastest back-propagation algorithm is
used for training the ANN. The analysis showed
that the best performance values are obtained
for 44 hidden neurons (Performances: test =
0.99, validation =: 0.98, train = 0.98). This
best performing network is used to conduct the
detailed scenario analysis. The aim of the sce-
nario analysis is to find the most important fac-
tors to determine the export level of a country.
In the proposed scenario analysis procedure, ini-
tially LPI indicators current values are obtained
from the data sources and the target values are
determined based on the scores of benchmark
countries. Then LPI indicators are increased to
their target levels for all different combination of
LPI indicators. In this way, 26 -1 (=63) different
scenarios are obtained. The scenarios that give
the highest export level is selected for different
number of improved indicators. The results of
the scenario analysis shows that, the most im-
portant factor affecting the export of a country
is tracking and tracing indicator if only one indi-
cator is improved at a time. Infrastructure and
international shipments are the other important
indicators that have effect on the level of exports
of the country. If two indicators can be improved
simultaneously, then infrastructure and interna-
tional shipments are found to be the most im-
portant indicators in order to increase the ex-
port level of a country. If three indicators can
be improved at the same time, then the scenario
in which infrastructure, international shipments
and tracking and tracing are improved, gives the
highest score for the export level.
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2 - Combination of Machine Learn-
ing and Optimization for Automated
Decision-Making

Amir Mosavi, Obuda University, Hungary,
amir.mosavi@bgk.uni-obuda.hu
Annamaria Varkonyi-Koczy, Obuda Univer-
sity, Hungary,
varkoni-kozy@uni-obuda.hu
Manfred Fuellsack, Graz University, Austria,
manfred.fulsack@uni-graz.at

The long-term vision of this work would be
the development of a fully automated decision-
making system so that only data and desired out-
puts need to be provided by the user. However in
the real-life business contexts the power of multi-
objective optimization for making automated de-
cisions is still largely unexploited. One of the
main reasons blocking its widespread adoption
is that the standard optimization assumes the
existence of the functions to be optimized. Yet
such functions, notably on big datasets, often
are extremely costly and difficult to be created.
Here the recent advancements in the field of
machine learning and data mining for creating
the decision-making models (functions) are dis-
cussed. Furthermore the potential of combina-
tion of learning from big data and optimiza-
tion which can be applied to complex and dy-
namic contexts is described. This combination
dramatically increases the automation level and
puts more power directly in the hands of decision
makers without resorting to intermediate layers
of data scientists. Nevertheless reaching the goal
of a fully automated decision-making system is

a huge challenge and it will require further re-
search at the boundary between two areas of ma-
chine learning and optimization,which have been
traditionally separated.

⋆ TH-4-δ-HS3
� Industry and Business Applications

Thursday, 15:40–16:30 – Room HS 3

Session: Industrial Optimization 1

Chair: İrem Uçal Sarı

1 - Bi-objective Single Machine
Scheduling Problem with Learning Ef-
fect

Berrin Uçarkuş, Erciyes University, Turkey,
berrinucarkus@erciyes.edu.tr
Mehmet Duran Toksarı, Erciyes University,
Turkey,
dtoksari@erciyes.edu.tr

In this paper, we present two objectives schedul-
ing problem under position dependent learning
effect in the single machine environment. We
aim to minimize both makespan and total com-
pletion time under position dependent learning
effect in the polynomial time. In the schedul-
ing literature, the classical scheduling theory as-
sumes that job processing times are constant.
However, in various real life production systems
workers undergo a process of learning. The rep-
etition of similar operations induces a process of
specialization and workers acquire better skills.
We prove results, which is obtained in polyno-
mial time, using numerical example.

2 - Determination of Price Discount Ra-
tios for Vendors Based on Their Expec-
tations

İrem Uçal Sarı, Istanbul Technical Univer-
sity, Turkey,
iremucalsari@gmail.com

Due to the fact that the successes of vendors
directly affect the sales volume and the market
share, vendors have critical roles in supply chains
for B2B companies. In the literature it is seen
that the previous studies have been focused on
the selection problem of the vendors. But there
is another issue which is at least important as
selection of the vendors, motivating vendors to
have the best sales performance. B2B compa-
nies imply different discounting strategies to mo-
tivate vendors which occurs an increase in the
market share and the sales volume of the com-
pany. Discounting strategies are based on differ-
ent criteria such as ordering amount of the ven-
dor, total yearly demand of the vendor, prices of
the competitors in the region of the vendor and
payment type of the vendor. There are also addi-
tional discounts for special cases such as the abil-
ity of the vendor being a distributor for the com-
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pany. In some regions using a vendor as trans-
shipment point for the company has a critical
role. For the vendors who give that opportu-
nity, additional discounting strategies could be
applied.
In this paper a methodology is proposed to de-
termine the discount rates for the best discount-
ing strategy for each vendor. At first, a ques-
tionnaire is used to determine the discounting
expectations of the vendors. By using the ven-
dor expectations the discounting strategies are
determined by the experts. After determination
of discounting strategies, fuzzy analytical hierar-
chy method is used to define the weights of the
criteria which are considering when determining
the discount rates. Criteria which are used to
determination of discount ratio are ability of the
vendor being a transshipment point for the com-
pany, average ordering amount of the vendor in
the past year, expected average ordering amount
of the vendor, average number of the orders of
the vendor during the past year, expected aver-
age number of orders of the vendor, total demand
of the vendor in the previous year, expected to-
tal demand of the vendor and payment method
(payment risk) of the vendor. The sales special-
ists and the sales department managers evaluate
each vendor due to the criteria given above. The
results of the method give the prioritization of
the vendors for the company including the risks
of the vendors. The discount ratios are deter-
mined by using goal programming which has to-
tal profit maximization and total sales volume
maximization objectives.
A real case study is performed to validate the
proposed model. An international company is
analyzed which sales isolation materials for con-
struction sector. The company works with more
than 300 vendors which are located in 56 cities.
The vendor sales performances in the presence
of different discounting strategies are determined
by using statistical analysis of the past data. The
result of this analysis shows that the change in
the discounting strategy have a significant effect
on the sales volume of each vendor. Each vendor
is affected from the different discounting strate-
gies but the ways of this effect is changes from
one to another.
To validate the proposed method a pilot region
is selected where 47 vendors are located in. The
results of the application are summarized as fol-
lows. Questionnaire which is used to determine
the discounting strategies is resulted in 4 groups
of expectations. In the first group the vendors
prefer to get the same discount ratio for all or-
ders given in the same period (e.g. in the same
year) independent from the ordering amount and
they accept a promise of total ordering amount
in that period. In the second group they prefer
to get a discount ratio which could be depending
on the ordering amount and they do not want to
give any promises on the total annual ordering
amount. In the third group vendors prefer to
get higher discount ratios depending on the to-

tal previous ordering amounts in that year and
also they do not want to give any promises for
the next orders. In the last group the vendors
prefer the same discount ratio for all orders and
if the total sales volume exceeds an agreed level
they want additional payment which is deter-
mined as a percentage of total yearly sales vol-
ume. Another result of the questionnaire is that
the vendors want to negotiate on the payment
method. The vendors want additional discount
for the cash payments. Sales managers decided
to have four discounting strategies in the model
based on the results of the questionnaire. In the
first strategy, the discount ratio is determined by
the ordering amount and differs from order to or-
der. In the second one the discount ratio is fixed
in the beginning of the year for an agreed total
yearly sales volume. In the third one discount
ratio is determined for each order depending on
the total previous ordering amount of the ven-
dor. In the forth one discount ratio is fixed at
the beginning of the year and for different levels
of total yearly sales volumes additional discounts
over the total sales which will be paid as a bonus
to the vendor at the end of the year. The first,
second, third and forth discounting strategies are
applied to 18, 9, 12 and 8 vendors, respectively.
The discount rates for the vendors are deter-
mined between 15% and 45% based on the list
price of the goods by using goal programming.
To validate the results another questionnaire is
prepared and applied to the vendors. This ques-
tionnaire shows that with the proposed method,
vendors who have a word on the strategy de-
termination process feel more satisfied with the
resulted strategy and the loyalty of the vendors
is increased in a significant way.

⋆ TH-4-κ-HS4
� AHP/ANP
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1 - A Fuzzy MCDM Method To Iden-
tify Critical Evaluation Factors for Im-
migrants’ Living Regions

Alev Taskin Gumus, Yildiz Technical Univer-
sity, Turkey,
ataskin@yildiz.edu.tr
Erkan Celik, Yildiz Technical University,
Turkey,
erkcelik@yildiz.edu.tr
Dilara Erdogan, Istanbul AREL University,
Turkey
dilaraerdogan91@gmail.com

Starting from the day when violence, unemploy-
ment and other immigration factors increased
in some countries, people who are living there
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started to immigrate (or they had to immigrate)
in neighboring countries. Nowadays, especially
Syrian citizens have immigrated to Turkey be-
cause Syria is Turkey southern border neighbor
so they usually choose Turkey as target or tran-
sit country. The numbers of asylum seekers are
growing especially in the southern border, and it
has caused living region determination problems
for them in Turkey. In this paper, it is aimed to
propose a solution to the location selection prob-
lem for asylum seekers. As a solution method,
interval type-2 fuzzy AHP method will be used
according to criteria and sub-criteria which will
be also proposed in this paper.
There are limited numbers of studies about asy-
lum seekers in literature to solve the living area
selection problem. By this study, first, some key
factors are empirically identified, which must be
considered for living area evaluation for immi-
grants, by a literature survey and based on ex-
pert opinions. And then, interval type-2 fuzzy
AHP method are used in computations.

2 - Big Data, Supply Chain Manage-
ment, AHP/ANP; State-of-the-art and
future research directions

Birsen Karpak, Youngstown State Univer-
sity, United States of America,
bkarpak@ysu.edu
Issariya Sirichakwal, Youngstown State Uni-
versity, United States of America,
isirichakwal@ysu.edu
Ramesh Dangol, Youngstown State Univer-
sity, United States of America,
rdangol@ysu.edu

Recently, businesses and research communities
have paid a lot of attention to big data. However,
the field of supply chain management (SCM) has
been relatively slow in studying big data for re-
search and practice. Multiple Criteria Decision
Making (MCDM) community has, to the best
knowledge of authors, been even slower studying
implementing MCDM into Supply Chain Man-
agement where big data is likely have impact.
The key factor to gaining competitive advan-
tage in today’s rapidly changing business envi-
ronment is the ability to extract big data (tweets,
videos, click-streams, and other unstructured
sources) to gain business insights. Big data have
the potential to revolutionize supply chain dy-
namics. We explore research where supply chain
management (SCM) intersects with data science,
predictive analytics, and big data, collectively
referred to as DPB. We show that these terms
are not only becoming popular but are also rel-
evant to supply chain research and education.
Research in the area of DPB is needed by re-
searchers with domain knowledge in logistics and
SCM.
We will clarify the definition and concepts re-
lated to “big data in supply chain management,”
develop a conceptual framework for the clas-
sification of articles dealing with “big data in

supply chain management,” use the conceptual
framework to classify and summarize all rele-
vant articles, develop future research directions
where the deployment and use of “big data” is
likely to have significant impacts in supply chain
management and we will explore applicability
of Multiple Criteria decision-making (MCDM)
techniques, especially Analytic Hierarchy Pro-
cess/Analytic Network Process (AHP/ANP) and
combined applications of them in the area of big
data when used in supply chain management.
After comparing and summarizing the reviewed
approaches we identify the primary research op-
portunities.

⋆ TH-4-σ-HS5
� Multi Objective Optimization

Thursday, 15:40–16:30 – Room HS 5

Session: Optimization in Healthcare 2

Chair: Alexander Scherrer

1 - Column Generation to Generate a
Representative Set of Deliverable Ra-
diotherapy Treatment Plans

Matthias Ehrgott, Lancaster University,
United Kingdom of Great Britain and North-
ern Ireland,
m.ehrgott@lancaster.ac.uk
Lin Kuan-Min, Lancaster University, United
Kingdom of Great Britain and Northern Ire-
land,
k.lin1@lancaster.ac.uk
Andrea Raith, The University of Auckland,
New Zealand
a.raith@auckland.ac.nz

We propose a column generation based ap-
proach to compute a representative set of non-
dominated points of multi-objective linear pro-
grammes. The method implements column gen-
eration within the revised normal boundary in-
tersection (RNBI) framework, which is based on
projecting a set of equidistant reference points
onto the non-dominated set to determine a rep-
resentative set of nondominated points. To find
the projected points, one needs to solve an RNBI
sub-problem for each of the reference points. In
this study, the RNBI sub-problems are solved by
column generation. The column generation pro-
cess adds non-basic variables to the restricted
master problem of the RNBI sub-problem, which
moves a current objective point towards the
nondominated set. Different initialisation ap-
proaches for column generation are implemented,
including the so-called Farkas pricing, which pro-
vides a mechanism to conclude the infeasibility of
an RNBI subproblem. A reference point bound-
ing method is proposed to eliminate reference
points that lead to infeasible RNBI subproblems.
We apply the method to the problem of optimis-
ing the fluence map in radiotherapy treatment
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design. In this context, the RNBI sub-problem
corresponds to finding a fluence map with partic-
ular values of radiation dose delivered to tumour,
organs at risk, and normal tissue. In contrast to
standard planning procedures, the column gen-
eration approach has the advantage of generat-
ing plans with a small number of apertures for
the radiotherapy equipment. This implies that
generated plans are deliverable without applying
an additional segmentation step, which decom-
poses a fluence map into deliverable apertures,
but deteriorates plan quality. In addition, the
generated plans are close to efficiency in the un-
derlying multi-objective optimisation plan. We
demonstrate the effectiveness of the reference
point bounding procedure to eliminate solving
the RNBI sub-problem for reference points that
do not project onto the non-dominated set.

2 - Multi-criteria optimization and de-
cision support in focused ultrasound
therapy planning

Alexander Scherrer, Fraunhofer Institute for
Industrial Mathematics (ITWM), Germany,
alexander.scherrer@itwm.fraunhofer.de
Stefan Jakobsson, Fraunhofer Chalmers Cen-
ter (FCC), Sweden,
Stefan.Jakobsson@fcc.chalmers.se
Karl-Heinz Küfer, Fraunhofer Institute for
Industrial Mathematics (ITWM), Germany,
karlheinz.kuefer@itwm.fraunhofer.de

Focused ultrasound (FUS) allows for minimally
invasive cancer therapy. Acoustic waves emit-
ted by a FUS applicator induce a pressure field
in the sonicated volume, which heats the tissue
causing a coagulation of cells. Recent techno-
logical advances on FUS treatment devices pro-
vide a significant curative potential in terms of
sufficient tumor control and still acceptable side
effects. Clinical routine has only a small time
slot for creating a FUS plan between a preced-
ing medical imaging and subsequent treatment.
FUS therapy planning from a mathematical per-
spective forms a multi-criteria decision making
(MCDM) problem and in clinical terms could
clearly benefit from such methods: numerical op-
timization methods and decision support meth-
ods would allow for efficient computation of high
quality plans and suitable balancing of planning
goals. Current FUS planning tools do not sup-
port this approach and clinical routine still fea-
tures time consuming manual planning and re-
duced plan quality. This implies the question
how to bridge the conceptual gap between the
state of the art in FUS therapy planning and
advanced MCDM.
This talk presents an innovative approach for
multi-criteria FUS therapy planning, which aims
for an establishing of MCDM in clinical FUS rou-
tine in a smooth way starting from the state of
the art. It features the formulation of planning
problems with multiple therapy goals and their
intuitive balancing, the efficient plan computa-

tion with hybrid numerical optimization and the
interactive exploration of treatment options.

The planning criteria rely on the cell-biological
impact of temperature in the tissue based on
the Arrhenius model and the averaging of im-
pact over a tissue entity. The frequent violation
of plan quality requirements observed in clini-
cal routine indicates a significant risk of infea-
sible FUS plan optimization problems motivat-
ing an unconstrained formulation. FUS practi-
tioners are not used to converting medical qual-
ity into abstract criteria and model uncertainties
give criterion values some imprecision further
complicating their interpretation. The balanc-
ing of therapy planning criteria thus requires a
scalarization like the Tchebycheff approach with-
out any non-interpretable reference values. Clin-
ical FUS routine features limited user experi-
ence with planning tools and thus needs a sim-
ple software feature for the intuitive balancing of
planning criteria and triggering of plan compu-
tations. These needs are addressed by a novel
triangular planning screen with a single func-
tional element inside, whose position determines
the criterion weights.

Simulation of the FUS physics starts with the
computation of the pressure field by solving
the Helmholtz equation on the sonication vol-
ume discretized in about 106 elements. The
configuration of the FUS applicator for each
single of the about 102 sonications determines
the source terms. Parameters are the applica-
tor alignment, location of sonication points and
sonication times, and the phase shifts and en-
ergy emissions of the about 102 applicator ele-
ments. The pressure field yields the source term
of the Pennes equation, whose computation for
instance with Euler’s method yields the temper-
ature field over the volume elements and a dis-
cretization of the plan application time frame in
about 103 steps. FUS physics simulation run
requires about 100 seconds, however, repeated
simulation runs in FUS plan optimization are
still time consuming. Speed ups can be achieved
by imitating empirical approaches for parameter
specification from clinical FUS therapy planning,
which motivate the following hybrid optimiza-
tion algorithm:

First, the applicator is aligned via a nonlinear
programming problem relying on geometric ap-
proximations for the tissue entities and acoustic
wave propagation. Then the sonication points
in the tumor entity are placed and ordered with
a heuristic on a triangular grid from back to
forth and inner to outer. The optimal phase
shifts for each sonication point can be directly
obtained from the element contributions to the
pressure field in the point. Optimization of son-
ication times and energies as final step requires
numerical simulations of pressure and temper-
atures, which motivates an optimal control ap-
proach based on the Pontryagin maximal princi-
ple in order to obtain the corresponding objec-
tive function derivatives. The memory required
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for intermediate saving of simulation output can
reduced by a factor of 102 by just doubled sim-
ulation runs and saving of temperatures at the
sonication starts. The obtained objective func-
tion value and partial derivatives serve as input
of a generic nonlinear programming method for
solving the typically non-convex problem.
A computed FUS plan is depicted in the plan-
ning screen with an additional marker represent-
ing the used criterion weights. Selection of this
marker triggers plan visualization in a novel his-
togram form, which provides for each tissue en-
tity a volumetric overview of the cell-biological
impact. These markers in combination with the
histogram display provide the planner with an
intuitive overview of the existing planning op-
tions. The small time slot for creating FUS plans
permits only a few optimization runs with the
risk to miss the desired plan located somewhere
“in between”. This risk is overcome by an addi-
tional feature for plan recombination: placement
of the functional element between the markers
depicting the existing plans and its selection trig-
gers an interpolation of plan parameters with the
coefficients determined by the element position.
A simulation run for the interpolated parameters
in about 100 seconds then allows for the interac-
tive exploration of a continuous range of plan-
ning options.

⋆ TH-4-χ-HS6
� Environment, Infrastructure & Emerging Ap-
plications

Thursday, 15:40–16:30 – Room HS 6

Session: IS-MOO-CIVIL: Metaheuristic Algo-
rithms in Multi-Objective Optimization of Civil
Engineering Problems

Chair: Sinan Melih Nigdeli

1 - A Multi-Objective Optimization of
Tuned Mass Dampers for Structures
Excited by a wide set of Earthquakes

Sinan Melih Nigdeli, Istanbul University,
Turkey,
melihnig@istanbul.edu.tr
Gebrail Bekdaş, Istanbul University, Turkey,
bekdas@istanbul.edu.tr

Tuned mass dampers (TMD) are vibration ab-
sorber devices and the properties of these ab-
sorbers are tuned according to the frequency
behavior of the mechanical systems in order
to surpass the vibrations. In the tuning pro-
cess of TMDs, optimization is needed in order
to consider design constraints for the best ef-
ficiency. Also, TMDs have been used on civil
structures subjected to the random vibrations
of winds, earthquakes and other dynamic exci-
tations. Dynamics of structures have coupled
equations which can be solved by using numer-
ical analyses. For tuned mass damper (TMD)

implemented structures, TMD has also a dy-
namic equation which is depended on other de-
grees of structure. In optimization of TMDs us-
ing time domain analyses, a mathematical solu-
tion cannot be found. Due to this reason, nu-
merical searching algorithms have been used in
optimum design of TMDs for structures excited
by non-stationary vibrations like strong winds
and earthquakes. In this paper, a multi objective
optimization of TMD parameters is proposed.
Harmony search (HS) algorithm developed by
Geem et al. is employed. Like other metaheuris-
tic methods, HS imitates a process in which a
musician tries to find best harmony. The opti-
mum design variables are investigated globally
or locally according to the rules of the HS al-
gorithm. The proposed method is proposed for
two objectives which are related with the perfor-
mance and practicability. The first objective is
the reduction of maximum first story displace-
ment and this objective is also considered in
the previous HS approaches because it is main
criterion about the vibration absorbing perfor-
mance of TMD. The other objective is new in
HS based TMD optimization methods. A scaled
displacement value of TMD is used in order to
consider the stroke capacity of TMD. The multi
objective optimization methodology can be di-
vided in two sections for initial calculations and
iterative optimization. First structural proper-
ties, external excitations and ranges of design
variables are defined as optimization constraints.
Then, the structure without TMD is analyzed
because one of the objective function is depended
to it. After that, the initial Harmony Memory
(HM) matrix containing Harmony Vectors (HVs)
is generated. Each HV contains possible solution
for mass, period and damping ratio which are
the design variables and these variables are de-
fined with random numbers generated within the
range. Also, the optimization objectives are cal-
culated for these set of variables. There are two
objective functions. The first one is the reduc-
tion of maximum top story displacement of the
structure to a user defined value (xmax). If the
user defined value is not applicable by using the
design variable ranges, this value is iteratively
increased. The other objective is related with a
scaled stroke capacity limit of the TMD (stmax).
After the initial calculations, the iterative opti-
mization process starts. A new HV is generated
and calculations of objective functions are done.
If the solution of a new vector is better than ex-
isting ones in HM, it is replaced with the worst
one. The second objective given is considered
in elimination. If this objective function is lower
than stmax, the first objective function is consid-
ered in elimination. This iterative search is done
until the criteria given by two objectives are pro-
vided. A new harmony vector is generated in
two ways according to a possibility called Har-
mony Memory Considering Rate (HMCR). The
new vector can be generated by a smaller range
around an existing vector in HM. The ratio of
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the small and whole range is defined with Pitch
Adjusting Rate (PAR). For global optimum so-
lution, 44 different earthquake records were used
in the optimization of the ten story structure.
Also, these earthquakes are grouped as a set in
FEMA P-695 as far-fault ground motions. A
TMD implemented on a ten story structure is
optimized as a numerical example. The mass,
stiffness coefficient and damping coefficient of a
story is 360 t, 6.2 MNs/m and 650 MN/m, re-
spectively. The stmax limitation was taken as 1
and xmax was taken as zero in order to find a
solution with maximum efficiency on reduction
of displacement. The optimum TMD is effective
to reduce the maximum displacement from 0.41
m to 0.32 m for the critical excitation. The opti-
mum TMD is effective to reduce maximum dis-
placement in addition to obtain a steady state re-
sponse. According to the results, optimum TMD
obtained by using the proposed method is effec-
tive to reduce structural vibrations for desired
stroke capacity. As a conclusion, the proposed
method is feasible because of capability of find-
ing practical and realistic solutions.

2 - Multi-objective optimization of rein-
forced concrete footings using harmony
search

Gebrail Bekdaş, Istanbul University, Turkey,
bekdas@istanbul.edu.tr
Sinan Melih Nigdeli, Istanbul University,
Turkey,
melihnig@istanbul.edu.tr

In the design of reinforced concrete (RC) mem-
bers, several design variables are assumed by
designer and design requirements in codes are
checked and the assumed variables are updated
if necessary. The chosen design variables may
not be optimum ones, because RC is a compos-
ite design. The material of RC; concrete and
steel are extremely different materials in behav-
ior and price. Generally, big cross-sections are
found as optimum results but precise optimum
values must be checked. By the increase of the
cross-sections, the minimum required reinforce-
ment area is also increased. For that reason, op-
timization is important in design of RC mem-
bers including RC footings. In the design of RC
footings, three important factors must be han-
dled by design engineers. The factors are re-
lated with allowable bearing capacity, design in-
ternal forces and total cost of RC footing. In this
study, the design variables such as dimensions
of footings (in two directions), effective depth
of footing, size of steel reinforcements and dis-
tance between steel reinforcements are optimized
by using a music inspired metaheuristic method
called harmony search (HS). Five different ob-
jectives are checked in the optimization process.
The first objective is checked according to stress
on the soil. The maximum compression must be
lower than allowable bearing capacity and the
minimum stress must not be tensile. The second

objective is related with the flexural security of
footing. The design flexural moment is calcu-
lated for the sections at column faces and the
capacity of RC footing is checked according to
reinforcements in two directions. The third and
fourth objective are related with design require-
ments about shear and punching. The last ob-
jective is the minimization of the total cost of RC
footing. In the proposed method employing HS,
initial harmony memory matrix is constructed by
the combination of harmony vectors. Harmony
vectors contain randomly assigned values of de-
sign variables. In design of RC members, discrete
variables are used because the concrete dimen-
sions cannot be produced precisely in construc-
tion yard and steel reinforced sizes are constant.
After the generation of initial harmony memory
matrix, the harmony memory is updated with
the new harmony vectors and the worst exist-
ing one is eliminated. A new harmony vector
can be generated around existing ones with a
possibility called harmony memory considering
rate (HMCR). The range when the generation
done from an existing vector can be decreased
with a parameter called Pitch Adjusting Rate
(PAR). The worst vector is chosen according to
the optimization objectives. The control of de-
sign objective starts form the first one. If the
first objective is suitable for all harmony vec-
tors, the second one is checked. This process is
done until the last objective. For the last one,
the design with the maximum cost is eliminated.
The iterative optimization process is repeated by
generating new vectors and updating harmony
memory. This iterative process continue for a
defined iteration number. The proposed method
was examined with a single footing under a RC
column. The footing is under the effects of axial
loading and flexural moments in two directions.
The optimum results ensuring the four objectives
has a total cost of 182.74 USD. This price is de-
creased from 419.49 USD which is the best result
for the variables of initial harmony memory ma-
trix containing five harmony vectors. Also, op-
timum design variables are not found as limits
of the defined range. Thus, the proposed ap-
proach for optimum design of RC footings is an
effective and feasible approach in order to find a
global optimum solution.

Friday, 09:00–11:00

⋆ FR-1
� MCDM Award Talks

Monday, 09:00–11:00 – Aula

Session: MCDM Award Talks

Chair: Theo Stewart
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� Decision Aiding
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Session: Decision Aiding: Emerging Applica-
tions 3

Chair: Kaiquan Cai

1 - Applying a MAMCA approach for
sustainable transport decision making

Michael Bruhn Barfod, Technical University
of Denmark, Denmark,
mbb@transport.dtu.dk
Steen Leleur, Technical University of Den-
mark, Denmark,
sl@transport.dtu.dk

Decision making within the transport area is of-
ten a complex task as multiple criteria and mul-
tiple stakeholders are influencing the decisions
to be made. Moreover a strong focus on sus-
tainable solutions has emerged during the re-
cent years. This development has not made
the decision making task less complex as the
assessments now need to be based on criteria
stemming from all the three pillars of sustain-
ability consisting of economic, social, and en-
vironmental criteria. Within transport decision
making there is a strong tradition in Denmark
(and many other countries) for conducting socio-
economic appraisals using cost-benefit analysis
(CBA) for a long range of impacts. However,
the CBA is due to pricing difficulties not able
to capture all impacts relevant for the decision.
For this reason the use of multi-criteria deci-
sion analysis (MCDA) is introduced into Dan-
ish transport planning. This paper proposes an
approach for combining the conventional CBA
with a MCDA that makes it possible to in-
clude criteria of a sustainable type for the ap-
praisal of transport initiatives. This compos-
ite model for assessment (COSIMA) is based
on a multi-actor multi-criteria decision analy-
sis (MAMCA) to ensure the involvement of rele-
vant stakeholders along the decision support pro-
cess. A main principle of the COSIMA model
is that examined alternatives are assessed both
absolutely and relatively. Thus the CBA pro-
vides an absolute, conventional assessment re-
lated to the alternatives core performance. The
MCDA on the other hand provides a relative,
context-dependent assessment related to the al-
ternatives performance set against the other al-
ternatives in the appraisal. Subsequently the
scores of the alternatives are transferred into an
absolute measure by using a local scale which
assigns the value 0 to the worst performing al-
ternative and the value 100 to the best perform-
ing alternative. The rest of the alternatives are
then rated by relating them to these alternatives.
Once the CBA impacts and MCDA criteria are

specified, the ‘anchoring’ part of the COSIMA
model formulation takes place. This partly con-
cerns determining the weights for the MCDA
criteria, and partly determining the importance
of the MCDA criteria set against the CBA im-
pacts, i.e. the overall MCDA/CBA trade-off.
The COSIMA model then calculates a total gross
value (TV) in monetary units for an alternative
Ak obtained by spending the investment cost
Ck: TV(Ak) = CBA(Ak) + MCDA(Ak). In
a situation where the investment in Ak (equal
to the investment cost Ck) is not profitable seen
from the conventional CBA point of view, i.e.
CBA(Ak) < Ck, the investment can still be
justified by the wider COSIMA examination if
TV (Ak) > Ck. If this is examined as a total rate
of return (TRR), the latter can be expressed as
TRR(Ak) = TV (Ak)/Ck > 1. The set-up of the
COSIMA model only requires that value func-
tion scores can be assigned to the alternatives
and weights can be determined for the criteria.
Hence, no specific MCDA technique is linked to
the methodology, and it is possible to use differ-
ent techniques as well as combinations of them
dependent of the relevance for the decision prob-
lem in hand. In this paper a restricted number
of MCDA techniques with different characteris-
tics are proposed for use in the approach. These
techniques are: the simple multi-attribute rating
technique (SMART), SMART exploiting ranks
(SMARTER), swing weights, and the multiplica-
tive AHP. Which MCDA technique to use in the
decision process - and thereby in the COSIMA
model - highly depends on the persons that are
to apply it. Two main modes are in this re-
spect relevant: a basic-user mode consisting of
non-professionals, and an expert-user mode con-
sisting of professional and experienced users of
the techniques. The paper examines which of
the techniques mentioned above that are rele-
vant to use in the specific situations and con-
texts. Transport decision making often involves
groups with divergent objectives, and the final
decision is likely to involve some form of political
negotiation between stakeholders, each of whom
may adopt different sets of criteria for evaluating
alternatives. The analysis may need to be con-
ducted within a group setting involving represen-
tatives of all stakeholders, or may be carried out
separately for sub-groups as a form of scoping
exercise or impact assessment. For the purpose
of handling these issues the use of the COSIMA
model is set up as a MAMCA. The use of a
MAMCA approach makes it possible for a group
of stakeholders and decision-makers representing
very different viewpoints to work together in an
efficient way so they can create a vision based
decision with regard to the common goal. The
fundamental objective is to create a synthesis of
decision analytical techniques and the positive
features and dynamics which are found by deci-
sion making in groups. Common understanding
of the issues is achieved on the basis of decision
techniques and social interaction. Hereby, the
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participants obtain a sense of the common objec-
tive and obligate themselves to act towards im-
plementation. Thus the MAMCA assists in con-
ducting the assessments according to the pref-
erences of the participants in a comprehensive
and transparent way. The approach is presented
using a case study dealing with sustainable so-
lutions for resolving a transport infrastructure
issue. The case has been worked out within the
international research project SUSTAIN 2012-16
that aims at setting up a framework for national
sustainable transport planning.

2 - A Multicriteria Method Using Bi-
variate Evaluation for plant location
Selection

Mohamed Souissi, Faculty economics and
Management university Sfax Tunisia,
Tunisia,
mouhamed.souissi@yahoo.com
Abdelwaheb Rebai, Faculty economics
and Management university Sfax Tunisia,
Tunisia,
abdelwaheb.rebai@fsegs.rmu.tn
Lotfi Khrifech, Faculty economics and Man-
agement university Sfax Tunisia, Tunisia,
lotfi.krifech@gmail.com

Plant location selection refers to the selection of
a particular site for setting a business factory.
Selecting the best plant location among many
alternatives is a multicriteria selection problem
including both tangible and intangible factors.
In this contribution we propose a multicrite-
ria method to solve the plant location selection
problem using the so-called evaluative space grid
to evaluate the intangible factors impacts. For
each alternative we derive favorability and unfa-
vorability degrees. Here, favorability and unfa-
vorability are considered antogonistic and com-
pletely independent. We concede the point that
unfavorability influences decisions making more
than favorability. The proposal method makes
use of linear programming along with interval
order relations to select the best plant location.
A numerical example is provided to illustrate the
proposed method.

3 - Personnel Selection using DEMA-
TEL and TOPSIS approach

Serhat Karaoglan, Kirikkale University,
Turkey,
serhat@karaoglan.net
Cemalettin Aktepe, Gazi University, Turkey,
caktepe@gazi.edu.tr

Human resources management is crucial for an
arts organization as every organization. They
endeavor to identify effective methods, especially
in personnel selection for HRM. There are differ-
ent processes and criteria of each organization for
personnel selection. At the same time each crite-
ria have different importance for organizations.

This may be due to several reasons such as orga-
nizations structure, culture or staffing needs of
departments. With all these, organization wants
to apply the optimum selection process and try
to find the best applicant for their job. Fair selec-
tion process is of great importance not only for
organization, but also for personnel and appli-
cants. For this reason, criteria of applicants have
to be evaluated fairly. However, while it is easier
to evaluate objective criteria such as education
level or work experience, subjective criteria such
as communication skills or desire to work are rel-
atively more difficult. Especially, subjective cri-
teria are very important in selection the artists
to work at the arts organization because of the
creativity skills. Therefore, in this paper, the De-
cision Making Trial and Evaluation Laboratory
(DEMATEL) method applied to obtain weights
of criterion and find interrelations among criteria
that arts organization require. Then, qualitative
values are changed to quantitative values out of
10 points by the organization in interview pro-
cess. Finally, Technique for the Order of Prioriti-
zation by Similarity to Ideal Solution (TOPSIS)
method is applied to determine the ranking of
the applicants. This model is applied in an arts
organization for selecting an assistant who will
work with the artist, keeps the organization.

4 - A Multi-criteria Decision Analysis
based Two-stage Approach for Aircraft
Conflict Resolution

Yang Yang, School of Electronic and In-
formation Engineering, Beihang University,
Beijing, China, China,
yangyang2015@gmail.com
Jun Zhang, School of Electronic and In-
formation Engineering, Beihang University,
Beijing, China, China,
buaazhangjun@vip.sina.com
Kaiquan Cai, School of Electronic and In-
formation Engineering, Beihang University,
Beijing, China, China,
caikq@buaa.edu.cn
Xiaoqian Sun, School of Electronic and In-
formation Engineering, Beihang University,
Beijing, China, China,
sunxq@buaa.edu.cn

Aircraft Conflict Resolution (CR) is one of the
key decisions made by air traffic controllers to
maintain flight safety in current air traffic control
operations. If the distance between each aircraft
pair in the flight plans gets smaller than a certain
separation minimum, the controllers should issue
the resolution maneuvers by precisely modifying
the flight path or the corresponding velocities
to guide the pilots to resolve the conflict. The
CR decision-making process aims to minimize
the overall cost of involved aircraft from con-
trollers’ perspective. However, during the real
flight phases, the trajectory is affected by some
stochastic disturbances (e.g. winds) and it is of-
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ten different from the adhered plan. To handle
the uncertain trajectory, pilots should be autho-
rized a certain degree of flexibility while relaxing
some requirements of controllers. Therefore, it is
necessary to develop a novel CR decision-making
framework balancing the benefits of controllers
and pilots.

In this paper, we introduce two criteria of CR
maneuvers to represent the benefits of controller
and pilots separately. The first criterion “over-
all cost” refers to the sum of the deviations of
travel distances between the redesigned paths
(represented by the positions of way-points) and
planned paths for all involved aircraft. Clearly,
the minimum cost leads to the benefit of all air-
craft involved. The second criterion “individual
flexibility” is defined as the number of conflict-
free trajectories realized from the specific aircraft
flying along some fixed path but with admissible
velocities. The goal of CR decision-making is to
minimize the overall cost and maximize the in-
dividual flexibility.

Taking into account these two criteria, we then
propose a multi-criteria decision analysis based
two-stage approach for CR. At the first stage,
several candidate CR maneuvers are generated
by formulating the CR problem into a standard
Second Order Cone Program (SOCP), where the
way-points of conflict-related aircraft are mod-
ified to minimize the overall cost. Note that,
based on the obtained way-points, the optimal
velocities can be derived according to the Re-
quired Time of Arrival (RTA) to these way-
points.

At the second stage, the individual flexibility
of each candidate CR maneuver is assessed by
adding some tolerance to the RTA for each path.
Then, a multi-criteria decision analysis method
is applied to select the best compromised maneu-
ver, while satisfying all the criteria simultane-
ously. Specifically, Technique for Order of Pref-
erence by Similarity to Ideal Solution (TOPSIS)
is applied to compute the Euclidean distances of
each maneuver to the positive ideal point and
the negative ideal point. The best maneuver is
selected from the Pareto frontier.

Some numerical examples are used to verify the
efficacy of the proposed CR framework. The re-
sults are discussed in both deterministic CR case
and uncertain CR case, where the uncertain tra-
jectory model developed in our preliminary work
is used.
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Session: IS-MIPA: Methodological Issues for
Practical Applications of MCDA Models

Chair: Danielle Costa Morais

1 - Multicriteria Evaluation of Sustain-

able Solutions for Small Dairies: a case
study

Marina D. O. Duarte, Universidade Federal
de Pernambuco, Brazil,
marinadod@gmail.com
Djuri T. Vieira, Universidade Federal de
Pernambuco, Brazil,
djuri vieira@hotmail.com

In Northeast Brazil there are many dairies that
are small family businesses, without an adequate
technology level and, in general, a minimal orga-
nizational management. Realizing this fact, a
Local Productive Arrangement (LPA) was cre-
ated in order to develop and share solutions that
contribute to the sustainability of these compa-
nies. From a study for the strategic structuring
of this problem using the Value Focused Think-
ing (VFT) methodology a number of alterna-
tive actions that contribute to the main objec-
tive and some criteria to assess the contribution
of these actions to the goal of sustainability were
obtained. Thus, this work aims to solve the mul-
ticriteria ranking problem generated from these
data applying the additive-veto model proposed
by Almeida (2013). An analysis of the implica-
tions of the results is also provided.

2 - A multi-criteria approach for evalu-
ating conflicts within Dempster-Shafer
Theory

Lucimário Góis de Oliveira Silva, UFPE,
Brazil,
lucio gois@hotmail.com
Adiel Almeida-Filho, UFPE, Brazil,
atalmeidafilho@yahoo.com.br

The Dempster-Shafer Theory (DST) is seen as
one of main tools to deal with some kinds of un-
certainty in which it is difficult to model with
classical probabilities. Ignorance and vagueness
can be considered two examples of uncertain-
ties. One of the main uses of DST is to con-
sider Dempsters combination rule, which allows
two independent Bodies of Evidence (BOE) to be
combined. In spite of its extensive use, the appli-
cation of Dempsters combination rule may gener-
ate counter-intuitive outcomes when the sources
of information to be combined show high con-
flict. In this sense, two different approaches have
been applied to overcome the problem caused by
two BOE in high conflict: one focuses on mod-
ifying Dempsters rule, and the other takes into
account managing the conflict without necessar-
ily changing the combination rule. In this work
is presented the conflict classification problem in
DST as a multi-criteria classification problem.

3 - Is Insurance Enterprise Risk Man-
agement Reliable?

Christopher Myers, University of Manch-
ester, United Kingdom of Great Britain and
Northern Ireland,
christopher.myers@postgrad.manchester.ac.uk
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Enterprise Risk Management (ERM) is a frame-
work to help an insurer determine its acceptable
range and appetite for the consequences of risk-
based decisions. Furthermore, it fosters a holis-
tic and more informative means of identification,
measurement and understanding of risks that
transcend an organisation. Risk models are often
used in this process. The results support opti-
mal risk-based decisions surrounding the man-
agement and allocation of limited capital re-
sources, and other facets of an insurers balance
sheet. This study will review certain evidence
to see if the end result of decisions by insurance
company managers that apparently practice su-
perior ERM are indeed reliable, and have sub-
sequently translated into higher financial perfor-
mance relative to those that have weaker ERM
frameworks and models. Metrics for the evidence
will include valuation (e.g., stock or earnings
multiples), efficiency (e.g., return on assets, re-
turn on revenue, return on risk-adjusted capital),
and risk perception (e.g., credit default swaps,
regulatory risk-based capital figures, Value-at-
Risk statistics). Although the evaluation will fo-
cus on the insurance sector, and given that ERM
is not unique to insurance, it is expected that
other industries and governments could benefit
from the findings of this research.

4 - Multicriteria Group Decision Mak-
ing To Support the Water Distribution
Network Segmentation Problem

Marcele Elisa Fontana, Universidade Federal
de Pernambuco, Brazil,
marcelelisa@gmail.com
Danielle Costa Morais, Universidade Federal
de Pernambuco, Brazil,
dcmorais@ufpe.br

Water is a scarce resource being necessary wa-
ter management measures in order to improve
its availability and use. It is common in Wa-
ter Distribution Networks (WDN), especially in
developing countries, large percentages of water
loss due to depreciated infrastructure and prob-
lems in the maintenance management of these
networks. To perform proper maintenance ac-
tivities in WDN, the pipes need to be isolated.
Isolating valves are allocated, usually, near the
ends of pipes, blocking the flow of water; at most
two valves must be allocated to each pipe. Thus,
the WDN is partitioned. We call this Network
Sectorization or Segmentation (NS). However, in
general, it is not a viable option put two valves
in each tube, not only due to budget constraints,
but also because of operational aspects. Thus,
to isolate a pipe is necessary to closed more than
two valves and, thus, the isolation of more than
one pipe. In this case, other users in addition to
those connected to the broken pipe will remain
without service during maintenance. Thus, the
problem is to define an alternative of NS (this
alternative relates to the number of valves and
its location in the network) which shows a good

compromise in different criteria. Moreover, in
addition to technical and financial aspects, the
characteristic of the consumers must also be con-
sidered in determining the size (dimension) of
each network segment, such as the amount of wa-
ter consumed and the types of consumers (hos-
pital or residence, for example). Furthermore,
this type of decision usually is made by more
than one decision maker. These decision makers
may be responsible for different areas or depart-
ments of the Water Company, such as financial,
technical, etc., and it should be considered their
different points of view. Therefore, we propose
a multicriteria group decision model to support
the decision makers to evaluate the segmenta-
tion of WDN, i. e., in the definition of a good
alternative of NS.

⋆ FR-2-δ-HS3
� Industry and Business Applications

Friday, 11:30–13:10 – Room HS 3

Session: Industrial Optimization 2

Chair: Anatoly Levchenkov

1 - Multi-criteria pricing policy for per-
ishable products in supermarkets

Yue Wu, University of Southampton, United
Kingdom of Great Britain and Northern Ire-
land,
y.wu@soton.ac.uk

A perishable department is an important part
in many supermarkets as fresh commodity sales
typically comprise around 30% of the total stores
turnover. This research aims to generate theo-
retical results and methods to help supermarkets
to make decisions on pricing and inventory con-
trol for perishable products. The existing lit-
erature, generally considers two types of perish-
able problems: one investigates ordering policies,
which is based on the cost structure; while the
other discusses pricing policies, which is based on
the profit structure. Few studies discuss the op-
timal ordering policies for perishable commodi-
ties, in which the utility decreases continuously
over time, and the commodities will be obsolete
after their lifetime if not sold. This research
will investigate pricing problems for perishable
commodity in supermarkets. The supermarket
has its opening time, during which new items
are produced and sold; any unsold items will
be thrown away at the end of day. The inven-
tory is building up over the time to satisfy de-
mand. If the demand is not satisfied, the super-
market incurs a penalty cost for losing business
opportunity. On the other hand, if the inven-
tory exceeds a certain level, a discount price will
be in place to attract extra demand from cus-
tomers. When the items are selling at the dis-
counted price, no new items will be produced
until the store closes. The supermarket needs
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to decide inventory levels and pricing strategies
over times. There are several objectives that su-
permarket would like to consider: 1) to maxi-
mum the profit from selling bakery products; 2)
to maintain the service level; 3) to minimize the
waste at the end of day. This research focuses on
a single fresh bakery product in supermarkets.
We develop a goal programming model and de-
sign a genetic algorithm to solve the model. The
research outcomes could help store managers to
make pricing strategies, such as original selling
price, discounted price, promotion time, and in-
ventory levels over times. Several observations
have been made to help store managers to decide
different pricing strategies. We analyse the im-
pact of the genetic algorithms parameters on the
performance of the model and derive the optimal
parameter settings for the problem. The model
and algorithm provided in this study could be
taken as the first step toward understanding the
more complicated situation. For example, cus-
tomer demand can be affected by other factors
except selling prices, such as the quality of the
products, the inventory levels, which could be
considered in the future work. Another exten-
sion would be the ability to coordinate pricing
plans across multiple products in multiple peri-
ods.

2 - A Greedy Random Adaptive Search
Algorithm for the Bi-Criteria, Multi-
Level Facility Location Problem

Jeremy North, Murray State University,
United States of America,
jnorth@murraystate.edu

In this work, we consider the multi-level facility
location problem in the context of distribution
system design. A new approach for enforcing ser-
vice level restrictions in a bi-criteria, multi-level
facility location problem is given. Additionally,
a multi-objective greedy random adaptive search
(MOG) metaheuristic is applied to solve a series
of bi-criteria, multi-level distribution system de-
sign problems.

3 - A multi-objective approach for dis-
tribution planning in supply chain with
lateral supply

Betül Benli, Erciyes University, Turkey,
betulbenli@erciyes.edu.tr
Erdal Canıyılmaz, Erciyes University,
Turkey,
erdalc@erciyes.edu.tr
İbrahim Doğan, Erciyes University, Turkey,
idogan@erciyes.edu.tr

This study deals with distribution planning of a
two level supply chain that consist of a manufac-
turer and multiple retailers who faces stationary
stochastic demand. The retailers may replen-
ish their stocks from manufacturer and allowed
to pool inventories. Here we assume unsatis-
fied demand at one point could be satisfied from
stocks of other retailers using lateral shipments.

This type of additional flexibility of supply is
of paramount important to the supply chains
where stock outs are critical. We developed a
multi-objective optimization approach that in-
cludes both cost and customer service levels con-
cerns of decision makers. Therefore a more com-
prehensive performance measure is included to
analyze the performance of supply chain. We
examine different inventory policies and compare
their performance.

4 - Algorithm for Multiple Criteria De-
cision Making in Clash Prevention at
Railway Stations

Anatoly Levchenkov, Riga Technical Univer-
sity, Latvia,
anatolijs.levcenkovs@rtu.lv
Mikhail Gorobetz, Riga Technical University,
Latvia,
mihails.gorobecs@rtu.lv

The paper proposes the algorithm for solutions of
railway safety task by multiple-criteria decision
making. The goal of the algorithm is to prevent
clashes and collision of trains at railway stations
by reducing the human factor and using of ge-
netic algorithm for multi-objective optimization
of the interaction between various moving rail-
way vehicles. The main challenge of this research
is a real-time optimization using embedded de-
vices taking in account dynamics and stochastics
of the real railway transport system.
The main reason of this research is various train
accidents that happed mainly at railway sta-
tions, when two or more trains have moved
on parallel tracks and collided at the switches.
Some of the causes are delay of trains and in-
fringements of the planned schedule. Current
railway traffic control systems do not allow fore-
casting the probability of collision and prevent-
ing it.
Therefore, the main goal of the research is to in-
vestigate and develop the algorithms of MCDM
for real-time railway transport scheduling and
control. The combination of two solutions is pro-
posed. On one side, it is possible to stop the train
just before the fact of collision. On the other
side, it is more effective to foreseen the probabil-
ity of collision by real time control of the actual
situation and then just minor reduction of the
speed of change of the schedule may prevent the
crash.
The research includes the analysis of existing
railway transport system, the development of
the mathematical models and multiple criteria
schedule and speed fitness function of the genetic
algorithm for train anti-collision task.
The computer model of the train movement in-
cluding stochastic parameters, such as traffic,
technical condition, delays, and weather condi-
tions is created. In addition, prototypes of em-
bedded intelligent devices are developed to test
the algorithm in real conditions.
During the optimization process the information
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about all trains approaching the station are col-
lected and the control system is self-trained to
minimize the risk of the collision. The real sys-
tem is based on microprocessors and using RF
wireless communication. The system is able to
evaluate the situation and to propose to change
the speed of the trains to avoid the dangerous
situation.
Set of more than thousands experiments have
been performed to get statistics for analysis. The
developed models and algorithms may improve
the safety level of transport system control. The
schedules developed by the algorithm provide
better results than the original schedule by all
target function criteria. Smart networks of the
embedded devices for railway transport may be
used to prevent collisions, and can be integrated
in existing working infrastructure.
The research leading to these results has received
funding from the ARTEMIS/ECSEL Joint Un-
dertaking and from State Education Develop-
ment Agency and Ministry of Education and Sci-
ence under grant agreement no 621429.
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Chair: Yannick Cornet

1 - Fair centralized allocation of re-
source limitations among processes

Sebastian Ihrig, Technische Universität
München, Germany,
Sebastian.Ihrig@tum.de
Claus Brech, Technische Universität
München, Germany,
Claus.Brech@tum.de
Thomas Fliedner, Technische Universität
München, Germany,
Thomas.Fliedner@tum.de
Alessio Ishizaka, University of Portsmouth,
United Kingdom of Great Britain and North-
ern Ireland,
Alessio.Ishizaka@port.ac.uk

Introduction

Due to an increasingly competitive business en-
vironment, companies are forced to strive for ad-
vanced planning mechanisms to allocate their
resources as optimally as possible. This allo-
cation is usually decided centrally, and is ide-
ally based on a performance analysis such as the
Data Envelopment Analysis (DEA), which has
received increasing attention since the publica-
tion of three groundbreaking papers in 2004 (Ko-
rhonen & Syrjnen, 2004; Lozano & Villa, 2004;
Lozano et al., 2004). However, some circum-
stances limit the usability of existing approaches.
First, if it is intended that the total resource level

that should be allocated among the processes is
defined ex-ante, as is regularly the case within
strategic planning processes, a further decision-
making problem that goes beyond DEA analysis
occurs. Second, the common assumption that
external benchmarking figures are available to
perform a DEA analysis is often not fulfilled in
business practice. To address these challenges,
we developed a decision-support method allow-
ing the allocation of an ex-ante defined resource
level across the various processes of a single or-
ganization to ensure the achievement of over-
all organizational targets, without the require-
ment of collecting external benchmarking fig-
ures. We propose an allocation model formu-
lated as a mixed-integer/linear program (MILP)
that incorporates a social welfare function, allow-
ing decision makers to consider fairness aspects.
Within the DEA analysis, allowing for hetero-
geneity, the processes of an organization are de-
fined as operating units. The practicability of
the method was demonstrated in a real case set-
ting, by applying it to the indirect processes of a
first-tier automotive supplier plant. Within the
case study, an Analytic Network Process (ANP)
was applied to determine the required process
data. The usability of the method is further un-
derlined by comparing the real case results to al-
ternative allocation strategies, as well as to the
allocation strategy applied by the case organiza-
tion.

Methodology

The allocation method consists of two main
steps.

First, the processes of a single organization are
analyzed with regard to efficiency via a DEA
analysis. Within the DEA analysis, based on
the further development of a recently published
approach by Lozano (2014) that allows for het-
erogeneity, the processes are defined as operat-
ing units, their costs as inputs, and their value
contribution to the overall organizational goals
as outputs. The second step is to define which
and how much each inefficient process needed to
improve, given a reduction goal defined by the
centralized decision maker. By improvement, we
mean the reduction of costs while still producing
the same value. This effort is not linear, and is
different for each process. Therefore, further al-
location objectives are required to ensure a spe-
cific and precise allocation proceeding. Based
on the work of Hooker and Williams (2012), we
rely on the objective to enable the centralized
decision maker to obey a tradeoff between effi-
ciency and fairness respectively equity and uti-
lization, considering the strain of each process to
reach improvements within the allocation pro-
cesses. To achieve this aim, a social welfare
function is used as a basis, and is maximized
by MILP. The model integrates two approaches:
a maximin principle (maximizing the welfare of
the worst off) and, in extreme situations, a util-
itarian objective (if it takes too many resources
from others). determines, defined by the deci-
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sion maker during the allocation process, when
the switch happens. For a given , it ensures that
the same policy is applied in any allocation situ-
ation by maximizing the social welfare function.
In other words, the determines how many of the
inefficient processes have to contribute in order
to reach the overall resource level, and to what
extent.

Case study

We considered an organization that was con-
fronted by demanding cost pressure. Top man-
agement asserted that cost reductions across
their indirect processes were crucial in order to
stay competitive. In addition to the definition
of the processes and the determination of their
costs and values, an important step was to de-
termine their utility functions. We did this by
expert evaluations and piece-wise linearization
based on a certainty equivalence approach, as
described by Goodwin and Wright (2004). An
ANP was applied to determine the values of the
processes. Different allocation scenarios for dif-
ferent and reduction goals were analyzed.

Conclusion

The developed method allows decision makers to
decide whether to allocate required resource re-
ductions, for example to ensure market compet-
itiveness, among more or fewer processes in an
organization, based on fairness and efficiency fac-
tors. The usability of the developed approach be-
came obvious when applied in a real case setting,
and when compared with alternative allocation
proceedings: It allows for the allocation of re-
source reductions among significantly fewer pro-
cesses, while still generating higher utility values
and ensuring fairness.
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2 - Success factors for integration of sus-
tainable practices at high performance
building processes through AHP-based
MCDM

Francisca Molina Moreno, Polytechnic Uni-
versity of Valencia, Spain,
pmolinamoreno@gmail.com

Much of the efforts towards low carbon built en-
vironment focus on the building energy perfor-
mance and the relationship between occupant
behavior and efficient supply facilities, arguing
that impacts are higher during operational stage.
However little progression has been The ongo-
ing study aims to provide a simplified method to
decide upon constructive systems for structural
slabs based on hierarchical multicriteria weights
applied to a set of criteria through a value func-
tion: durability, resource depletion, climate im-
pact, investment cost, user comfort and func-
tional desing. The main function of slabs as load
distribution layers of the structural frame used to
be the solely priority of design practice. Other
functions of the building as a dynamic system
interact within the environment and occupants
along time. Currently dealing with sustainable
materials and life cycle inventories we aim to
provide with a reproducible method for early
election of the type of slab by embedding envi-
ronmental (resource efficiency) and social (dura-
bility and performance) criteria among the de-
sign criteria. First, we seek for a way to hier-
archically distribute the criteria and sub-criteria
among the goals against resource depletion and
the diverse alternatives. AHP-based MCDM is
chosen to build a multi-level hierarchical struc-
ture of objectives, criteria, subcriteria, and alter-
natives. The analysis outlines the expert pref-
erences for factors of buildability and cost pre-
mium of implementation of high environmental
value of project design. Further analysis will fo-
cus on interrelation among factors.

3 - High speed rail: a mandate from
future generations? Applying strong
sustainability theory to the UKs HS2
assessment using a multiplicative AHP
decision support model

Yannick Cornet, DTU Transport, Technical
University of Denmark, Denmark,
yancor@transport.dtu.dk
Robin Hickman, Bartlett School of Planning
University College London, United Kingdom
of Great Britain and Northern Ireland,
r.hickman@ucl.ac.uk

The EU White Paper sees high-speed rail (HSR)
as one essential component in shifting passenger
transport to rail. Currently France and Spain
lead in terms of share of HSR in total passenger-
kilometres, whereas the UK can be considered a
new entrant.
Due to cost-benefit analysis (CBA) methods
used in standard transport assessments, speed
and expected travel time reductions have come
to the forefront as the main benefit compo-
nent justifying the heavy upfront investments
required by HSR. However these results are of-
ten contested, largely because of the difficulty to
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model and monetize adequately the overall net-
work impacts of HSR as part of a wider multi-
modal transport system.

The renewed interest in high speed rail in the
UK has brought into question the assessment
methodologies for these types of large infrastruc-
ture projects. It remains unclear to what extent
and how critical various aspects of sustainability
should be considered, and for this reason envi-
ronmental impacts have been relegated to a sub-
sidiary role. Furthermore, the interplay of eco-
nomic, technical, and environmental factors in
the longer term have challenged the suitability
and credibility of traditional cost-benefit analy-
sis and accompanying benefit cost ratios (BCR)
in guiding decision-making. As a consequence,
new value-based narratives have emerged to jus-
tify investment in HS2, such as the reduction of
wealth inequalities between regions (regional in-
tegration).

There is thus a need to reconcile the science
with the practice, particularly concerning the
appraisal of transport projects and long term
visions of environmental sustainability. In this
context, the paper examines how a more finely
grained assessment of sustainable transport prin-
ciples together with MCA/AHP methods can
provide a framework for future action and inform
the selection and prioritisation of indicators for
the appraisal of the impacts of HSR.

The methodology applied here was originally de-
veloped as part of the SUSTAIN project on an
infrastructure assessment case in Denmark. The
purpose of this paper is to test and improve this
sustainability assessment methodology on a com-
plex transport infrastructure project of national
scale.

The complete approach consists of mixed meth-
ods, including surveying key actors representing
different viewpoints and consolidating the input
using Multi-Criteria Analysis (MCA) as a way
to assess direct and indirect effects that are not
easily monetizable or quantifiable. A review and
discourse analysis of the existing assessment lit-
erature of HS2 allows the definition of a set of
contextually relevant criteria which can be as-
cribed to one of the three common dimensions of
sustainability (economic, social or environmen-
tal). A shortlist is then kept as the basis for the
assessment, for e.g. capacity improvements, re-
gional integration, or protection of biodiversity
respectively.

A list of alternatives are defined, including for
e.g. building HS2 as defined in the current pro-
posed Bill, investing in the electrification of the
existing rail network, investing in other modes
of transport, or not investing in any project.
Each of the alternatives is first assessed against
each of the criteria by eliciting preferences from
a group of transportation experts using a multi-
plicative version of the Analytic Hierarchy Pro-
cess (AHP) by Saaty (also known as the REM-
BRANDT technique) which has been proven well
suited for group decision making.

The purpose of the MCA approach here is
not to provide a truth as to which option is
deemed most sustainable, but rather to assist
the decision-maker by providing different view-
points which help put the project in perspective,
providing a type of sustainability benchmark to
compare with. For this purpose, three stakehold-
ers are created: 1) key actors position 2) sus-
tainability expert forum 3) strong sustainability
theoretical position.

The first “key actors position” is intended to
represent the outcome of the official appraisal;
it represents the UK government position. The
other two positions are both intended to pro-
vide a new perspective representing the inter-
est of future generations. The “sustainability ex-
pert forum” elicits criteria preferences from the
perspective of a group of sustainability experts.
This position thus forms a type of sustainability
advocate. The third position is similar to the sec-
ond, except that it does not rely on stakeholder
involvement, but rather attempts to represent
a “theoretical position” by applying concepts of
strong sustainability proposed by the ecological
economics literature.

The three positions are then compared and anal-
ysed for the strength of their support to each of
the given alternatives. The robustness of each
criterion is evaluated to test to what extent each
of the position can be reconciled with one an-
other.

The approach is finally analysed in terms of its
strengths and weaknesses. It is found that the
methodology is useful in providing a stronger
sustainability perspective to compare with the
key actors position in the HS2 case. The results
provide a basis for decision-makers to compare
with the outcome of more traditional decision-
making processes such as CBA. More impor-
tantly, the approach provides clarity and explic-
itness of the actual criteria considered in the de-
cision process, and thus allows challenging and
testing for various options if the preference of a
single criterion is increased or decreased.

The research also brings forth a few concep-
tual and operational challenges for further study
which the authors are keen to discuss in an ap-
propriate forum. The authors have a preference
for the IS-SUST track at MCDM 2015.

The authors are grateful to the SUSTAIN re-
search project and to the SINTROPHER study.
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1 - A cut and branch approach for a
class of bi-objective combinatorial op-
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timization problems

Sune Lauth Gadegaard, Department of Eco-
nomics and Business, Aarhus University,
Denmark,
sgadegaard@econ.au.dk
Matthias Ehrgott, Department: Management
Science, Lancaster University, United King-
dom of Great Britain and Northern Ireland,
m.ehrgott@lancaster.ac.uk
Lars Relund Nielsen, Department of Eco-
nomics and Business, Aarhus University,
Denmark,
larsrn@econ.au.dk

In this talk we discuss a cut and branch approach
for bi-objective optimization problems with in-
teger outcome vectors. The approach improves
the LP-relaxation by adding cuts at each ex-
treme point of the efficient frontier of the LP-
relaxation. After improving the LP-relaxation,
we propose a branch and bound algorithm which
alternately branches in objective space and in
decision space. Experimental results for the sin-
gle source capacitated facility location problem
is reported.

2 - A Multiple Objective View on Out-
lier Handling at the Example of Center
Location Problems

Kathrin Klamroth, University of Wuppertal,
Germany,
klamroth@math.uni-wuppertal.de
Teresa Schnepper, University of Wuppertal,
Germany,
schnepper@math.uni-wuppertal.de

Location models typically use the distances to
all customer locations for the assessment of the
service provided by a new facility. Particularly
when locating central facilities, i.e., when using a
center objective function, the optimal new loca-
tion is sensitive to outliers among the customer
locations that are located far away from the ma-
jority of customers.
We model the exclusion of very distant facilities
in a center location problem by using kmax func-
tions: Not the maximal, but the k-th largest dis-
tance should be minimized, where k is at least 1.
It turns out that kmax-center location problems
on networks can be solved efficiently by enumer-
ating candidate solutions from a finite dominatig
set that is independent from the particular value
of k. As a consequence, kmax-centers can be
found for all reasonable values of k at little ex-
tra cost as compared to a single solver call, for
one fixed value of k. We discuss the problem
of selecting a suitable value for k in the light
of the trade-off between k, i.e. the number of
customers exclued from service, and the trans-
portation cost when ignoring these customers.
We show that the complete nondominated set
of this biobjective optimization problem (num-
ber of outliers versus original objective function
value) can be determined in polynomial time.

3 - Robustness concepts in multi-
objective optimization

Jonas Ide, Georg-August University Goettin-
gen, Germany,
j.ide@math.uni-goettingen.de
Anita Schöbel, Georg-August University
Goettingen, Germany,
schoebel@math.uni-goettingen.de

The best solution is often not helpful in practi-
cal applications if changes of the input data or
disturbances occur. This makes robust optimiza-
tion an important field of research. Uncertain-
ties do not only apply in single-objective opti-
mization problems, but also in multi-objective
optimization. It is hence a challenging question
to define what a “robust Pareto solution” is and
to provide algorithms for its computation. This
is not an easy task, even in single-objective op-
timization different definition when a solution x
is called robust are published and it depends on
the respective application which of them is ap-
propriate.
In this talk we develop, discuss and compare
different ideas to define robust Pareto-solutions.
We present the concepts of highly robust effi-
ciency and flimsily robust efficiency and collect
different generalizations of the concepts of min-
max robustness. We furthermore show how the
concept of light robustness can be extended from
the single-objective to the multi-objective case.
From the literature we also collect the concept
of properly robust efficiency (Kuroiwa and Lee,
2012) concepts of local efficiency (Georgiev et al,
2013) and of some kind of reliability (Gunawan
and Azarm, 2005).
We analyze the properties of the resulting ro-
bust Pareto solutions, show dependencies be-
tween these concepts and give some first algo-
rithmic ideas on how they may be solved. All
our findings are illustrated in examples.
To be more formally, let a multi-objective opti-
mization problem min f(u,x) be given, where f is
a vector-valued objective function whose value
does not only depend on our solution x but also
on some parameters u which are not known in
advance. As common in robust optimization we
assume that u only takes values from a given
uncertainty set (which may be finite or infinite)
which contains all possible scenarios which can
occur for u.
We start with two intuitive concepts: A solution
x is called highly robust efficient if it is a Pareto
solution for all scenarios u, and it is called flim-
sily robust efficient if it is a Pareto solution for
at least one scenario u in U. Not surprisingly, we
will usually find too many flimsily robust efficient
solutions while highly robust efficient solutions
need not exist at all. We will also demonstrate
that a highly robust efficient solution need not
always be what a practitioner expects.
We then turn to three possible variations of
the concept of minmax robustness for multi-
objective problems. The idea of minmax ro-
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bustness is to hedge against the worst case. In
single-objective optimization, the worst case over
all scenarios can for a fixed solution x be deter-
mined by solving a single-objective optimization
problem. This is no longer true for the multi-
objective case, since even the determination of
a worst-case scenario for a given solution results
again in a multi-objective optimization problem.
More precisely, instead of looking at one value
f(x) for a given solution x we are now left with
a set F(x,U) of values, namely f(x,u) for every u
in U. In order to decide if a solution x dominates
another solution y we hence have to compare the
resulting sets F(x,U) and F(y,U). Depending on
the order relation between sets to be used we
obtain e.g. the set-based approach described in
(Ide, Ehrgott and Schbel, 2014). We show that
strictly robust efficient solutions need neither be
flimsily nor highly robust efficient, and that also
the converse does not hold in general. However,
they have more appropriate properties than flim-
sily and highly robust solutions.

If dominance between the sets F(x,U) and F(y,U)
lead to other concepts. An example is the
concept of point-based strictly robust efficiency
(Kuroiwa and Lee, 2012) in which the maximum
over all scenarios is taken for each of the objec-
tive functions separately in a first step and the
remaining (deterministic) multi-objective prob-
lem is solved in a second step. We show that
this concept is the same as the set-based ap-
proach if the uncertainties in the objective func-
tions are independent of each other. A concept
in between is the concept of hull-based robust
efficiency (Bokrantz and Fredriksson, 2013).

We finally generalize the concept of light robust-
ness for single-objective optimization problems
(Fischetti and Monaci, 2009, Schbel, 2014) to the
multi-objective case. The basic idea of this con-
cept is to ensure that a robust solution must not
be too bad for some “nominal” scenario which
may be chosen as the most likely or the undis-
turbed scenario. The concept hence requires that
a certain quality for this nominal scenario has to
be satisfied. Under all solutions which satisfy
this quality, the most reliable solution should
be taken. When transferring this concept to
multi-objective optimization problems we follow
an idea of (Kuhn et al, 2012) used for the spe-
cial case of bi-objective optimization with only
one uncertain objective function. For a general
multi-objective problem we start with the Pareto
set of the nominal scenario make each of these
Pareto solutions more robust (while still provid-
ing good enough objective values) in a second
step. This is done by using the concept of min-
max robustness on the problem restricted to the
required quality. In contrast to the other con-
cepts of robust efficiency, the advantage of the
concept of light robustness is that a frontier of
robust Pareto solutions is obtained from which a
practitioner can choose from.

4 - On the representation of the search

region in multi-objective optimization

Kathrin Klamroth, Department of Mathe-
matics and Computer Science, University of
Wuppertal, Germany,
klamroth@math.uni-wuppertal.de
Renaud Lacour, Department of Mathematics
and Computer Science, University of Wup-
pertal, Germany,
lacour@lamsade.dauphine.fr
Daniel Vanderpooten, PSL, Université
Paris-Dauphine, LAMSADE UMR 7243, F-
75016 Paris, France
vdp@lamsade.dauphine.fr

Given a finite set N of feasible points of a
multi-objective optimization (MOO) problem,
the search region corresponds to the part of the
objective space containing all the points that are
not dominated by any point of N. Many exact
and approximate algorithms to solve MOO prob-
lems operate by iteratively generating points
that are candidates to be included in the out-
put. Denoting by N the set of candidate points
at some step of such an algorithm, the search re-
gion is therefore the part of the objective space
which may contain further nondominated points.
This concept of search region is of outmost im-
portance for the search process and the definition
of a stopping criterion. However the above defi-
nition is generally not usable in algorithms, such
as multi-objective branch and bound, two-phase
method and methods based on solving budget-
constrained programs. Another definition exists,
which characterizes the search region as the set
of all points that strictly dominate at least one
vector from an auxilliary discrete subset of the
objective space.

In this talk, we discuss the definition and the
computation of this auxilliary set, which we call,
in the minimization case, a set of (tight) lo-
cal upper bounds. While this is intuitive and
straightforward to compute in the bi-objective
case, the arbitrary-dimensional case is less ob-
vious. We first relate this issue to the state
of the art in computational geometry and pro-
vide several equivalent definitions of local up-
per bounds that are meaningful in MOO. We
discuss the complexity of this representation in
arbitrary dimension, which yields an improved
upper bound on the number of solver calls in
epsilon-constraint-like methods to generate the
nondominated set of a discrete MOO problem.
Then we consider the computation of local upper
bound. We note that, in the context of solution
approaches to MOO, an incremental algorithm
is required. We analyze and enhance a first in-
cremental approach which operates by eliminat-
ing redundancies among local upper bounds. We
also study some properties of local upper bounds,
especially concerning the issue of redundant lo-
cal upper bounds, that give rise to a new incre-
mental approach which avoids such redundan-
cies. Finally, the complexities of the incremen-
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tal approaches are compared from the theoretical
and empirical points of view.

⋆ FR-2-χ-HS6
� Environment, Infrastructure & Emerging Ap-
plications

Friday, 11:30–13:10 – Room HS 6

Session: IS-SUST: Use of MCDM to support
sustainability evaluations: a way forward in
multidisciplinary research

Chair: Marco Cinelli

1 - Stochastic Multi-Attribute Analy-
sis (SMAA) for Life Cycle Assessment
(LCA)

Valentina Prado Lopez, Arizona State Uni-
versity, USA,
valentina.prado@asu.edu
Thomas Payson Seager, Arizona State Uni-
versity, USA,
thomas.seager@asu.edu

This study implements Stochastic Multi-
attribute Analysis (SMAA) to the interpreta-
tion stages of comparative Life Cycle Assess-
ment (LCA). Comparative LCAs quantify the
life cycle environmental impacts of equivalent
products or technologies throughout the initial
stages of raw material extraction, processing,
manufacturing, distribution, use and final dis-
posal. Data generated from a comparative LCA
can help steer industry practices, inform pub-
lic policy interventions and accelerate research
prioritization for reduction of environmental im-
pacts. However, while these comparative studies
generate valuable data, the results can be dif-
ficult to interpret because of the existence of
tradeoffs, data uncertainty, and multiple deci-
sion makers and stakeholders.
SMAA uses internal normalization by means of
stochastic outranking and exploration of feasi-
ble weight spaces. This method is most effective
at identifying relevant tradeoffs in a comparison
due to its relative assessment and it generates
more robust results because it allows for inclu-
sion of uncertainty in parameters and weights.
This approach represents a major advancement
in LCA interpretation practice because it di-
rectly studies relevant differences as opposed to
performances with respect to an external base-
line. To demonstrate application of SMAA in
LCA as compared to traditional methods of in-
terpretation, this study performs a case study of
a comparative LCA of five different photovoltaic
technologies for a domestic installation.

2 - Sustainable planning in small areas:
a multicriteria approach

Luisa Paolotti, University of Perugia, Italy,
luisa.paolotti@gmail.com
Gianluca Massei, University of Perugia,

Italy,
geonomica@gmail.com
Lucia Rocchi, University of Perugia, Italy,
lucia.rocchi@unipg.it
Antonio Boggia, University of Perugia, Italy,
antonio.boggia@unipg.it

The aim of this paper is to show the useful-
ness of Spatial Multi-criteria Decision Analysis
(MCDA) in measuring sustainability in a plan-
ning context, with particular regard to small ar-
eas, e.g. a single municipality. Using this type of
approach, which combines the strengths of both
MCDA and spatial analysis, produces better re-
sults in public policy decisions on sustainability.
The model, called GeoUmbriaSUIT, has been
implemented as a plugin within Qgis 2.2, and it
is based on the TOPSIS algorithm as the MCDA
methodology. In the case study here presented,
we evaluated the level of sustainability of differ-
ent municipalities, taking into account the three
dimensions economic, environmental and social
of sustainability. The results obtained are very
useful in order to understand the specific needs of
a certain area and to develop sustainable growth,
implementing specific plans. Moreover, the re-
sults obtained with this model are very easy to
be understood by the Decision Maker, thanks to
the typology of outputs given by GIS, thus they
are useful in a public policy context.

3 - Multicriteria Decision Aiding for
strategic assessment in urban pro-
cesses

Marta Bottero, Politecnico of Torino, Italy,
marta.bottero@polito.it
Valentina Ferretti, Politecnico of Torino,
Italy,
valentina.ferretti@polito.it

Decision problems in the domain of urban design
represent “weak” or unstructured problems since
they are characterized by multiple actors, many
and often conflicting values and views, a wealth
of possible outcomes and high uncertainty (Pri-
gogine, 1997; Simon, 1960). Under these circum-
stances, the evaluation of alternative scenarios is
a complex decision problem where different as-
pects need to be considered simultaneously, tak-
ing into account both technical elements, which
are based on empirical observations, and non
technical elements, which are based on social vi-
sions, preferences and feelings. It has been gener-
ally agreed that Multicriteria Decision Analysis
(MCDA, Roy and Bouyssou, 1995; Figueira et
al., 2005) can offer a formal methodology to deal
with such decision problems, taking into account
available technical information and stakeholders
values. The present study not only uses MCDA
in an innovative context, i.e. urban regeneration,
but also aims at investigating the role of mixed-
method research approaches for supporting deci-
sion making problems in the same context. As a
matter of fact, the work that has been developed
in this study calls for multi-level perspectives
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and multi-actors evaluation and employs both
qualitative driven approaches for exploring the
general problem (i.e. stakeholder analysis) and
quantitative driven approaches for better investi-
gating alternative options and performances (i.e.
MCDA). In particular, the study considers the
problem of how to support urban regeneration
processes using the Multi Attribute Value The-
ory (MAVT, Keeney and Raiffa, 1976), a par-
ticular kind of MCDA method. MAVT can be
used to address problems that involve a finite
and discrete set of alternative options that have
to be evaluated on the basis of conflicting ob-
jectives. For any given objective, one or more
different attributes or criteria (both qualitative
and quantitative), which typically have different
measurement scales, are used to measure the per-
formance in relation to that objective (Keeney
and Raiffa, 1976). The method involves different
phases that can be described as follows: 1. defin-
ing and structuring the fundamental objectives
and related attributes; 2. identification of alter-
native options; 3. assessment of scores for each
alternative in terms of each criterion; 4. mod-
elling preferences and value trade-offs; 5. rank-
ing of the alternatives: a total score is calculated
for each alternative by applying a value func-
tion to all criterias scores. This study thus in-
tegrates stakeholder analysis (Dente, 2014) and
MAVT in order to better support the key phase
of problem structuring and objectives identifi-
cation. The use of multiple methods allowed
the overall process to benefit of synergic effects.
Starting from a real case concerning the requal-
ification of a railway station in the metropoli-
tan area of Torino (Italy), the work aims at ex-
ploring the contribution of MAVT for decision
problems in the field of urban design and regen-
eration processes. Firstly, a stakeholders analy-
sis was developed which allowed to identify the
actors involved in the problem, as well as their
values and objectives. Secondly, alternative re-
qualification strategies for the area were gener-
ated and compared through MAVT on the ba-
sis of different attributes, such as social services,
green areas, investment cost, real estate market
effects, cultural heritage valorisation etc. Men-
tion should be made to the fact that the eval-
uation model made use of an expert panels for
the elicitation of the value functions and for the
definition of the set of weights. The research
has an innovative value because only few appli-
cations of MAVT exist in this specific decision
context. The results of the performed analysis
show that MAVT is efficient in representing the
real problems of a territorial system. One of the
most significant strengths of the MAVT method-
ology is represented by the fact that the DM and
stakeholders gain more awareness of the elements
at stake while structuring the model and thus
learns about the problems while solving them.
Thus, MAVT is not only an aid that can be used
to select the best alternative, but also helps DMs
to rationally structure the decision problem.

4 - The MCDM Application on the Be-
havior Framework to Rural Local Cul-
tural Industries in Agriculture Tech-
nology Era

Mei-Chen Lo, National United University,
Taiwan,
meichen lo@yahoo.com

Agriculture life is a symbol of traditional sector.
Nowadays, the technology device leads the in-
dustrial integration and gets individual contact
closer to each sector of our life. The develop-
ment of rural local cultural industries tends to
be a hot discussion in the agricultural technol-
ogy era, while people have used to count on elec-
tronic products to foster their contacts and ac-
tivities every certain minute. Therefore, resource
allocation and integration become an important
policy issue. This paper focuses on building the
behaviours framework and developing hierarchi-
cal structure for rural local cultural industries.
We invite experts to join the discussions, brain-
storming activities, questionnaire survey, assess
the criteria in different aspects; and then ap-
ply MCDM technique to prioritize the develop-
ment decision mode. The results provide reason-
able and feasible solutions for related institutes
and organizations, whose usefulness is proven in
practice.

Friday, 14:30–15:20

⋆ FR-3
� Closing Session

Monday, 14:30–15:20 – Aula

Session: Closing Session

Chair: Martin Josef Geiger
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Deutz, André . . . . . . . . . . . . . . . . . . . . . . . . . 32
Di Stefano, Alessandro . . . . . . . . . . . . . . .132
Dikopoulou, Zoumpolia . . . . . . . . . . . . . . 102
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Fernández, José . . . . . . . . . . . . . . . . . . . . . . . 51
Ferreira, Rodrigo José . . . . . . . . . . . . . . . 121
Ferretti, Valentina . . . . . . . . . . . . . . 4,37,159
Fiala, Petr . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
Fichtner, Wolf . . . . . . . . . . . . . . . . . . . . . . . 130
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Gómez, Miguel . . . . . . . . . . . . . . . . . . . . . . 122
Gómez, Trinidad. . . . . . . . . . . . . . . . . . . . .117
Gomez-Navarro, Tomas . . . . . . . . . . . . . . 81f
Gonul, M. Sinan . . . . . . . . . . . . . . . . . . . . . . 13
Gorobetz, Mikhail . . . . . . . . . . . . . . . . . . . 153
Greco, Salvatore . . . . . . . . . . . 44,72,106,132
Greenstein, Gil . . . . . . . . . . . . . . . . . . . . . . . 15
Guerrero Liquet, Guido Camilo . . . . . . . 54
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Köksal, Gülser . . . . . . . . . . . . . . . . . . . . . . . 108
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Paquete, Lúıs . . . . . . . . . . . . . . . . . . . . . . . . . 48
Passos, Aderson Campos . . . . . . . . . . . . . . 98
Patrick, Jonathan. . . . . . . . . . . . . . . . . . . .115
Pellicer, Eugenio . . . . . . . . . . . . . . . . . . . . . 105
Pelot, Ronald . . . . . . . . . . . . . . . . . . . . . . . . . 95
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Vollmann, Götz . . . . . . . . . . . . . . . . . . . . . . 138

W
Wallenius, Jyrki . . . . . . . . . . . . . . . . . . . . . . 38

Y
Yang, Jian-Bo . . . . . . . . . . . . . . . . . . . . . . . 119
Yevseyeva, Iryna . . . . . . . . . . . . . . . . . . . . . . 86
Yu, Rachung . . . . . . . . . . . . . . . . . . . . . . . . . . 22

168



. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

List of participants

Abbas, Moncef
USTHB
Operational Research
Algeria
moncef abbas@yahoo.com

Acar, Erman
University of Mannheim
Artificial Intelligence Subgroup / Data and
Web Science Group / Business Informatics
and Business Mathematics
Germany
erman@informatik.uni-mannheim.de

Afful-Dadzie, Eric
Tomas Bata University in Zlin
Faculty of Applied Informatics
Czech Republic
afful@fai.utb.cz

Ahmad-zada, Farah
Institute of Control Systems of Azerbaijan
National Academy of Sciences
Controllable Queuing Systems
Azerbaijan
farahahmedzade@ymail.com

Ahmad-zada, Ulkar
Chartis Azerbaijan Insurance Company
Actuarial
Azerbaijan
ulkarahmadzada@ymail.com

Ahmadzadeh, Farzaneh
Mälardalen University
Innovation and Product Realization
Sweden
farzaneh.ahmadzadeh@mdh.se

Akbari, Amin
Dalhousie University
Industrial Engineering
Canada
amin.akbari@dal.ca

Akbaripour, Hossein
Sharif University Of Technology
Industrial Engineering
Iran
akbaripour@ie.sharif.edu

Aksakal, Erdem
Gazi University
Industrial Engineering
Turkey
eaksakal@gazi.edu.tr

Akyol, Emine
Anadolu University

Industrial Engineering
Turkey
emineakyol@anadolu.edu.tr

Alencar, Luciana
Federal University of Pernambuco
Management Engineering
Brazil
alencarlh@gmail.com

Alencar, Marcelo
Federal University of Pernambuco
Dept. of Management Engineering
Brazil
marcelohazin@gmail.com

Allmendinger, Richard
University College London
Biochemical Engineering
UK
r.allmendinger@ucl.ac.uk

Aouadni, Sourour
Faculty of Economics and Management of
Sfax
Quantitative Methods
Tunisia
sourour aouadni@yahoo.fr

Arar, Tayfun
Kirikkale University
Business Administration
Turkey
tayfunarar@kku.edu.tr

Ari, Emin Sertaç
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Istanbul Technical University
Industrial Engineering
Turkey
kadioglu.gozde@gmail.com
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Özmen, Müberra
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Uçarkuş, Berrin
Erciyes University
Industrial Engineering Dept.
Turkey
berrinucarkus@erciyes.edu.tr

Ulengin, Fusun
Sabanci University
School of Management
Turkey
fulengin@sabanciuniv.edu

Utz, Sebastian
University of Regensburg
Dept. of Finance
Germany
sebastian.utz@ur.de

Vaidya, Omkarprasad S.
Indian Institute of Management
Operations Management
India
osv@iiml.ac.in

Vallejo Borda, Jose Agustin
University of Los Andes
Dept. of Civil and Environmental Engineer-
ing
Colombia
ja.vallejo907@uniandes.edu.co

van den Honert, Rob
Macquarie University
Risk Frontiers

Australia
rob.vandenhonert@mq.edu.au

van Haveren, Rens
Erasmus University Medical Center
Radiation Oncology
Netherlands
r.vanhaveren@erasmusmc.nl

Vetschera, Rudolf
University of Vienna
Dept. of Business Studies
Austria
rudolf.vetschera@univie.ac.at

Vollmann, Götz
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