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Exploring the Factors Influencing Big Data
Technology Acceptance

Nayem Rahman, Tugrul Daim

Abstract—Big Data has received great attention in academic
literature and industry papers. Most of the experiments and studies
focused on publishing results of big data technologies development,
machine learning algorithms, and data analytics. To the best of our
knowledge, there is not yet any comprehensive empirical study in
the academic literature on big data technology acceptance. The
statistical results of this model provide a compelling explanation of
the relationships among the antecedent variables and the depen-
dent variables. The analysis of the structural model reveals that the
hypothesis tests are significant for 8 out of 12 path relationships.

Index Terms—Artificial intelligence, business, business data
processing, computational and artificial intelligence, data systems
engineering management, decision support systems, decision
making, expert systems, intelligent systems, knowledge based
systems, management, technology management.

1. INTRODUCTION

HE purpose of this article is to conduct empirical research
T to advance knowledge in the field of technology accep-
tance. We investigate the factors that influence the acceptance
of big data technology by companies. First, this article collects
most of the variables from existing IT theory [35], [106], [132],
utility theory of economics [64], [113], adoption factors taxon-
omy based on prior research, industry technical papers, and other
documentation. Through this method, 32 factors have been iden-
tified. Later, these factors were presented to industry experts who
have hands-on experience in both big data technologies (e.g.,
Hadoop) and traditional data management software, including
Teradata, Oracle, and MS SQL Server [98], [99]. The qualitative
studies consisting of the brainstorming sessions, expert panel,
focus groups, and interviews were used to get the input in select-
ing the most important variables of big data technology adoption.
Out of 32 factors, the top 12 factors (by voting) are selected to
be part of this article. Thus, this research model consists of 12
factors that are used to understand big data technology adoption.
More than 60 construct items are developed using these variables
and are finally used in the survey instrument. Hypotheses have
been developed based on 12 factors identified by the qualitative
study results. The survey instrument is developed based on the
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questionnaire used in the existing literature and on new questions
added based on big data specific factors. The survey instrument
is tested and validated. A web-based survey was developed and
sent to big data user groups in the United States. Out of 14
big data user groups (available on the Internet) consisting of 33
thousand subscribers, two Hadoop user groups were sent survey
questions. A cluster sampling technique is used by randomly
selecting these two user groups. Collected data are analyzed
using the statistical software, AMOS. Conclusions are drawn
relating to theoretical contribution and practical implications.

II. LITERATURE REVIEW

Davis [34] introduces the technology acceptance model
(TAM) which is rooted in TRA [38]. Later, Venkatesh and
Davis [130] developed a revised version called TAM?2. Legris
et al. [74] report that overall the two (TAM and TAM?2) can
explain about 40% of the system’s use. The TAM consists of two
constructs, “perceived usefulness” (PU) and “perceived ease of
use” (PEOU), which are influenced by independent variables
that in turn determine the latent variable “behavioral intention
to use (BI).” The “intention to use” in TAM overlaps with TRA
and TPB. The PU and PEOU replace “attitudes’ and “subjective
norms” used in TRA. On the other hand, those two TAM factors
(PU and PEOU) replace the effect of attitude, subjective norm,
and perceived behavioral control under TPB [9]. Davis ez al. [36]
and Venkatesh et al. [132] studies proved that TAM outperforms
TRA and TPB in terms of explaining variances. However, in their
article on TAM titled, “re-examining PEOU and usefulness,”
Segars and Grover [110] comment that “no absolute measures
for these constructs exist across varying technological and or-
ganizational contexts.” The authors observe that task and user
characteristics change the nature and importance of perceptions
that explain technology use. We assert that besides task and
user characteristics, it is important to independently evaluate
technology in terms of its usefulness and core capabilities.

The TAM is considered the most influential and widely used
model, especially in the information systems (IS) field [131].
Bagozzi [9] identifies parsimony as the main strength of TAM.
Several TAM studies in IS research are listed in Table I.

Venkatesh et al. [132] propose amodified and enhanced model
called the unified theory of acceptance and use of technology
(UTAUT). This model consolidates other models including that
of TAM. The authors claim this model to be a parsimonious
model. The UTAUT is an impressive-sounding name but makes
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TABLE I
SUMMARY OF TAM STUDIES (1989-2019)

Authors Constructs Applications Methodology
Davis (1989) Perceived Usefulness (PU), XEDIT Survey

Perceived Ease of Use (PEOU),

Usage (U)
Davis et al. (1989) PU, PEOU, Attitude (A), Write One Experiment

Behavioral Intention (Bl), U
Basoglu et al. (2007) PU, PEOU, U ERP Survey
Mathieson (1991) PU, PEOU, A, BI, U Spreadsheet Experiment
Adams et al. (1992) PU, PEOU, U E-mail, WordPerfect | Survey
Straub et al. (1995) PU, PEOU, U V-mail Survey
Igbaria et al. (1995) PU, PEOU, U Micro-Computer Survey
Szajna (1996) PU, PEOU, BI, U E-mail Experiment
Hendrickson & Collins | PU, PEOU, U 1-2-3, WordPerfect Experiment
(1996)
Morris & Dillon (1997) | PU, PEOU, A, BI, U Netscape Survey
Gefen & Straub (1997) | PU, PEOU, U E-mail Survey
Lederer et al. (2000) PU, PEOU, A, BI, U World wide web Survey
Qin et al. (2011) PU, PEOU, BI Online Social Survey

Networks
Choi and Ji (2015) PU, PEOU, BI Autonomous Vehicle | Survey
Rajan & Baral (2015) PU, PEOU, BI, U ERP Survey
Wang et al. (2012) PU, PEOU, U Instant Messaging Survey
Hood-Clark (2016) PU, PEOU, A, BI, U Big Data Survey
TABLE II
TAXONOMY OF FACTORS BASED ON LITERATURE REVIEW
Adoption of Big Data Technology
EnviFonmentaI Individual Organizational Technological Economic Legal
Facilitating :onditions Image' Organizational commitment |Performance Expectancy Cost effectiveness Securityaid Privacy

Subjective Norm/Social Influence |Self-Efficacy |Top Management Support

Relative advantage

Total Cost of Ownership

Competitive/Industry Pressure  |Voluntariness [Job Relevance

Scalability

Organizational size

Compatibility

Training and required skills |Complexity

Facilitating Conditions

Observability

Flexibility

Fault tolerance capability

Reliability

Data S

ge & Pr ing Capability

Output Quality

Results Demonstrability

Functionality

Effort Expectancy

Data Analytics Capability

Enjoyment

Absorptive capacity

Trialability

no mistake, the pundits of technology acceptance research con-
sider this “parsimonious claim” deceptive [114]. For example,
performance expectancy (PE) is defined as one of the five
UTAUT constructs. The authors list as many as five underlying
constructs, including PU, extrinsic motivation, job-fit, relative
advantage, and outcome expectations. Nonetheless, several em-
pirical studies have tested the effectiveness of this model [50],
[60], [133], [135]. The UTAUT proposes five predictors, “PE,”

99 <

“effort expectancy,” “social influence,” “facilitating conditions
(FC).” Since the introduction of this model in 2003, this model
has been used extensively mainly in IS research [134].

A literature review on data management software has pro-
vided 32 factors that are categorized in a taxonomy into six
dimensions (see Table II). These dimensions include environ-
mental, individual, organizational, technological, economic, and
legal. Under those six dimensions consisting of 32 factors, 12
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TABLE III

RESEARCH GAPS AND RESEARCH GOALS

Research Gaps

Most of the empirical research focused on
technical aspects (algorithms and machine
learning, etc.) and system development.
There is a lack of an in depth analysis of the
factors that influence the adoption of big
data technology (Kwon, et al., 2014)

Research Goals

Research Questions

To explore and study the key
factors that are associated with
users’ adoption and use of
Hadoop in the U.S.

Leading Technology Acceptance Model
researchers point out that very little
research efforts going into investigating
what actually makes a system useful.
Perceived usefulness and perceived ease of
use have largely been treated as black boxes
(Benbasat and Barki, 2007)

N

Developing a research model
based on the existing IT
models that include important
factors identified, reviewed,
evaluated through a number of
qualitative methods to better
study the key factors that are

What are the key factors
that are associated with

\ industry users’
behavioral intention to

adopt and use the
Hadoop technology?

How can users’
experience of the

Most empirical studies of TAM are criticized
due to lack of important technological
factors in them and TAM’S ability to explain
up to 47% of variances (Aldhaban, 2016)

associated with users’
intention to use of the Hadoop

¥ Hadoop be
improved/enhanced?

factors have been selected by an expert panel of big data to use
in the proposed research model.

Some of the factors, classified as adoption taxonomy, have
reference to different technology adoption theory factors and
some from industry papers. The TAM has reference to PU
and PEOU. The TAM framework allows for applying external
factors identified under six dimensions (see Table II). Past re-
search applied several of these factors using TAM [15], [73].
These factors are task performance, efficiency, innovativeness,
management commitment, results from demonstrability, qual-
ity, relative advantage, compatibility, complexity, observability,
subjective norms, visibility, FC, and prior experience. Many of
these variables belong to factors classified under environmental,
organizational, and technological classifications in Table IV.
Resource-based view theory has reference to environmental
and economic dimensions that include business value, rareness,
imitability, and substitutability to achieve competitiveness by a
firm [40], [62], [124], [139]. Big data capability has implications
for important resources such as technological, strategic, and eco-
nomic. Several factors in Table IV have reference to other TAMs
(Fishbain and Ajzen, [43], [68], [132]): TRA (subjective norms),
TPB (perceived behavioral control), TOE (technological, orga-
nizational, and environmental) and UTAUT (performance, FC)
[133].

As big data is a new discipline, there are a few studies
conducted on big data technology adoption [26], [41], [69], [83],
[136].

Existing literature provides the state of big data technology
development [108] and results of case studies, machine learning
techniques, predictive modeling, surveys, and experiments [3],
[24], [63], [65], [71]. But this literature did not provide much
insight into the overall usage of big data tools and technologies.
Technology acceptance is considered to be the determinant of

the success of a product or technology. Studying acceptance
from the users’ perspective gives new insight about likes and
dislikes of different features, the product itself, and the user’s
attitude toward the product. A systematic study of the review of
big data is needed to understand the overall picture of the big
data technology acceptance rate.

The TAM has been developed by Davis [33] as part of his
doctoral research at MIT Sloan School of Management to em-
pirically test new end-user IS. Since then, TAM has been applied
frequently for research into the acceptance of new information
technology.

This model has gained popularity among practitioners and
researchers over the last two decades. The model has been
tested and applied in many fields. These include switching
cost on accounting software use [49], enterprise resource plan-
ning (ERP), software system implementation [4], [13], [103],
software evaluation and choice [118], world wide web [72],
ease of use and usage of information technology [1], [34], and
user acceptance of computer technology [35], [36], to name a
few. In [131], Venkatesh et al. put it in the title as to whether
TAM is “dead or alive.” And later, in Section VI, they pro-
nounced the verdict that the research on technology adoption
is not dead! However, they suggest continuing research on
TAM by focusing on interesting questions that solve business
problems.

To our knowledge, there are a few empirical studies on big
data technology (e.g., Hadoop) that used TAM [57]. This makes
sense since big data, core big data technologies, and big data
ecosystems have emerged during the middle of the last decade.
This could be considered a research gap. This article conducts
formal research on the user acceptance of big data technology,
namely, the Hadoop distributed file system (HDFS). The re-
search gaps are provided in Table III.
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TABLE IV
SUMMARY OF STEPS TO DEVELOP THE QUALITATIVE STUDY

Research Steps Description Target Participants

Literature Review | An extensive literature search related to

technology acceptance in general and big
data technology acceptance in particular
has been conducted.

Brainstorming An extensive interactive session to be Experienced user of big data
conducted with nine industry experts via a technology has been invited.
one-hour session. They have more than three years

of experience.

Focus Group A one-hour session was conducted with The criteria for selecting
another group of big data users consisting participants were based on
of 10 participants. experience as developers,
systems analysts, user
community.
Interviews This was a one on one interview with a total | The persons interviewed had
of 21 persons. Interviews took 15 to 20 hands-on experience with the big
minutes for each participant. data tools and technologies

development and use.

Training & Skills

Scalability (SC) (TR)

Functionality (FN)

Data Storage &
Processing (DS)

H H11
" Security & Privacy

H (SP)

Flexibility (FL)

Perceived H13 Behavioral H15| Actual
Usefulness (PU) Intention (BI) Use (AU)

Hida 1

Data Analytics
Capability (DA)

H14b

Output Quality

(0Q) Perceived Ease

Performance of Use (PEOU)
Expectancy (PE) H12 H3
o Facilitating Cost-Effectiveness !

Reliability (RL) Conditions (FC) (cosT)
Fig. 1. Proposed research model.
III. RESEARCH MODEL AND HYPOTHESES TAM, PU, PEOU, BI, and AU, by default in our research model
(see Fig. 1).

This article consists of distinct studies: qualitative study and
quantitative study. Table IV lists the research steps of the quali-
tative study.

Based on the qualitative studies, we have come up with 12
factors for further study. We also have core constructs of the

Among these factors, a few of them were tested in past
empirical research: output quality (OQ) [130], [141], FC [69],
[104],[123], and PE [128]. The article has incorporated nine new
factors, including scalability (SC), data storage and processing
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(DS), flexibility (FL), data analytics capability (DA), reliabil-
ity (RL), security and privacy (SP), training and skills (TR),
functionality (FN), and cost effectiveness (COST). Successful
testing of the influence of these factors on TAM is expected to
contribute to the body of knowledge. These factors are related
to the five characteristics of big data. For example, volume and
velocity (DS), variety (FL), veracity (OQ), and value (COST).
Big data technology and ecosystem tools have been built based
on their five characteristics.

Since this model is built based on 12 factors that are selected
out of 32 factors, this research would like to validate these factors
through survey data. This research uses the structural equal
model (SEM) that allows for factor analysis and performance
of other statistical analysis to understand which factor and items
under each factor will be influential [10]. This statistical analysis
can be used to identify the desired factors. Hence, we develop
hypotheses in the next section.

To evaluate the research model, the outcome of the hypotheses
tests must be informative. The results of hypothesis tests need
to draw correct conclusions about the population. “If the model
is truly a good model in terms of its level of fit in the population,
we wish to avoid concluding that the model is a bad one.
Alternatively, if the model is truly a bad one, we wish to avoid
concluding that it is a good one” [81]. Based on the proposed
research model, we have developed the following hypotheses
against each construct. The measures from previous studies are
incorporated to reflect the big data context in this article.

Most of the traditional relational databases lack SC in dealing
with hundreds of terabytes of data. In big data, new NoSQL
technologies emerged to provide performance and SC [76]. Re-
search findings revealed that one of the technological challenges
to the adoption of big data analytics is performance and SC
[83]. Big data technologies are scalable in terms of storage, data
processing, and building a robust machine learning model. Big
data pioneer companies such as Facebook choose Hadoop and
HBase for availability, tolerance, and SC reasons [17]. Hence

Hypothesis H1: SC in terms of Hadoop scale-out-storage system has
a positive effect on PU.

Hadoop is considered highly scalable in terms of storage
and data processing. “By distributing storage and computation
across many servers, the resource can grow with demand while
remaining economical at every size” [111, p. 1]. Traditional
databases are not capable of handling hundreds of terabytes of
data and are also not scalable. It is worth checking if Hadoop’s
storage capacity and data processing capability are related to big
data acceptance. Hence

Hypothesis H2: DS has a positive effect on PU.

Several case studies’ results show that big data applications
have made organizations avoid the cost. Balac er al. [12] devel-
oped a predictive analytics model for real-time energy manage-
ment using the time series approach. Their model is destined
to realize tangible improvements in energy efficiency and cost
reductions [12]. Bologa et al. [16] report that big data has made it
possible to detect insurance fraud within a reasonable time. They
point out that in the past, in many cases, insurance fraud detection

was not considered efficient because the cost and duration of
the investigation were very high. The author provides analysis
methods for detecting fraud in health insurance [16]. Villars
et al. [137] state that the timeliness of the response using big data
helped in eliminating the legal and financial costs associated with
fund recovery. One of the big data characteristics is that its tools
and technology can hold a large volume of data with minimal
cost. This allows for analyzing almost all data rather than a small
subset or sample [20]. Srinivasan and Arunasalam [112] reported
that their big data application was able to detect claim anomalies
to identify hidden cost overruns of health insurers. Russom [107]
and Hartmann et al. [53] also report cost containment and cost
advantage by using big data technologies.

Roger [105] asserts that the less expensive the technology,
the greater the possibility that it will be adopted. The cost of
technology is associated with the benefit achieved. For small
companies, the cost might be a major barrier to procure innova-
tion [95]. Firms that perceive the cost of big data Hadoop to be
high might not adopt it. On the other hand, medium and large
companies might not perceive the cost as a barrier. Hence

Hypothesis H3: COST is positively related to the actual use (AU) of
Hadoop.

The performance of the technology is a pivotal factor for tech-
nology acceptance. Successful innovations cannot take place
without reasonable PE. If technology has the necessary perfor-
mance capability, it would be perceived as useful. Hence

Hypothesis H4: PE is positively related to the PU of Hadoop.

Big data is mostly unstructured and come from many places
including health care. SP concerns are getting attention these
days [61], [125]. Data breach gets news headlines quite often.
User’s private information gets into the hands of hackers. Com-
panies are subject to spending millions of dollars to compensate
for such data breaches. Hence

Hypothesis H5: SP are positively related to PU of Hadoop.

RL is the degree to which the new technology is perceived to
be dependable by the users. Organizations adopt new technology
to overcome the unreliability, deficiencies, or to embark on new
generation tools and technologies to achieve RL and efficiency.
Before accepting any tools or technology, users want to be sure
that it is reliable and able to show proof that spending money on
it is worth it. Hence

Hypothesis H6: RL is positively related to the PU of Hadoop.

One key aspect of the Hadoop-based model is data that
are stored in the HDFS with no data movement needed to
relational database systems. All analytical, data mining, and
reporting tools will run against HDFS. With Hadoop distributed
files system, there is a great prospect of running robust data
mining against a complete set of data stored in HDFS. Kranjc
et al. [66] developed a capability of mining real-time streams
by transforming batch data processing into a real-time stream
mining platform. Tsumoto and Hirano [127] applied clustering
data mining rules to a large dataset consisting of ten years of
historical data stored in the hospital IS to discover knowledge
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from massive healthcare claims data. Wu et al. [142] published
a paper titled “Data mining with big data” in which they propose
a big data processing model from the data mining capabilities
standpoint. Chen et al. [27] listed areas of emerging research
in (big) data analytics, especially using machine learning and
data mining. DA is the driver of today’s business operations.
Zhang et al. [143] and Tsai et al. [125], [126] provide a detailed
framework for big data analytics. This is worth studying. Hence

Hypothesis H7: DA is positively related to the PU of Hadoop.

Training and skillset let company developers and knowledge
workers use technology effectively and efficiently. This ensures
productivity. Hence, we hypothesize

Hypothesis H8: Training and required skills are positively related
to the PU of Hadoop.

Big data tools and technologies providing greater FL bring
data from different sources and store it in a single place (i.e.,
Hadoop HDFS). These sources include traditional data such as
transactional data from ERP, new data such as social media,
sensor data, and email messages. Hadoop can be used for a wide
variety of purposes, such as real-time streaming and processing,
log processing, developing recommendation systems, building a
data warehousing environment, market campaign analysis, and
fraud detection [91]. Consolidated data into a single platform
provide improved data mining and business intelligence capa-
bilities [100]. Hence

Hypothesis H9: Hadoop’s FL to consolidate data from various
sources to a single place (HDFS) will have a positive effect on the
PU of Hadoop.

Data integrity and quality fall under veracity, which is one of
the five characteristics of big data. New tools are emerging to
map out data lineage [101]. This effort is still at the beginning
stage. The empirical study by Kwon et al. [69] suggests that “a
firm’s intention for big data analytics can be positively affected
by its competence in maintaining the quality of corporate data."
Lu et al. [77] assert that if big data cannot provide quality
decisions due to data veracity, newly mined knowledge will not
be convincing to the analytical community. However, big data
is also considered to have the capability of improving quality
monitoring clinical trials and decreasing spending from patients
to the government level [90]. Hence

Hypothesis H10: OQ is positively related to the PU of Hadoop.

FN is the aspects of what technology, a product, or a system
can do for users. FN includes the features of the product or
technology. FN is the ability of technology to interact as expected
by the users. Hadoop is expected to perform certain functions
such as access and process data from many sources, tools, and
devices. Hadoop provides a distributed file system. Hadoop
replicates datasets on commodity servers making the process
run in parallel. These functionalities beg validation. Hence

Hypothesis H11: FN is positively related to the PU of Hadoop.

"The degree to which an individual believes that an organi-
zational and technical infrastructure exists to support the use
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of the system” [132, p. 453]. FC are considered as one of the
key factors in data warehouse architecture selection [6]. Even
though Hadoop is an open-source system, there are vendors such
as Cloudera, Horton Works, and MapR that have come up with
customized versions of the system with features that might help
companies in using it easily [137]. These vendors take care of
the newer versions of the software as well as customization
[22]. Some companies might not want to invest resources to
customize and make enhancements to this system. In such cases,
those companies might be willing to use the technology. Some
companies might have internal platform infrastructure teams to
maintain it and provides support in initiating projects. We need
to see if big data technology acceptance is influenced by FC.
Hence

Hypothesis H12: FC have a positive effect on the AU of Hadoop.

PU is the core construct of TAM. It has been tested and
validated by prior empirical research. Therefore, the following
hypothesis has been developed:

Hypothesis H13: PU has a positive effect on BI in using Hadoop.

PEOU is the core construct of TAM. Two other core con-
structs, PU, and BI have a dependence on this construct. It has
been tested and validated by prior empirical research. Therefore,
the following two hypotheses have been developed.

Hypothesis Hl4a: PEOU has a positive effect on perceive usefulness
(PU) in using Hadoop.

Hypothesis H14b: PEOU has a positive effect on Bl to using Hadoop.

Bl is the core construct of TAM. The extant literature reveals
that BI is the strongest influencer of the AU of a system [35],
[37]. It has been tested and validated by prior empirical research.
This is one of the two constructs that directly influence the
AU of Hadoop. Therefore, the following hypothesis has been
developed:

Hypothesis H15: BI has a positive effect on the AU of Hadoop.

IV. RESEARCH DESIGN AND RESULTS

A survey instrument is used to “gather information about the
characteristics, actions, or opinions of a large group of people,
referred to as a population” [122]. The study attempts to find re-
lationships between variables that might give insight into users’
adoption of big data. As part of the survey, questions are designed
to get answers to the questions asked in relation to each hypoth-
esis. Survey research questions are developed based on previous
empirical studies [34], [69], [132] as well as the incorporation
of new questions relevant to the topic of research. Some of
these questions are borrowed from existing theories (Davis, 198;
[128]) and some others are derived from empirical studies (in
big data case: [69]). In this article, survey questions are inherited
from several theories and empirical studies [34], [132]. Survey
questions are classified into two broad categories: open-ended
and closed-ended. Since this article uses a quantitative method
of studies, the questions being asked are closed-ended. As part
of closed-ended questions, Likert’s five-point scale is used [75].
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Likert-scale questions consist of “strongly disagree,” “disagree,”
“neutral,” “agree,” and “strongly disagree.”

We have studied two prominent publications on construct
item development, measurement, and validation. Morgado et al.
[87] classify “item generations” into two categories: deductive
and inductive. The extant literature suggests 35.2% of studies
used deductive methods, 7.6% used inductive methods, and
56.2% used both deductive and inductive approaches to develop
construct items [87]. Exclusive use of the deductive method
is reported as a limitation of qualitative research [87]. Com-
pared to that, this research used both deductive and inductive
approaches to generate construct items. One of the limitations
in scale development is that items with ambiguity or difficulty in
answering are reported to be the main weakness [87]. The goal
of construct-items generation is to develop a set of items that
sufficiently captures the essential aspects of a construct [82],
[93]. There are five steps required to frame sampling strategies,
which include determining the target population, defining a
sampling frame, outlining a sampling method, determining the
sampling size, and drawing actual sampling [5].

This research takes advantage of cluster sampling since
Hadoop users are already organized in different Hadoop user
groups. Hence, the clusters of Hadoop user groups are readily
available. There are 21 Hadoop user groups found online, out
of which 14 user groups are found active. And out of 14 user
groups, 2 user groups or clusters are randomly selected. This
allows sending survey instruments to 10 500 users under two
user groups. That means the sample consists of every member
of these two Hadoop user groups. Thus, clusters are supposed
to reflect the whole population.

The most recent survey suggests that “Big data adoption
reached 53% in 2017 for all companies interviewed, up from
17% in 2015, with telecom and financial services leading early
adopters” [31]. Since there is no publicly available list of big
data user companies, this research will use big data user groups
available on the Internet to conduct the survey. Using the user
groups as intended users is consistent with the literature that
suggests that information technology needs to be accepted by
intended users as opposed to “procurers” [37]. There are 14
active Hadoop user groups in the United States found in the
Apache Org Wiki site [51]. There are close to 33 000 users
belonging to these 14 Hadoop user groups. Selecting all these
33 000 users will be a large number and a poor response might
cause a big nonresponse bias issue. The research will work on
two user groups called “bay area hadoop user group” and “New
York group.” These groups consist of 10 500 users.

There are 21 Hadoop user groups found in the Hadoop Wiki
site maintained by the Apache organization [51].

The sample determination needs to make sure it has adequate
power to conduct planned hypothesis tests about model fit. The
sample size N needs to have adequate power to detect when
hypotheses are false [81]. A sample that is large enough tends to
impact time, money, and other resources. A researcher needs to
make the tradeoff in specifying a sample size. If the sample is too
few that might cause the risk of sampling error and, hence, not
tolerable. On the other hand, if the sample size is too large that

could increase the cost of research which might not be affordable
but is helpful in reducing the sampling error [78].

The data collection for this research is based on two Hadoop
user groups including 1) “Hadoop New York user group” with
4060 members, on the East coast, and 2) “Bay area Hadoop user
group” with 6440 members, on the West coast. The data were
collected using a survey instrument via the Qualtrics web-based
tool. The survey period spans over a period of three months: July
25,2019 to September 30, 2019. There are 402 respondents who
participated in this survey. After data screening, 53 responses
were found to be incomplete. Hence, we rejected those 53
responses. That means 349 responses are identified as valid.

The confirmatory factor analysis (CFA) is conducted to “ex-
amine whether or not existing data are consistent with a highly
constrained a priori structure that meets conditions of model
identification” [84].

As part of a single measurement model test, all indepen-
dent and dependent variables looked good from statistical
estimation and model fit indicators perspectives. Then, we
have drawn covariance of DS_3 and DS_4, SP_2 and SP_4,
COST_1and COST_2,COST_1 and COST_3,PU_3 and PU_4,
PEOU_1_PEOU_2, and PEOU_1 and PEOU_4. This has helped
in improving the fit indices shown under the third column. All
fit indices are above the acceptable threshold numbers. The
comparative results between the initial run and final run show
that the initial model is weaker than the final model. Therefore,
fit statistics justify the deletion of two items from two constructs
(FN and AU). In the final CFA model, chi-square value is
reduced by 386.37 (df 126, p < 0.001). The other fit indices also
show improved values. This final model suggests a reasonable
congruity between data and the CFA model (see Table V).

Given we had to drop a few constructs and items, we have
regenerated the CFA. Based on CFA with 12 constructs and 40
items, the fit statistics under individual measurement models are
provided in Table VI.

It is clear from Table VII that the fit statistics justified the
deletion of some specific constructs from the model and some
items from different construct measures which resulted in the
better model fit in terms of that fit indices presented.

Here is the final research model, drawn based on the path
analysis results (see Fig. 2).

Fig. 3 shows the R-squared values for PU, BI, and AU are 80,
67, and 85, respectively.

The path diagram (SEM) of the final research model in
Fig. 3 shows the following standard regression weights (see
Tables VIII and IX).

V. HYPOTHESES TESTING AND DISCUSSION

The outputs of the model show R-squared values of 0.80, 0.67,
and 0.85 for PU, BI, and AU respectively. Here we discuss the
hypothesized path results of the final model. The following terms
are used to identify the independent and dependent variables of
this model.

SC = Scalability (IV).
DS = Data storage and processing (IV).
FL = Flexibility (IV).
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TABLE V
REGRESSION WEIGHTS—PATH MODEL: RESULTS OF FIVE ITERATIONS

Regression Path Iteration-1 Iteration-2 Iteration-3 Iteration-4 | Iteration-5
(Influence of IV on DV) | p-value p-value p-value p-value (FINAL) p-value
SC > PU .330 .083 .070 .032 .004
DS - PU .592 401 .397 .397 .027
FL > PU 430 .552 .550 .013 .005
RL > PU .696 .082 .076 .068 .013
0Q > PU .507 ok x A ok .002
TR > PU .776 .023 .024 .022 .038
SP > PU .560 .783 Dropped Dropped Dropped
DA > PU .354 .536 484 Dropped Dropped
FN = PU .397 .363 .339 .352 Dropped
PEOU - PU .350 .017 .016 .020 .010
PEOU - BI .003 .002 .002 .002 .002
COST = AU 731 Dropped Dropped Dropped Dropped
TABLE VI
CFA CONSTRUCT RELIABILITY
Construct Std. Reg. Std. Reg. | Std.Reg. | Std.Reg. | AVE CR
Wt. 1 Wt. 2 Wt. 3 Wt. 4
Scalability 0.693 0.839 0.643 0.532 | 0.77
Data Storage & Processing 0.771 0.831 0.600 0.548 | 0.78
Performance Expectancy 0.740 0.834 0.866 0.743 0.636 | 0.87
Reliability 0.789 0.678 0.685 0.789 0.544 | 0.83
Flexibility 0.805 0.807 0.782 0.768 0.625 | 0.87
Facilitating Conditions 0.708 0.822 0.844 0.714 0.600 | 0.86
Output Quality 0.778 0.834 0.811 0.837 0.665 | 0.89
Training and Required Skills | 0.788 0.747 0.800 0.606 | 0.82
Perceive Usefulness 0.863 0.888 0.770 0.778 0.683 | 0.89
Perceived Ease of Us 0.764 0.844 0.857 0.858 0.692 | 0.90
Behavioral Intention 0.766 0.726 0.804 0.586 | 0.81
Actual Use 0.774 0.831 0.645 | 0.78

0OQ = Output quality (IV).

PE = Performance expectancy (IV).
RL = Reliability (IV).

TR = Training and skills (IV).

FC = Facilitating conditions (IV).
PEOU = Perceived ease of use (IV).
PU = Perceived usefulness (DV).

BI = Behavioral intention to use (DV).
AU = Actual use (DV).

The values in Table X reflect the output of regression weights:
(Group number 1—Default model) under the Estimates tab.

A. Scalability and Perceived Usefulness

There is a strong positive correlation between SC and PU. The
experts in the qualitative study of this research have correctly

identified it as a significant variable of Hadoop adoption. Indus-
try papers also suggest SC as an important factor of Hadoop
adoption. The term SC has been widely used in industry when
it comes to buying or using technology. Due to a lack of SC,
we experienced a SC crisis in large-scale websites, eBay, and
healthcare.gov [21]. SC and performance have received special
attention in the software performance review journals as well
[67]. In the data management field, we experience that some
database systems cannot expand beyond a certain data size
limit. This makes companies switch to another database system.
Ariyachandra and Watson [6] propose that database architecture
selection should be based on SC. Most of the conventional
database systems are not built on top of a scalable system except
the Teradata database system [83], [99]. In big data space, due
to a large volume of data, SC plays an important role [44], [76],
[86]. Hadoop is considered a highly scalable storage platform
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TAB
SUMMARY OF OVER

LE VII
ALL CFA: FIT INDICES

Conditions (FC)

Fit Indices Overall Measurement Model
CFA (16 Variables: 60 items) CFA (12 Variables: 40 items)
2 (df) 2710.611 (1583) 1536.635 (894)
CMIN 1.712 1.719
IFI .925 .939
TLI 915 .932
CFI .924 .938
RMSEA .045 .045
. Training & Skills Functionality
Scalability (SC
y (SC) (TR) /, (FN)
4
Data Storage & *: p<.05 N{?’;‘/S Security &
Processing (DS) R Privacy (SP)
7’ ”’
,I,'/" R2 =85
Flexibility (FL) R2 = 804" ***: p<.001__R2 = 67 |
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Fig.2 Final research model—big data technology acceptance.

TABLE VIII
SUMMARY OF OVERALL PATH MODEL

Fit Indices Overall Path Model
SEM (12 Variables: 40 items)
2 (df) 1228.474 (689)
CMIN 1.783
IFI .941
TLI .932
CFI .940
RMSEA .047

[91]. Big data technology and database systems’ experts of the
qualitative study of this research selected SC as the number one
factor for further study as part of this research. A total of 35 of the
40 (88%) participants who participated in the qualitative study
voted for this factor for study. The performance and SC chal-
lenges are apparent in a platform as a service cloud applications
and network topology [67], to name a few. Malaka and Brown

[83] report that SC is one of the technological challenges that
is faced in the data analytics domain. Chen et al. [26] propose
measures of SC relating to frame theory. Industry papers on big
data technologies highlight SC as one of the important elements
of the Hadoop framework [7], [17], [76], [91].

B. Data Storage and Processing and Perceived Usefulness

There is a strong positive correlation between DS and PU.
The path model shows that this newly introduced construct has
a 17% influence (estimates) on PU. The exponential data growth
necessitates robust DS of those data efficiently. To address this
challenge, emerging big data technologies are thought to play a
critical role [7], [25], [101]. The HDFS is considered a scalable
mass storage system along with MapReduce, its processing
engine [39], [111].

C. Flexibility and Perceived Usefulness

There is a strong positive correlation between FL and PU.
This construct has a 24% influence (std. reg. estimate) on the PU.
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TABLE IX
PATH MODEL STANDARD REGRESSION WEIGHTS

Constructs Path Standardized Regression Estimates
Perceived Ease of Use (PEOU) PEOU > PU | .141
Reliability (RL) RL-> PU 191
Performance Expectance (PE) PE > PU .360
Data Storage & Processing (DS) | DS = PU .168
Training & Skills (TR) TR > PU .149
Scalability (SC) SC > PU .208
Output Quality (0Q) oQ~> PU .261
Flexibility (FL) FL-> PU .243
Perceived Usefulness (PU) PU = BI .667
Perceived Ease of Use (PEOU) PEOU - BI .206
Behavioral Intention (BI) Bl > AU 721
Facilitating Conditions (FC) FC > AU .292
TABLE X

PATH MODEL ESTIMATES

Hypotheses Paths SEM Output: Proposed Model Results*
Estimate | S.E. C.R. (t) p-value
(B)
H1: Scalability in terms of Hadoop scale- SC > 241 .083 2.907 .004 Supported
out-storage system will have a positive PU
effect on perceived usefulness.
H2: Data storage and processing have a DS > .198 .089 2.219 .027 Supported
positive effect on perceived usefulness. PU
H9: Hadoop's flexibility to consolidate data | FL > .257 .091 2.827 .005 Supported
from various sources to single place (HDFS) | PU
have a positive effect on perceived
usefulness of Hadoop.
H7: Data analytics capability is positively DA > .239 .342 .700 484 Not
related to perceived usefulness of Hadoop. | PU Supported
H10: Output Quality are positively related oQ~> .286 .090 3.168 .002 Supported
to the perceived usefulness of Hadoop. PU
H4: Performance Expectancy/Usability is PE > 433 .103 4.185 HAK Supported
positively related to perceived usefulness PU
of Hadoop.
H6: Reliability is positively related to RL—> .249 .100 2.490 .013 Supported
perceived usefulness of Hadoop. PU
H5: Security and Privacy is positively SP > .027 .099 276 .783 Not
related to perceived usefulness of Hadoop. | PU Supported
H8: Training and required skills are TR > .180 .087 2.079 .038 Supported
positively related to perceived usefulness PU
of Hadoop.
H11: Functionality is positively related to FN > -.274 .295 -.930 .352 Not
perceived usefulness of Hadoop. PU Supported
H14a: Perceived Ease of Use (PEOU) have PEOU 116 .045 2.561 .010 Supported
positive effect on Perceived Usefulness -> PU
(PU).
H14b: Perceived Ease of Use (PEOU) have PEOU .163 .052 3.154 .002 Supported
positive effect on Behavioral Intention to - Bl
use Hadoop (BI).
H13: Perceived Usefulness (PU) have PU > .645 .070 | 9.156 *xk Supported
positive effect on Behavioral Intention to BI
use Hadoop (BI).
H12: Facilitating Conditions have positive FC > .366 .083 4.411 il Supported
effect on attitude toward using Hadoop. AU
H3: Cost effectiveness is positively related COST -.019 .055 | -.344 731 Not
to adoption of Hadoop. -> AU Supported
H15: Behavioral Intention (BI) is positively Bl > 748 .080 | 9.394 *xk Supported
related to Actual Use (AU) of Hadoop. AU

*Results supported as significance level: p < = 0.001, p < = 0.01, and p < = 0.05.

Authorized licensed use limited to: ULAKBIM UASL - IZMIR YUKSEK TEKNOLOJI ENSTITUSU. Downloaded on December 28,2021 at 07:49:13 UTC from IEEE Xplore. Restrictions apply.



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

RAHMAN et al.: EXPLORING THE FACTORS INFLUENCING BIG DATA TECHNOLOGY ACCEPTANCE 11
41
Cx SC_: 64
G SC 2 Scalability
el SC_1
DS 50 @ & @9 (e
DS, ataStorageProcessin, edl 42 43
DS_2 T 7 59 50 ) 5 o5
0 3, PU_2
€12 FL 4 Flexibity s [[PU_1 ][ PU 3 |04 BI1 B2 |[ B3
el FL_3
> RL_43 4 ~ ° e48
RL 3 3 2 N 3 R 8
@ RL-Z“ Reliability &
€@d—{ RL 2]
ED RL1 d 8 4 8
PE 4 PerceiveUsefulness = Behavioralintention 2 ActualUse
= o
PE -
‘erformanceExpectanc) > " 3 2
EBD—[ PE_2. T 5 - .
€@D—{ PE1
PerceivedEaseOfUse AU_2 |[[AU3
€. 0Q_ £J
@—{ a3 OutputQuality
@—{ 00 2% 8 2 B N\ 44 e45
53
74 73 il 58
@>—{1R4 PROU_4] [PEGU_3] [PEOU_2] [PEOU_T
TR_: TrainingSkills
TR1 5/ @ D @@
€32 FC_4 e
FC_ FacilitatingConditions
FC_
FC_1

Fig.3  Path diagram (SEM) of the final research model.

Fichman and Kemerer [42] report that innovation attributes play
an important role in adoptions by an organization. The extant
literature shows the importance of software FL. Scherrer-Rathje
and Boyle [109] have identified five dimensions of enterprise
systems FL, including system connectivity, process integration,
hierarchical integration, user-customizability, and consistency.
Gebauer and Lee [47] emphasize the importance of software FL
in terms of operational efficiency and the long-term effectiveness
of an enterprise system.

D. Output Quality and Perceived Usefulness

There is a strong positive correlation between OQ and PU.
OQ remains to be a significant determinant of PU. Subsequently,
this factor along with the TAM2 model was validated by many
other researchers [29], [129]. Chismar and Wiley-Patton [29]
successfully validate the TAM2 along with OQ to understand
the physicians’ intention to use the Internet-based health appli-
cations.

E. Performance Expectancy and Perceived Usefulness

There is a strong positive correlation between PE and PU.
The PE construct has a 36% (std. reg. estimate) influence on PU.
This construct was examined and retained by previous research
as well. The findings of this study results are consistent with
theoretical underpinnings as well as findings of several past
studies [132].

F. Reliability and Perceived Usefulness

There is a strong positive correlation between RL and PU.
Based on the extant literature [52], [73], [144], this construct
has not been tested by IS theories or models in general and

TAMs in particular. In the data management field, ensuring
the availability of data or no data loss in any circumstance is
critical for an organization’s sensitive data. RL is also critical
from a data consistency standpoint.

G. Training and Skills and Perceived Usefulness

There is a strong positive correlation between TR and PU.
Recent research on big data highlighted the firm value of big data
investments relating to training [121]. There are many tools and
technologies related to big data and these are a new set of tools
that were not used in the processing and analysis of conventional
structured data. Big data technical skill is needed in many areas,
including data extraction, data processing, machine learning,
statistical analysis, learning MapReduce, or Spark programing.
Hence, training is important.

H. Perceived Ease of Use and Perceived Usefulness

There is a strong positive correlation between PEOU and PU.
This construct was developed by Davis [35] as part of his original
TAM model. This construct is supported by numerous research
findings [55].

1. Perceived Usefulness and Behavioral Intention to Use

There is a strong positive correlation between PU and BI.
PU as a significant predictor of BI technology was supported in
studies by Davis [34], [35], Adams et al. [1], Igbaria et al. [59],
Hendrickson et al. [54], Hess et al. [55], Brown et al. [18], and
many other researchers (see meta-analysis in [55], [74], [80]).
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J. Perceived Ease of Use and Behavioral Intention to Use

There is a strong positive correlation between PEOU and BI.
The findings of this study results are consistent with theoretical
underpinnings as well as findings of several past studies [34].

K. Facilitating Conditions and Actual Use

There is a strong positive correlation between FC and AU.
Moddy et al. [88] found this construct to be insignificant in
their “unified model of information security policy compliance”
model. They commented that it failed the testin their information
security model context, but speculated that this factor might pass
the test for a more technically challenging action. This research
found this construct significant for a complex and challenging
technology such as Hadoop.

L. Behavioral Intention to Use and Actual Use

There is a strong positive correlation between BI and AU.
The findings of this study results are consistent with theoretical
underpinnings as well as findings of several past studies [34].

The hypotheses results show that 8 of the 12 independent
variables passed the test. These include SC, DS, FL, OQ, PE,
RL, TR, and FC. Four independent variables could not pass the
hypothesis test: DA, SP, FN, and COST. Among four original
TAM variables (that Davis identified), PEOU was used as an
independent variable in this research and it passed the hypothesis
test. Three-other TAM factors include PU, BI, and AU, all
of which passed the hypothesis test. The path model results
show that AU can explain 85% of the variances. Prior studies
validated PU and PEOU by showing that the TAM measures
can explain 48.7% of the variance in self-reported system use
[37]. Extant literature also reports that the BI construct in TAM
was able to explain 34%—-52% of the variance [130] and 52%
of the variance [123], respectively. Straub et al. [115] report
a result of their empirical study of perceived systems use with
49% explained variance. Later, the UTAUT model by Venkatesh
etal. [132] showed that it explained 72% variance. Compared to
past research results, our model is able to explain a much higher
percentage of variance in usage intention (67%) and 85% in AU.

VI. CONCLUSION, LIMITATIONS, AND FUTURE RESEARCH

This article contributes to the literature in several ways. No
other TAM-based research has tested these variables [73]. The
TAM has been mostly applied to understand users’ intentions
[56] from an individual’s usage context (e.g., smartphone). This
research provides an outcome from industrial/organizational
level users’ acceptance context (big data). The research con-
tributes to the literature on SC by identifying a few important
measures. This has a great implication for data management
platforms. It contributes to the SC theory [26] and systems theory
[92]. Our research is based on data collected from actual Hadoop
users who have industry job experience in the big data field. We
developed and validated our model based on industry context
[28]. Thus, we evaluate the boundaries of existing IS theory
and contribute to enhancing the existing TAM model with new
external factors.

IEEE TRANSACTIONS ON ENGINEERING MANAGEMENT

Prior research suggests that many firms are at the early stage
of big data adoption due to a lack of understanding and empirical
evidence of the impact of big data technology on organizations
[14], [45]. This empirical study provides IT practitioners with
insights into whether big data is capable of increasing the data-
driven decision performance of organizations. Previous research
on TAM and UTAUT found that factors, such as PE, OQ, and
FC [35], [132], are needed to provide seamless access to quality
information in an enterprise data management platform. This
research introduces new dimensions (e.g., technological) to such
data management platforms that are required to handle today’s
new data (e.g., unstructured data) in an enterprise data man-
agement platform. Existing developers and knowledge workers
who work in traditional data management technologies might
not have the skills to use Hadoop. They might need the training
to brush up on their programming language skills. These devel-
opers need to be proficient at least in one of the programming
languages Java, Python, Scala, R, etc. [32]. The managers might
expect that the developers and knowledge workers will show low
productivity and initially decreases in quality. Some of them who
are not confident enough to use this technology might be moved
to other job roles. In many cases, new and complex enterprise
systems implementation causes major changes in terms of job
characteristics and interpersonal relationships in employees’
work-life [11]. By using Hadoop, organizations might be able to
put together internal data (e.g., transactional or dimension data)
and external data (e.g., social media and other sources) in HDFS
[97]. That might help business organizations to get a 360° view
of data and, thus, improve organizations’ decision performance.
Given big data is able to consolidate all kinds of data (structured
and unstructured) from both internal and external sources, the
RL and OQ of those data need to be understood. This is impor-
tant as data-driven decision-making has a dependence on data
quality [8]. In his seminal paper in Harvard Business Review,
Garvin [46] pointed out eight dimensions of quality as part of
strategic quality management. This research has validated the
0OQ construct, and hence, it speaks for the importance of big
data storage systems. The results of this article might be helpful
and encouraging for new companies in adopting big data. The
new findings of this article are expected to be valuable to big
data vendors as well as other stakeholders (e.g., semiconductor
manufacturers who supply special server processors for big data
processing).

Prior research on big data focused on technical algorithms or
system development [69]. Since the emergence of big data termi-
nology over the past decade, a lot of research was undertaken to
develop big data technologies, tools, and techniques [70]. There
are also numerous experiments and use-cases conducted to
prove the capability and efficiency of those individual tools and
techniques. That indeed made significant research contributions
to this new discipline. However, there is very limited research
conducted toward understanding the acceptance of big data by
business organizations. In this area, one study was conducted by
Kwon et al. [69]. That research only investigated the acceptance
of big data from a data quality and data usage standpoint (internal
versus external data usage). This research provides other aspects
of big data that are important in understanding the adoption
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of big data. They include technological variables (e.g., SC,
FL, RL, data storage, and processing capability), organizational
variables (e.g., TR), and environmental variables (e.g., FC). With
these new variables having been identified by survey results as
significantly influential variables, this research is able to con-
tribute to big data adoption research.

The findings of this article rely on respondents’ self-reported
data. Some researchers suggest that self-reported usage does
not always reflect actual usage [19], [119]. The concern is that
self-reported usage might distort and inflate causal relations
between independent and dependent variables [73], [94] and thus
cause validity problems. This concern is the strongest when both
exploratory variable and dependent variable data are collected
from the same person [94]. Self-reported data are cited as one of
the commonly reported limitations [73]. Self-reported data are
also considered as one of the reasons for the common method
bias problem. To address this concern, we have conducted the
Harman one-factor analysis to check whether variance in the
data largely extrapolates to a single factor [23]. Our study finds
no such issue. Nonetheless, future researchers might test this
model by collecting data for predictor and criterion variables
separately [23].

We collected data at a single point of time. The IS schol-
ars call out to be careful about the generalization problem of
such a single point of time study or collecting data from a
homogenous group of subjects [73]. The extant literature reveals
that in technology acceptance research, there is a dominance
of cross-sectional study. To avoid the risk of homogenous data
collection, we used Hadoop user groups, the members of which
belong to all major industries with responses from a variety of
stakeholders. Further, to address the issue of a cross-sectional
study, future research might consider a longitudinal study of
these variables. Given the user’s perception and intention to
change over a period of time, it is worth collecting data at several
points of time to perform longitudinal comparisons [73].

The survey responses were collected from many stakehold-
ers data scientists, data analysts, CTO, application developers,
engineers; - the professionals who actually used the tool. This
is consistent with the observation that technical persons and
consultants are the best people to get input in making the decision
to buy a new technology [140]. Therefore, the study cannot
be generalized as the responses are of the managers and other
company executives.

This article has found four new factors nonsignificant (FN,
SP, DA, and COST) even though the expert panel of the quali-
tative study voted for them and the CFA successfully validated
them. These factors failed the SEM validation as part of the
path model analysis. We conducted a survey consisting of 62
questions (IV and DV) for which 351 responses were received.
The response rate per construct item was 5.63 (349/62). Still,
future researchers might run this model with many responses.
Some researchers suggest ten responses per constructitem [116].
Hence, ten responses per construct item, that is, 62 x 10 = 610
could be used to see if those four factors get valid. We aspire
that this could be the source of new topics for future research.

Big data is here to stay! Given the footprint of data every-
where, we do not foresee a paradigm shift in the near future

when it comes to big data. Big data technology might change for
a good user experience. Research on big data and its technologies
is expected to continue from both data-driven and theory-driven
research standpoint [79].
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