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Abstract 

Expene:1ce has shown that an excessive tune penalty can be IIlfurrf'd ",IH'II If'St.llIg h"~,, 

scan circuits with a uniform random test pattern g~neration approa( h .\" ri "nlulioll III 

this problem. this work f'xplol es the use uf weighted 1 andom patt 1'1 liS (\\' Il P) 10 I .. d UI l'. 

by orders of magnit.ude. the t.f'st application time in ~?If-tf'st.illg di( llib 

Much work has been done on th(' off-ltne developtnent 01 co!npad t.est sph. bill iL pro"I""1 

whkh still remains is how to efficiently apply them on-chip. :\ means of t ransforlllillg 

a given t.est set into a rf'lat.ivf'ly l'lhort w('ighted Sf'fl'wllce and pSf'IHlol flnlim;1 S<''/tIf'II( ('. 

whose cumulative fau!t coverages apploxilTldt.f' that. guarant.f'f'd h~ 1.111' !)llgilldl tpst. :-'1'1. 

is proposed. 

The single weight set is formulated using a method which dMS not. pxp'int.lv ronsidf'l 

t.he circuit. st.ructure. Instead, sufficient circuit IIlformatlon (0111 ailwel ill tilt' givl'lI 1 f'''' 

set can be extract.ed using sImulation tedlTliques This is dOIl(, hv ,walY zlIIg rl r,llId""1 

pattern detection profile and i~olating the vectors ""hid. COHl faillis dilli( 1111, ln d"I"I' 

using random pattt'rtls. After extrac~ing the useful Lits from thes(' v('( lors. iL w('ight. S('1 

characteristic of the corresponding faults is estimated as the ratio of l's t.o O's at (',l( h 

bit ('f,put) pol'lition. 

The generation scheme is evaluated using five large ~.cannable circuits. A local approarh 

to on-chip pattern generation is examined. 

jy 
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Résumé 

L '(l'(périmE'ntation rlémontre que la vérification de circuits complexes iWt'f rhainE' c\fl 

balavagt-> par une g.'nération aléatoire ul'iforme de iJatrons d~ test peilt s'av~l'f-'f f,r~·o.; 

IOllgue Cptt~ rp( hl'rt.he ét:.Jdie l'ut.ilisation de IJdtrolls aléatoires pondérés pour Ùilllill1lN 

~ignificativelIleIlt le temps de test des circuits auto-vérifiants. 

PlusIeurs recherches '3ur le développement d'ensemble compact de patrons de test. ollf 

"t.é l'ffeduées mais leur utilisation efficace à l'intérieur même des puu's deIIH'IlI'P !'Il 

prohlème. Nous prop030ns UIie façon de traJlffOrlIler ,lJ) enst'mble ùonné de pat.rolls (/f> 

test en une relativeme,1t rourte séquence pondérée et. ulle séquence pseudo-al~af()ir(l. 

riont. la rOllVerllfe cumulatlv(, approxime celle de la séquence originale L'enscrnblf' de 

poids est calculé selon une méthode qui IH' consIdère pas explIclt.ement la structure ùu 

circuit Il est assumé que suffisament d'information est contenue dans re;~semble des 

patrons de test 

Les vecteurs qui couvrent ries dfauts difficiles à détecter par des pattons aléatf'ires sont, 

isolés en analysant un profile de patron aléato;re de détection. Les bits utiles à la 

détection sont isolés de chacun des vecteurs de test Un poids correspondant au rapport. 

du nombre de ~ sur le nombre de 0 est attribué à chacune des entrées. Un poids uniformE' 

riE' .5 est ut i lisé pour couvrir les aut rt'fi riéfau ts vérifiab lt's. 

Le procédé d,! génération a été evalué en utilisant cinq gros circuits à chaine de balayage. 

Une approche locale est présentée pour la génération interne de pat.rons de test. 

x 
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Chapter 1 Introduction 

Today it is not uncommon to find VLSI chips containing hundreds of thousands to over 

a million circuit elements, and with continued refinements to packaging and submicro/l 

fabrication technologies, circuit density is expected to increase. Inevltablv the quest.ion 

must be asked, " ... but does it work?" The field of testmg endevours 1.0 respond to this 

concern. 

ln modern circuits, testing accounts for roughly a third of a chip's prodw t.Îon (Ost 

[Bha89j. In fact, it has been found [WiI83] [Bar8i] that the price of t,e~t,ing irH'reaRN1 

approximatpty Rve to ten times per level of packaging, to the point. where thollsallds 01 

dollars are al, stake if tests are perforrned in the field. Thus, OHe way t.o ll'duce long 

term t,pst. costs is to ensure that component tests are as thorough as possible al. par lier 

stages of a~semLly (e.g. probe and chip levels). Also, if po~sible, the desigll of tilt> 

circuit itself should facilitate decreased tE'st effort and increased test effectivenefis. Such 

linking of the design process with testing has resutted in a knowledge hase of design 

tedllliques called "DeSIgn for TestalJitity" (DFT). An exarnple or thb b built.-in sf'lf­

test (BIST) whl'rein on-chip and/or on-board circuits provide and analvze test. dat. ... 

The t.echnique substantially reduces the dependency on external test units and can thus 

silllplifv 111- field maint('nance. 

This th('sis demonstrates the use of DFT concepts to develop a new SIST st.l'ategy 

intended for large circuits (hundreds of thousands of gates) with thousands of 1/0 

signais. In general, the amount of input data needed to test a circuit. is proportional 
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to the souare of the number nf circuit gates [GoeS!] As such t hp f,t,oragp ,pqllÎrPIllPllb 

of the test hardware a.nd test application time also brow q'\adraticallv \VIth cirCllit siZt, 

Thus as circuit density approaches that of the cIrcuits under ('onslderntion, t.h('s(' lat t.or~ 

may become bottlenecks which affect the cost 01 performin~ a t III oll~h t('~1 

ln t.est. gen('ration m€'thod proposNI, input. data is pS€'I\(lorandoll,ly gPIIPratf'd ilH if! IIlt 

1.0 decrease the storage requirements needed. Furtherrnore, in aùùit,iol1 t,o lISillg il «111-

vent.ional nniform random pattern generation appro;1('h IBar~ïl, t.hf' volllllw of inpllt, 

data is significantly reduced by generating Ilon-uniform, or wpigltt.ed. 1 dlldo"l paUI'11I 

sequences. Experimental results for this scheme record test times orders of magnitudl' 

smaller than that of standard umform random pattern t('sting 

The structure of this thesis follows the breakdown of the test process into two ofT-linf' 

steps : 

• Test generatio!1, and 

• Test set verification 

and 2 practical steps : 

• Test pattern application, and 

• Test response evaluation 

However, the emphasis is placed mainly on ~;e front-end test generation and I.('sl. fi 1'­

plication processes. 

Chapter 2 introduces the concepts involved in test generation. This is basi< dlly t.h,· 

compilation of a set of input stimuli which verifies whether a circuIt 18 dpf('( UV!' or Ilot 

Test set verification IS the evaluation of the effe('tiv€'npc;s of a givpn t('<]1 "pt tn this PIHI 

This is usually rec.orded as a measure of the percentagf' of lIlodf'lf'd léllllt.., whÎ( Ir (ail 

be detected This IileaSUfP is ('allerl the fault coverage of th" Ip<,t <.,pl A((ordillg III 

the mann~r in which the tefit set is devplop<,d HrificatlOTl mav 1)(' r!OTlfl irnplirit.ly (f' g 

ATPG section 2.3.1), or with the use of simulation whirh i., d IHlIt.f' fonf' apprOiH" 

Further discussion of test set verification is not IIlcluded in this tJlPsis. 

As a transition from the off-Hne steps to the practical issues, D FT techniques pertine"t, 

'1 
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Introduction 

to the re~earch at hand are summarized in chapter 3. Chavt,er'" then desCl il)fl~ ~()"If' 

of the hardware used to physically apply test input to the ciltUit under test (eUT). 

and analyse the CUT's response to this data. An introduction to on-chip t.esting ifi also 

given in this chapter. 

ChHptf'r f) ifi H brief overview of sorne known algorithms and ('ir('uits IISflO t.o gflnNat,f' 

weighted l'andoIn patterns. Chapter 6 contains a detailed examination of the propo~eù 

weighted random BIST strategy, and comrnents on the computation al OVf'rhf'éHI fN!lliff'c! 

and the testahlllt.y of the circuits designed. Supplementary details COllfPrnmg thf' f'X­

periments performed are contained in the appendices. 

l 
l 
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Chapter 2 An Overview of Testing " Test Set Generation 

A digital circuit responds to discrete poLentials asserted al it.s input. tilles, <llld, <lS a 

result, asserts another set of these "digital signaIs" at its output lin('s. In gf'nNal, t.l1I' 

value of a digital signal is restricted (withm a threshold) to logical l, rOfTflSpOllding fo 

power supply potential, and to logical 0, correspondin~ 1.0 grouncl A "ingl(' Plll1rTH'I atiol1 

of inTmt signaIs applied to a circuit is called an "input vedor" or "inpllt. pat tprn" fn 

that circUit, and likewise, t.he corresponding collection of out l'lit valuf'~ is <lll "ollf l'lit 

vector" or "output pattern". A combmat/anal fÏrcuit is one wIll( h do('s ilOt. (ont.a il1 

memory, thus its output state depends oIlly on the input vedor applied. On f hfl of IH'I 

hand. due to the presence rr memory, successive states of a sequent/al ( il( IIit al fi 1 pl,lf,pd 

This implies that a specifie sequence of input vectors may be rcquired in arder 1,0 fOf( l' 

a sequential circuit into a particular output state. 

This chapter mtroduces sorne of the Ideas involved in automatirally gcncrntmg v('rf,or<; 

for testing combinatlOnal circuits. The same task, If perforrned wlt.h H'9!H'( t t,o <;PqlH'l1tlill 

circuits is conslderably more computationally mtensive lSetH.)] Fortunat,f'lv thollgh, 

through the use of existmg "scan deSIgn" techl11ques (covered III rhapt,f'f :q. <;f'qllI'Tltlal 

structures can be temporarily ronverted into combinalional ()11f'~ for tP'i!.lIlg pllrpo<,('" 

Thus, sequential circuits in a scan-based design environment are <..Iso inrlllrlf,d ill t IIC' 

discussion . 
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2 1 Failln es and Fault Model, 

2.1 Failures and Fault Models 

Testing is the process in which a circuit 's function or structure is valiùal.ed This is dOIl(1 

hy atternptlOg ta force a circuit into a known state and comparing the OhSl"fVpd rl"sHIt. 

with t.h(l e"<pe( t.l"d rl"spanse. A mismatch of these values imphes 1 hat 1 h(l ( ire lIil (0111 aill" 

a "failur(''' and is irnperfect Failures are physical anomalies within a fahricaf,f'c] circuit 

whirh cause ft 1.0 rnalfundion Not,withstanding deSign f'J"mrs, thf'y may hf' "'H' rps,dt, of 

irnperff'dion:'l 111 the fabrkation process leaùing to device naws in( ludillg sltort~ hf'lwf-'f'lI 

conductors, hroken interronnects, improperly doped regions and missing contacts Th('v 

may also occur a'i in-.,ervlCe defeds caused by, for instance, metalllllgl<lt.ioll or IJOWf'1 

overload. Failurcs may rnanifest themselves as parametric errors or affect. t.hf' s!.padv­

state of the circuit. 

In order to generate tests, a "fault model" should be devised to be representative of 

many, If not ail, fallures which can occur. To thls date, a slI1gle model wh ich ran 

charactenze ail possible defects has not been formulated. The II1dustry standard lor 

combinational testing is the "smgle stuck-at" model IEld561 which assumes that under 

the influence of a fault, aime is expected to be held at a fixed logK valllf' Irrf'spf'divp 

of the polantv of the dnvmg signal. Thus the !ine IS said to be 'stuck' at a logical 1 or 

O. For example, a NAND gate with a stuck-at 1 (fl-a-l) fault on its output will assert 

an output value of 1 regardless of its inputs. 

A second 5tipulation of the smgle stuck-at model is that a faulty circuit is asstlmpd to 

contain only 1 fault If multiple faults were considered, in an n !ine circuit there could 

b(' up ta 3n - 1 possible faulty circuit representations since a line can b(' s-a-l, s-a-O or 

fault-free. When a sIngle stuck fault is assumed, the number of possihle faulty cas('s is 

r('duced to 2n. 

Althollgh the single stuck-at fault assumptioll lIas been sufficient in practicf' 1 WiIR:lI. 

there ar(' sorne CMOS defects which cannot be properly handled w~illg this rnod('1. Til 

part.iclllar, sorne fault.s introduce memory effects into the circuit, t.hus a speriOr ordf'ring 

of test vectors may be required for detection. An example of this is stuck-open faults 

5 ! 
1 

l 
J 
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2 2 Approaches Ta Testing - FlIl1ction.ll ,~ Strlldur.ll rp~", 

[Wadi8] and a class of bridging fauIt,s [Meii4] whirh create Iltlwant{ld f('~dll(H k pal h~ 

within the circuit. Transition faults [She85] and crosspoint faults in PLA'" 1~l!Iiif)1 aIl' 

ot.hf'f faults whirh the stuck-at. mad('1 do('s ilOt. pxplkit.ly t.ak(' lIlt.o a< ('011111 

Nevertheless, because of its computation al simplicity and since practical ('xpcri('II('(' lliI.,> 

shown that a complete stuck-at t.est also tends ta r1etf'ct a larg€' n1\llIhN of ot l1<'r ta1\ Il, 

types [WiI83! (termed "windfall" fault caverage). the fault moJeI wwd for this r(':-,('an It 

is the smgle stuck-at mode\. 

2.2 Approaches To Testing - Functional &. Structural Tests 

There are two approaches to generating test v€ctors Th{'s(' ;Hf' hasf'd 011 wllf,t.llI'f il 

functional or structural Iepresentation of the circuit is processeJ IGld8~)IIMallH91 

Functional testing usually requires in-depth knowledge of thp ('IrnlJt's o(H'r;lI.lon hut 

tends to neglect expliclt hardware detads. This approach 11\('rar< hi( allv (hp( k'i 1 !t,. 

circuit and internai circuit modules by verifying that thelr intcndf'd fllllet lonalit V alld 

interactIOn as a umt is according to specificatIOn For exampl(', fUlld,JOllal t('"tmg <I('IPf­

mines if adders combine bits properly, if memories Lall be ac('('<;<;ed and If AL {Is ')l'frOI III 

ail desired operatIons Functional tests are commanly develappd for deSign VPri rkilt iOIl 

Structural testing attempts to give a level of assurance that the ClTT will oJH'rntp 

correctly by ensuring that its components (gates, lines, ('te.) do Ilot font,,,in ra"It.~ 

Development of these tests requires knowledge of the operatiol1 of oIllv the hasi< (ir' lIit 

elements (e.g. logic gates and blocks such as flip flops and adders), and th1\s (fin 1)(' 

automated. 

2.3 Test Pattern Generation 

Testing a particular circuit node involves a path sensltlzat/on IHorf>SS ill 1 !tal. <il! ill""t 

test vector is generated which: 
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23 fest Pilttelll C,eneriltlon 

• stimulates the eUT lIlputs to force or control the desired node illto th!' 
known fault-free state, and 

• stimulates the eUT inputs so that the efTects of this <lssignment, ('(1,11 IH' 
propagated and observed at the circuit outputs 

Figurf' 2 1 illustrates how parts of a test vector controls and observee; a fault sitf' III 

2.1i. a s-a-O on the output of gate 2 is to be tested. The input assignment llxx rontrols 

thf' t.arget. linf' t.o a 1 (fnult fref' value) Next, ln nrdf'r to ohsf'rv(l tllf' ('ff('ct,c; of th(' 

potf'ntial fault, a path must be '3ensitized from the faulted IlIle ta the circuit outpllt 

Thus, the output of gate 3 must be a non-colltrolling value wlth respect. 1,0 th<, out.put 

AND (gate 4) This is done in figure 2.1b by the Input Vf'<tor xxOO Sin('f' th<>rp I~ 

no ronflict betwf'en the veclors required to control and observe the fault, , the final tPHt 

vector is 1100. 

1_L.--; 
X __ -; 

X_"---I 

0 __ -1 

(i) - control 

(li) 0 bserve 

Figure 2.1 Operation of a Test Vector 

GenE'rating a test vector for a given fault belongs to a class of problf'ms known as "NP 

complete". This means that the complexity of the task may increase exponentially wit.h 

the size of the input (in this case the number of circuit tines) under consideration 1 Nil801 

1 
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2 3 Test P~tterl1 GcnCr<ltifln 

As a result, heuristics (see references of section 2.3.1) are designcd whirh au'<'lIlpt ln 

reduce the amount on computatlOnal overhead encountered in d{', doping t.est. s('\s. 

There are 2 approaches to generating a det.erminist.ir t,('st Sf't.: 

• Aigorithmic test pat.tern generat.ion 

• Randorn pattern based test pattem gener ation 

2.3.1 Aigorithmic Test Pattern Generation (ATPG) 

For each potentially detectable [ault ln a circuit, ATPG touls attelllpt. to armlvt i­

cally design a test vector by implern{'ntmg a path sensitization proc('ss Tlm id!':! 

has existed for roughly 2 decades now and onglBat.ed wlth th(' T>-algonthlll [Hot/i'il 

Sorne improved rnethods developed through the years include IS('16~](bool('an diflf'l­

ence), [Goe81](PODEM), [Fuj83](FAN), [Akeï6], [Sch88](SOCRATES) allô most f('­

cently [Cox90)(CAMP) 

2.3.2 Random Pattern Based Test Pattern Generation 

The premise here is that a sufficiently large number of pseudorandomlv generat.t'd t.f'~t 

vectors can detect most, if not aIl, faults. The typical result of this trial and CIror 

approach is shown graphically in figure 2.2. 

10ù:C Pattern Resistant 
ï----------------------

f ~L----------------------

~( 
No. of Patterns 

Figure 2.2 Progression of Coverage with Pseudorandolll P"Uern5 
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2 3 Test Pattern Generation 

ft is cornrnon that. a large portion of the detectable faults are covf>ff'd within tl rf'lnt.ivf'lv 

srnall Hurnbf'r of input vf'dors, resulting in a large positive slopf' tn thf' progression or 

(()verage graph IIuwever, there exists a group of laults. dassified as "patlprll lesistallt" 

whi( h. ir df'j,ertable, may reqHlre tf'st If'ngths orders or magnitllde largf'r t.hall t,Il(' siz!' 

of a df'terrnillistic tf'St. set The fiattened tail reglOll of the COVf'rage graph (orrespolld" 

1,0 the 1f'ldtive tpst lengths aftel whidl pattern resistant faults dIe def,p( f,pd. 

Tllf're are a ff'W reasons why a partlCular fault, mlght he patterrt If>si"t.ant ITl)tRRI. 

• Redundancy - the fault is not. detectable 

• Recomelgent fanout - there is a possibility of ranrelIat.ion of fault l'fTp( t,s 

• High fan~In - introrluced r:orrelatlOn tends to tnhlhlt. propagation 

• Test vedor quality - e.g the generated dist.ribution of 1 and 0 assignment.s 
on the eUT Inputs IS in conflin \VIth what IS requlred to control/ohservp 
many faults, or there eXlsts rorrelr\tion hf'twf'en <;\H'('eSSIVP pattprns or hits 
and this <.ürrelatiull prohibits/l1npedes fault detedioll 

A potential remedy to the potentially up:-easonable time penalty which may be incllrrf>d 

in detecting pattern resistant faults is a joint generation scheme - pseudorandom pat­

terns are generated to detect a large group of faults after whlch ATPG lfi IIs(>(1 to det.f'rt 

th(> rest IKaw8'SI. As IS demonstrated by Hus thesls, welghted random patterns < ail IH' 

also used 1,0 dramatically mrrease the rate of coverage compared 1,0 standard uniform 

random pattern generatlon. 

One of the earhel'lt. applications of testing with a generated sequence is (ault injection 

(dlso lalleJ (ault insertion ISusï3]). This entails physlcally in;edinp; a fault. into a dis­

<.rete model of the circuit. built with 'off the shelf' components, followed bv randomlv l 

assigning a series of test stimuli. The test vectors which produce a responsf' difff'rf'llt 

than that of the known fault free cirCUIt are retamed as tests for the IlIje< t.ed lault~ 

This c1assical method is suit able for small circuits (TTL. DTL) ustng low Ie\CIs of int('­

gratlOn bill, dearly surh an approach is Impractlcal wlth today'l'l cirrult d<,nl'litif's. Thf' 

method IS mlmicked through the use of computer simulation. 

1 in the course of this text . random' or . uniformly distributed random' generation refers to pseudorandolll 
generiltion in wlllch there is an equal chance of a bit being assigned 1 or 0 

. 
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2.3.2.1 Simulation Based Random Test Pattern Generation (RTPG) 

Similar to ATPG, a structural description of the clr<. uit strudurf' IR ~ ollstrudpd III 

software, and appropTlate rnodeled faults are assoClatf'd Wlt h pi\ch (Irnlll node FOI 

each pseudorandorn veelor applied. the simulator reproduces thl' resull of 1 he faul\(·" 

and fault fref' cm'nit, and checks if any of the rnodel\"d fa\llts cHf> df'lf'dpd Tf <;0, IIH' 

uetecteu fdult may be removed from the oflginal fault !:let. and the pattprrI IS ,pletlll"d 

as a test ver tor. 

Such simulation baseu approach€s can be useJ to provide compact det.eIIll1llbt.i( 1 (·~t 

sets. This is donc in the following manner: The test vectors fOlllld IH'cuing t.hf' ('Ild 

of the process detect very specific (more pattt>rn re<;istant) faulls and Il1i1V al'io IOV'" 

many of those 'easily detectable' faults found earlier in the pro("cdurf'. Bv sirnulal.ing 

the extracted test set ln reverse order to Wllldl the vpdors werp found (llld pruI11ng f Ill' 

fault set after each veetor, the size of the test set can he red uceu by about. 2!jf~ t,o r;()''";, 

This procedure is commonly called reverse compactlOn 

The complexity of fault simulation tasks is believeu to be O(n 2 ) IlIarRil, whf'rp 71 i<; 

th\" numhf'r of cin'ult gates This is mostly (h1(> t,o thf' pXI"t,pnrp of rpconvprgpnn> wh;, h 

creates correlation between gate inputs. Sorne {'xisting sirnulatUls arp d(,~clil)('d ill 

IWai85] and [Maa871· 

2.3.2.2 Non-Simulation Based Random Pattern Test 

In order to eliminat.~ the computatiolHd over he ad of fault simulation. él '''\If1i( ;f'nt Iv I/JII Il. , 

test sequence is applieu to the eUT. lTnlikesection 2.3 2.1. althol1~h tlu' fl'st sPl, i~ III'VN 

formally designed, it is assumed that it is fontatrwr! wlthin t!r(' g('I1Natl·d 1'· ... 1, ')"tllH'11I f' 

Since fault sImulatIon is not performed, the fault co\"('rag(' of l,ll(' 1, ('::l l, 'j('(I'H'ncp ('an onl\' 

be approximated. Sometimes a <;tatlstical sampling method [SetH!;1 is ""pd 1o fl'il lilial" 

this value Here, a randomly selected sample of circuit faults if! sirnulat,f'd usin~ I.llI' 

sequence to be evaluated. The resultmg fault coverage of thle:; e:;lIbSf't IS l,spd as 'Ill 
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2 3 Test Patte'll Gene, alion 

approximation of the ovcrall coverage. 

An estimate of the required test length, N, can be found using t.he formula: 

PN(X) = II (1 - (1 - Pf(X))N) 
f~F 

(1 ) 

where, PN (X) is the given threshold probabiIity that each single fault f in the original 

fault set F is detected within a test sequence of N test vectors. Pf(X) is the detectioll 

probability of the fault f [GoI74] [Drg84] [Jai84]. This is a measur(' of t.he odd::; of 

detecting the fault I, and is dependent on the relative distribution (X) of 18 to lb 

at each bit position in the input sequence used. It has been found ISav8·t! that ouh 

thE' faults whose detectlOn prouaullttles are roughly wlthin a factor of ~ of t.h(' lowpst, 

detection probabIltty withm the fault set. affect the test length estunate. 

At, t.he begining of tll\s chapter it was mentionpd that sequent ial circuits can hE' tpfII­

porarily converted into combinational structures. This idea of altering the structurE' of 

t.hE' eUT to E'ase testing tasks is elaborated upon in the following chapt,pf. 

t t 
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Chapter 3 Design for Testability 

Il was seen in Chapter 2 that testing for a drcuit fault tl('pends OTI thf' a"ilily 1.0 l'onlrol 

and observe a fault site The test circ uit used to df'Jllonstratf' t.hf> idf'a (flg1lfE' :2 1) \\ as 

a raidy simple and sm ail structure If however. the block was f'mbpddf'd III ri. 11\1« h 

larg('r ccII with a smaller pin to gat(' ratio, thf' ahility 10 afff'rt. tlH' fanl! "il.(' lllily hl' 

impaired As a result, testabllity analysis programs [Golï4] [BI!;~R41I.1niR·'1 havp I!pI'" 

developed to provide approximate m('asures of the conlrollahilil v alld oh"prvahilil \! or 

ealh node witllln a rir(\lIt. '.VllIle thesf' meaSU[f>S arp 1101. suffi( 1('111. 10 1I1(11! fi ,,- v. h.-l.h"1 

or Ilut a speclfic fault is detected, the information can be IIs('d tu lo( cll(' " .',('( tinll 01 

the eUT which is potentially difficult to test [Agr82j. With tllIS data. t.ht> \ in IIi 1. ( dll 

be modified to enhanle its ove rail testability. A Iso. slnce the.w algorrt h IIlS itrf' 1('<,,, 

computation intensive than those designed to generat.e deternllnistic t.est vedors. t.I ... 

data is available rclatlve\y quickly during the design proccss. 

The concept of altf'ring the CIrcuit structure to simplify the test rnoc('SS p"spnt ially hrin~" 

the t.est process dir('ctly into the deSign enviroIlIllenl. Ac; SUI h .. 111 flvPr-~,()will~ kllf)wl­

('<.Ige base of deSIgn m('thods callf'd, DeSign for Testablltty (DFT) IWiIH:q 1<' ((1II"t.l1111\ 

being cornpile<.I. There are two DFT categories ad-ho( and .,lru( tIHP.). EXdlllplpo., ,,1 

ea( h of these design approaches are given next. 

3.1 Ad-Hoc Approaches 

Ad-hoc DFT methods are usually deviee-specifie and not intendf'd to solv(> a gf>lH'ra 1 
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3 2 Strtlcttlred Approachf'~ 

test problem. Two common strategies are logie partitioning and test point insertion. 

3.1.1 Partitioning 

Sin('E' the computation time for test pattern generation and evaluatioll if! proportional 1,0 

the number of gates squared for combinational circuits and cubed for sequential circuits 

[Set851, il. divide and conquer approach is taken to hclp reduce the test gcncration effort,. 

Essentially the entlre structure is subdivlded into separate circuit blo(ks during t!\(, test 

mode Depending on the interdependence between subcircuits. partitioned regions can 

be te"lted in parai lE'I thus derreasing the overall test time 

Modular or regularly design, Icells with natural partitions are more applopriate for tllIS 

strategy than are unstructured circuits designs. For instance. sor:1e designers E'xploit. fJH' 

natural inter-- module Isolatlon/communicat.ion of hus-based architcct,ulf'S t,o part.it.ioll 

a circuit during test mode_ However. with such an approach isolating bus ratlures tends 

to be a cumbersome process [How89) 

3.1.2 Test P'Oint Insertion 

As mentioned previously. regions of the eUT which are difficult to access can be idenli­

fif>d. The controllability ancl observaLility of these sections can bfl physically enhancflrJ 

hy inserl,ing ac('essible test pomt.s which, during test mode, m<ly ad <lS (il( \lit. illputs, 

circuit outputs or both. A trivial example is to replace a circuit no de by a Aip-Oop 

fonlwcted in a scan-chain (see ~ed. 3.2). Selection of optimal imwrtion sites r('mains <III 

open problem. Some results are ùiscussed in [rIay74)[IJayï3)[lyt'R9] 

3.2 Structured Approaches 

Th(' int.ention of structurcd DFT is to introduce a design methodology 1.0 solve a gClleral 

test problem. These techmques are usually geared for automat.ed design. 

Scan Design i3 probably the most popular structured DFT practice. It is baseel 011 

providing access to circuit latches. There are several variations of the scheme, differing 

13 



12 Stluctllled Applo.lthl'~ 

in latch, clocking and control designs imposed bv in-house systel11 design Illies 1 \\ïllli 

[Ste77] [Eic78] [And80] [Nad88] [Fun89], but the underlying principle mnrallv rt'mnin:-; 

the same. 

3.2.1 Full Scan Design 

The intention of full scan desip,n methodology is to test a complf'x ~)('q\lf'IIt.ial (in 'lit 

by verifying that its structural build-up is sound2. ln principle, for t.f'~ti,,~ p\lrt)():-;t'~. ,1 

sequential circuit is transfol med into a combinational hlo( k, thu~ ('xi~t,illg (Olllbill.d,ioll," 

test generation techniques can be employed. Snch an npproach if) "Hra< tiv(' h(>C<ltls(' (If 

the relative ease in generating tests for combinational as opposed to sequential ('in \lits 

[Set8S]. 

SCAN 
IN 

ppo. PPIt PPq. 

eUT 

PPr. PPOa pp 

SCAN~ __ ~~ ________ ~ __________ +-__ ___ 

Figure 3.1 Full-Scan Design Concept 

pp~ PPIa 

The basic full scan design concept is logically shown In figure :L 13. Each RVRtem lut.( h, 

shown here as a D type flip-flop (V-FF), is modlfied to a(('f'pt. TTlllltiplf'xf'd input 

one from the output of the previous scan cell. and the other trom Ul(' circuit. nod" 

previously assoctated wlth the original latch Input. An extra control 11n(' (SCAN) is 

needed to globally rf'gulate the input selectIOn of the multlplexen; Th(, n'suit. iH HJ!' 

2 A limited amount of fUllctional vectors are also dOlle for design verification and timing analysis 

3 A good catalogue of techniques is contained in !McC85bl !Wil831 and !Fun891 
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3 2 Strllctllrcd Approachcs 

creation of accessible pseudo-primary input nodes (PPIt - previously the latch out.pllt,) 

and pseudo-primary output nodes (PPO! - previously the latch input), and the provision 

of at Icast two modes of operation - normal and scan. 

As 1 he narne IInplies, in normal mode the Hip-l1ops (and thus the systelIl) perforl1ls wil,h 

the intended functionality and the test circuitry is yirtually trilmparellt to the eUT. (II 

scan rnoof', each scan cell accept.s input from the 01ltput of a prpdcc('ssor scan ('ell "lins 

collectlvely jOlIling to form a large shift register structure or scan-cham. 

f)lIring t,h(> t,pst. pro('pdur(l, for eael! test v('ctor, th(l system is first, "I"c('d inl.o scan 

mode and, aside from the hits which map to primary mputs, the input. Vp( tor is seri<l\lv 

shiftetl into the scan-chain. The eUT then returns to normal mode for 1 cycle 50 thaf. 

t.hp circuit.'s respOllse 10 titis E'xcitatioll can be lo:'.ded into the sran-( !tain Firwlly I.h(' 

system is again plaeed into scan mode and 1 he test ddta containE'd in the chain 18 shiftE'd 

out to be analysed. while another test vectol' is sirnult.aneously shifted in. 

Thp ppna It.y for reci uc mg t he effort nped€'d for test genera t 1011 i~. a Il Hl<' r e"S(3 in" rf1(l, 

higher power consumption and possible operating specd degradation if test hardwarp is 

incllldpd in fi. critieal path. Also, sin('c test vectors are serially shifted int.o t.h(' chain, t.h\' 

tirnt> nE'eded to apply tht> test IS proportlonal to the size of the scan-challl IIsec!. A partiftl 

solution is to introduce sorne parallelism by pal titio"ing the scan-chain. Realistically, 

t,he number of these flcgments is limited by tradeoffs involving factors sllch ilS t,€'st. timf', 

area oVNhead and the pin limitations of both the external t~ster ônd dllp [Uas89] 

Sorne of the drawbacks of full 3can design can be reduced hy using a parI lai scall design 

[Pra88j [Ch(89) In thls scherne, only a subset of thp system lill,ches ,HP configÜït'd mIn 

a scan-chain. However, in such a system. the more dimcult problel'lS of seqllentÎal test. 

generation and s<>\('ction of optimal candidate scan ('ells must h(l ('oTlsidefPd 

Desplte the IIlherent dlsadvantages, many COlllpanieS clauD that the pot entlal Simplifi­

cation of the test pattern generation process justifies the use of full scan design [WiI811. 
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3 2 Strllctllrcd Appr(lilrlll'~ 

3.2.2 Boundary Scan 

A board-level extension of chip-level full scan design is boundary scan IGlo8RI Illas8~1 

[Par89]. In this technique the signais at the chip p('fipherief! f«ln }H' fOntroll('d «lnd 

observed via scan cells associated with eaeh of thE' primarv input and output. pin~ 

Boundary scan promises many advantages, such as enhanced board-ll'v<'1 tliagnosiH, IlIOt'(' 

st.andardized tests, and rf'duced test access prohlems, espf'cially lor ITHïrClIlt. t.I'Ht.ill~ 

As an alternative to the limitations imposed by the (lhysical (lioUeS used in "1H'd-o(­

nails" testing, boundary scan offers more reliable Isolation of cÎrfuit. nOcl('H nlld ('lilllillilks 

the overdnving 01 internaI lines. The gain is dramatic with high den~it'y :'lingl(' or dllnl 

sided surface mount boards 1 Par89]. 

Anot.her strud\lff'd DFT technique is to inr\ude t.est pattem gf'IlNôt.l!lI1 and t.f'st. If'­

sponse evaluation circuit ...,to the chip or board under test. This is disLussed in t.\lf' 

next chapter. For further in.",.mation on DFT spe [Wil83]. 
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Chapter 4 Practical Issues in Testing 

AR discussed in chapter 2, much work has been cOJlducteo on off-lin(l g(ln~rfltion flnfl 

verification of test sets and sequences. The second part of the test process, as defined 

in chapter l, is to devise a mechanism to physically apply the t.est V(lctors to thf' enT 

<lIlO an<llysf' the respom;{' 

The goal is to be able to detect ail modeled faults. Howevcr, becau,:~ Gr possible rf'­

dundancies within the CUT, the total Humber of detectable f~ults mal' Ilot be kllOWII 

(identifying redundancies is an NP-complete problerr::.) unless a large amount of prepro­

c('ssing is done. So, the chorce of a testing st fdtegy may be based on a tradeoff of man\, 

inter-related varIables mcluding . 

• a pre-defined target level of fault coverage 

• proùuction qùotas 

• time needed to }JoSrfGlll1 the test 

• on-chip area overhead introduced by DFT 

• the effort required to implement DFT circuitry and perform t.hf> t,(lF;t, 

• test equipment and circuit maintenance costs 

Of course, nC! test scheme is universally adaptable because of the unpredictable ad­

vances in design t<,chnology and fnult modehng However, enrrent market. orlf'nf,0d 

dynamics should be accommodated. For exampk, wlth the (urrent populallty of Rfafl 

circuits, there will be a nced for test strategies geared towards very dense circuits with 

t.housands of serIally accE>ssed scan mputs/outputs [Bas89] Chapter 6 proposes a !.('st. 

generation/ application procedure for such circuits. 
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4 1 Tc~t P "tteln Appllr ('Itlnn 

As a precursor to this, in the rest of this chapter, some common lllcthods \ISf'd lor l "..,t 

pattern application are outlined, followed by a short ùiscussion of ho\\' the corr(,spolldill~ 

eUT response is analysed and evaluated. An introduction to Olt-< 11Ip 1 f'sting is alslI 

presented. 

4.1 Test Pattern Application 

Test quality and test application effort have a notable impact 011 the cosl 01 t<'stillJ,!; "" 

integrated circuit. Most schemes can be categorized as: 

• stored pattern testing, or 

• harùware pattern generation 

Ad-hoc store and generate and programmed schemes are sometimes added t.o the IIst. hlll, 

may be consldereù as extensions of the two approaches Iisted ab ove. 

4.1.1 Stored Pattern Testing 

Stored pattern testing involves the appHcation of specifie determillistj(' f,f'st vf'rtors, l'lU Il 

of whic:h provides an incremental level of coverage. Applying t.1!f>se v('( t.ors f'xt.('fllallv 

may require large storage capability and expensive test equipment. pl j( pd OH tilt-' ()IIIN 

of millions of dollars The t.echnIque is straighl,forwrHd and sllit.ahlf' for lIlany (1111('111 

testing needs. However, the specificatIons of a test unit are &tati(. so uppPr lilJlit.~ ill" 

physically imposed on such variables as test frequency. the llumber of availabl" 1/0 

channels, and th{' size of input (pin) huffers On th{' ot.hf'r hand. df'vi,(' ,haradNisli,o., 

evolv't" in accordance with design and fabrr<"ation technolog'y arhalll f'<,. "Iltl !!suall" IP'-l,,1t 

in potentially higher operating speed:'J. higher pin counts and the IH'f'd fOI progH'ssiv"h 

larger test sets. This conftict ultimately irnplies cost,\y test f'qUipllIf'lIt. Ilpgrad,'~ or 

replacement. It is qllestionable then, if long term testing is econornicall y feasiblf' wil Ir 

a standard stored pattern approach [Bas89]. 
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4 1 Test Pattern ApplicatIon 

4.1.2 Hardware Pattern Generation 

ln ordt>r to reduce the functional and memory requirements of the external tester re­

quired, relatively simple circuits. based on linear feedback shift registers (LFSRs) ICo1671 

[BarR71 or c('lllllar aut.omata (CA) [JIorS91, can he used to pseudorandomlv generat,(' tl'st 

sequences. In the most straightforward easC'. veetols are generated sueh that there is an 

cqual probabillty of a,.e;signing a l Of 0 to a eUT input. As mcntioncd in s('dion :!.:~ 2, il 

is int('nd('d that aftf'f a large numl)('f of these random vcctors, a slIHki('nl Iy high II"\,pl 01 

tault eoverage ean be aehlevcd. li nfortunately, expenence !tas shown (c.g. test lengths 

fOf C2670 and C75f>2 [ISC85j) that wlth eurrent Clretut densitles. a llIunbcr of tl1<'s(, t,l"st, 

vectors orders of magnitude \11 f'xcess of the maximum test length p('rrIlltted lIlay J,p 

needed to attain this goal. l\Iorcover a relatlvely small number of ÎlIlI ial "cctors royer 

a large port;on of the dctectable smglf' stuck-at faults leavillg thl' maJonty of thf' t('st 

sequence to be wasted II1 an attempt ta detect random pattern resistant faults. 

A possible altel native IS to use a Joint test strategy - apply a rea50l1able J;:>ngth of 

randolll test patterns and supplement this with stored pattern testing. lIowever. it ha.,> 

been found that in many cases, the size of the stored test set needed lIears 70% of t!l(, 

full deterministlc set [Bas89! Thus, this approach does not address t.he problem of 

Iimited storage. 

Another possibility i~ the use of a store and generate approach (e g. [Agar81! [ALoR:JI 

[Bar8fil [FE'd86! !Eic87! [Ude88! [brg89!) where, relativf' 1.0 thf' Rize of CI dflt,f'frniniRt.i< 

t.pst set, a small number control words are tlsed in ronjunrtion \"it.h n rnnd(Jrn (lntt.NIl 

generator 1.0 produce a test sequence. Programmed testing ie; v('!. arlol hN f'X!'PIIRioll 

wl\('rphy funrtional test. programs cont.ained in a ROM gen<'fat.f' t.hl' rf'f1l1irpd t,I'~'''' Rd 

This is (ommon for mÎcroprorf'ssor haspd chips and syst.PTnS [fJrflR41IT\llhR~1 

ExhaustIve testing uses a counter, LFSR or CA to apply a full functlOl1C11 t,<,st set ( i.e. 2'" 

distmct patterns where n IS the number of cirCUIt inputs). This approaeh is gllaranteed 

to deteet ail combtnational fault, but sinee the test length increases cxponcntially wit.h 

the number of CUT Inputs, this type of test procedure may not be economical for 
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4 1 r est P.lttClIl Applt, .ltlOIl 

circuits with with as few as 25 inputs. Titus partitioning cali Iw ~1I\"I(lv,",d 1,0 pseudo 

exhaustively [McC84] [Ude88] test the CUT as a set of srnal\cr subdn \Iit.s. ln ~'(( It 

approaches. care is must be taken to minimise the sizable amount of cont.rol IH,(,"t'd 1o! 

in-circuit partitioning. 

There also (>xists a sm ail group of regularly structured drnlltl', who",", hlJl('tiollal!l\ 

permits the ad-hoc design of very simple dedieated pattern generalors Parit\' 1 r"I' 

testing [IIon8i] is an example. However, sueh solutions are, by far, t.hf' f'xrf'pt.iol1 rai IH'r 

titan the rule. 

As wIll be shown in Chapter 5, generating test patterns in which t.herf' i~ ct 1I01l-lIllIfoll11 

distribution of 1 's to O's can result in generated test len~ths which ure a small rI n,­

tion of those otherwise neecled for uniform ranclom pattern generation. On(' drawh,lf k 

of most existtng sueh weighted generatlOn hard",are IS thut wlllie IlIlIrh c;JtIlplf'r t.ltan 

stored pattern testing, these generators are much more complicaled !'hun th('lr '"11-
form random counterparts. However, chapter 6 descflbes a wCIghtcd gf'llf'rn I,lon sc hf'lllf' 

which balances hardware complexity and test length al. lhe exp(>l1se 01 <lll il( (('"Ld/I,' 

area penalty. 

The root generator of many pattern gelleration schcmes is a uniforlll random pat t('r" 

generator orteIl implemented using an LSFR or CA. The next !.wo s\Jl)Redioll~ illt.rodll( l' 

these structures. 

4.1.3 Linear Feedback Shift Registers 

A Iinear feedback shift register is a fimte state machine eomprtl'ied nt il unidrrprtion,,1 

chain of D-FF (um!. delays) and XOR gates (modulo 2 add{,T'i). A I"piral LFSH \\'111t 

XOR elements posltioned bet,ween selected memory stag(>s, IS "howTl If! ligllTf' ,1 1 

Such an LFSR generates a cyelie binary sequence by pNrormin~ il linf',H I.rn f1~ .. .rorlll,JI inll 

- poly nomial division - on its input sequence (for mOle informat.ion ~ee 1 l'et.ï2I1ndl ~ïl) 

In implementing polynomial division, the feedback taps of ail n IJi" LFSR defiIlI' t.l1f' 

}O 
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4 1 Test Pattern Application 

Figure 4.1 LFSRl - polynomial divider - Characteristic Poly r 4 + r 3 + 1 

divisor or "c haracteristlc polynomial"', and the input sequence (input polynolIllal) 1" 

the dividend. The n bit contents ( or signature) of the unit after the last input bit has 

entered is the remainder polynomial and the sequence shifted out during thp pro('Pss 1" 

the quotien t 

A second LFSR structure is shown in figure 4.2. Here, a single xon structure. posi­

tioned at the inpu t of the first memory element of the LFSR, combines the preVIOIlS 

stat<,s of sClected LFSR stages. 

Both figure 4.1 and figure 4.2 share the same characteristic polynomial. (r4 + T 3 + 1) 

and in terms of analysis, there exists a one to one mapping betwef'n t.he two LF~H 

forms. LFSRI is a true polynomial divider, and while both it and LFSR2 yield 1.11(' 

sarne quot.ient. st.ream, I,heir respective signatures may differ. 

OUT 

Figure 4.2 lFSR2 - Characteristic Poly x4 + x 3 + 1 

An LFSR is said to be autonomous if there is no external input stream. For an 11-sf,agp 

autonomous structure, the number of unique states cycled t.hrough is def,('rmined hv t,Il<' 

positions of the feedback taps. 

If t.he characteristic polynomIal IS prlmitive4 , the numher of UnIque internaI stélt,('S rp-

4 A partial list of primitive polynomials can be found in IBar871 
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peatedly cycled through is equal to 2n - 1 5 In such a case thE' LFSR if; said tn Ill' ,,1 

ma.xlmal length. 

A property of maximal length LFSRs is that the distribution of out,put. hit.s g(,(H'ral.,'d 

is unifoImly biased to 0.5 (the ratio of 15 to Os uCluflin~ at edlh llle Illu 1 V f.)()~it.ioll 0'''' 

2"-1 
the maximal sequence is 2n - 1-1)' This property and their Iclat.ivdv UIICOlllpli( ,11.('.1 

structure, make LFSRs an attractIve base for pseuùorandom nlllllh('r g(,TlNatorf, 

4.1.4 Cellular Automata 

Another sequential structure which exhibits pseudoranùom (uniforlllly distriLut(·d) g('I1-

erating traits is the cellular automaton. The unit is a series of Aip-Hop::; Wh('f(l I.h(' 

communication is restricted to nearest neighbours. The structllre and rOllllllllJlIr,,1 jOli 

of each block is defined by a set of linear "rules" [Wo183J which dcliTlP t II(' blo( k 's IH'­

havior. Two common examples are blocks constructeù rule 90 and rule lSO. (ther!' arp 

256 possible rules). They are shown below where .'lIt) IS the valut" of posII,IOll/st nt.!' 1 .11 

time interval t: 

Rule 90: s[t + l]t = s[t]t_l ft) sltlt+l 

Rule 150. s[t + lIt = S[t]t-l tB S(tJt+l tB 8[tl! 

A hybrid CA is one which is constructed using more than rule. 

(12) 

(13) 

[Glo88] [Hor88] [Ser88] have claimed that CA based generators POSSN,S superior rall­

domness properties than LFSRs. In fact, [Ser88J establishes ail Isornorphlsm IwIWI-'f'1I 

the two structures which tends to ease analysis since much theory has alreaùy IH'PIl 

developed for LFSRs. 

4.2 Test Response Evaluation 

There are many ways to analyze test responses. Conceptuallv, the silll"le~t. I)r t.1)(>~e b 1,1) 

externally compare the circuit output with the corresponding ralllt, fr('(l n'::;IHHlSf' fOll"d 

5 The ail zero state is excluded since it forms its OWI1 cyde 



42 Test Respol1sE' Eval""tlOll 

through simulation As described in [Davi6], eUT operation may also be (()lIlpared f () 

that of a fault-free reference unit. 

If test response evaluation is to be done on-c1lÏp or on-board. or if it is desircd to rcdllu'. 

by ordcrs of magnituce, the amount of data transfer b<,t,ween the eUT and t.h<' t,('"f. h(,flel. 

Jata tornpaction tec'wiqllcs are employed. Compact ion involves operating 011 the output 

data stream Ilsing sorne function which either performs a transformation or <'xtrarts 

sornf' rJuaht.ativf' feat,ure of the output data, or bot.h The most populnr compndioll 

scheme is signature analysis [Fro7ij IKoe79j IDav80j in which an LFSR or CA perfolIIls 

a polynomial division-like operation on the output stream. In this t.ransformat.ion, fi" 
possible mput. bIt. streams arf' mapped evenly outo the 2" - 1 possd,lf' sIg 'tat.\I rps nI 

an n-bit signature analyzer. It follows that the number of k-bit input streams which 

produce the same signature IS : 

(15) 

This raises an important pomt: since compaction is a reduction of mformatioll, thNf> 

is an implied probability that useful knowleùge is lost6 111 the case of <;Ignat.ure élllal­

ysis using an n-bit sIgnature analyz('r, for every given fault-fr(lp signat1lre. thf'f(' :)r<, 

pot.entially 21.::- n - 1 wrong bit sequences which eould prOdIH'(l the samf' result Thp 

phenomenon where an incorrect bit sequence yields the fault-rree signature is call('d 

aliasing. Tt has been found that as the length of the input sequence l.enùR to infinit.y, an 

n-hit LFSR or CA alias with probability 2- n [WiI86] [Iva88], 

TYPlcally LFSR based signature analysers accept sertal data. The extension for mult.iplP 

output circuits is a multi-input signature register (MISR) which shown in ligure ,1.:3 lor 

a rharacteristic polynomial of x 4 + x3 + 1. 

Other compaction techniques involve recognizing certain attrihut.es of t hf' rircuit.'s 0111.-

pHt, dat.a st.rf'am, sueh as parit.y [CarRZ], t.he ratIO of l 's ront,<l\llfld III f hp st,rp<lm ;111.1 

its extension 1,0 exhaustive testing (syndrome testing)[Sav80]. and the Humber or f fHIl­

sitions occurring IHayi6]. Good overviews of various compact ion techniques ar(' givPII 

6 compaction shollld not be confused wlth 'compression' in which ail information is recoverable 
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43 Built-In Sclf- T('~I 

OUT 

eUT OUTPUTS 

Figure 4.3 MISR - x 4 + .7: 3 + 1 

in [Bar87] and IKar85]. 

4.3 Built-In Self-Test 

ln Uuilt-In Self-Test (UIST), test generation and response evaluation harJwarp ,tre 111-

cluded on-chip so that In-Circuit tests can be performcd with Illinimal Ilf\(\d of pxt.(\rrlal 

test eq\llpment, If any. The standard BIST set-up IS shown In figurf' 4,4 {lnder normnl 

operating conditions, the aùditlor..al test circuitry is transparent t.o th(' lunctioIJality 01 

the device. 

SYSTEM 
INPUTS 

eUT 
SYSTEM 

OUTPUTS 

OUTPUT 
COMPACTION 
BLOCK 

PASS/FAlL 
}----+ 

Figure 4.4 Standard 81ST Scheme 
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4 ~ Bmlt-m Self- T r~t 

Ouring test mode, input stimuli are accepted from the test pattern generatloll blo< k 

(TPG) and the CUT's output responses prepared for analvsis in the output compactioll 

hlork (OCB) The most popular compadion technIque for BIST 15 5lgnatllrf' analysis 

At the E'no of thf' test "eSSlon, the final signature(s) is/are compared with il r('ff'rf'IH(> 

valllf'(s) and a result flag is signaled. This type of process typically gives a glohal 

passl fail rliagnosis (if rle"irerl [Alt89) slIggests IIlclU'310n ('If morf' rE'finf'd f;11I1t. lorfll iOIl 

ff'al ures). 

The reason for purcuing a self-test option is ultimately to reduce test costs, and thel f' 

are, indeed, many potential advantages offered bv such a strategy. For cxample : 

• Less costly external test equipment. is needed. thus the ~ssociated rapit,nl 
rost is redtlfpo. 

• Placing the applicatIon and verificatIon clrcuitrv witlull the eUT ea::,t'~ 

the test acccss problem. 

• Less dep('ndcncy on physical leads InCfCaSes the ('fficiency of t.est.ing at. 

other levels of packagmg (e g. probe tests and board tests) [Bar87) [Par841 

• Shortf'f test times ar~ possIble since som(=' tests can he run af. circuit sJH'(ld" 
[Kra87]. 

• Potentially lower (test) run-time costs because of possible circuit parti­
tioning 

• Increased portability of testing (esp('cially in-field test) allowing, IOWN 

long t.erm maintenance costs (e.g user-initiated tests for microprorf's~;ors 

[Kub83j) 

lIowever, sorne of the obvlOUS hurdles which thwart the acceptance of BIST are' 

• The extra area needed to implement the test drcuitry rf'dlH fIS df'vÎ<'f' yif'ld. 

• There is a potenttal performance degradation if t.est. Clr('tllts are indl1d('o 
in a cfitlCal delay path. 

• As with externaJ p:-,elldorandom testing, excessive ~el1erat,pd test 1f'llgth~ 

impîy large tlmc penalties. 

• Common rallit diagnosis t€'chniques may be unattractive because, for px­
amplf', ('onst.rlldmg fall't dictionari€'s for cj,cuit.s wit.h fOllIpadion is l'X­

pensive [Ait891. 

• There IS a general lack of knowledge and design techniques to solve t.he 
above problerns. 

l5 
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4 1 Blliit-in !:>clt- 11'<;' 

Proponents of 31ST daim that the long term benefit<; offered Il\' thi" Ifl<;1 opIum LlI 

outweigh the drawbacks - ln sOIlle cases even if the area 0\ erhead is ,10"0 ITol8Xl FIII­

thermore self-test method0logies may he the on Iy <;ohl t IOn 10 ft,,,t ,\('(f'<;S prohl(,nl" wh id, 

arise from ever shrlllklllg dup and board-Ievel p<l( kagillg tp( hllologit,o..; 11',lr~ql Fil 1 .. 

good introduction to BIST see l!\lcC8Saj [MeeR:;hj [Uar8ij 

Since this thesis presents an on-chip test pattern generation technique. the next S('( "ion 

introduces two pattern gC'lerators used for BIST. 

4.3.1 Sorne BIST Test Pattern Generation Methods 

The TPG is usually implemented as a variation of SImple randolll pat,tNn genNal,lIlg 

structures, such as LFSRs or CAs, configured to generate a maximum lellgth Sf'q\l\'I1( f' 

Sometimes, for example in the microcoded BIST of microproccmiors. IIH'III0n i:o; Ill< IlId.'d 

into the TPG Whether or not memory IS induded depends, however. on 'hf> amollnt. 01 

implementation overhead which can be tolerated. 

One of the milestone structures proposed for I3IST is a muitifllll(t ion ,,111ft rpgi"tPr ("II"d 

a "built-in logic blo~k observer" (BILBO) IKonï9] The BILBO. and It,s (plllliar all!,o",,,­

t,on counterpart, CALBO (cellular alltomaton logic blo(k ohsprvpr IHlIrHRI), fClnl1tfltf' 

partit.ioning the CUT into separate blocks for testing In a palti( uhn I,pst ~p'isi()ll. 1 h,' 

unit acts as either a TPG or a signature analyzcr (SA). Figurr '1.5a I~ il t.vpiral Bl:--iT 

set-up using a 31L80. Circuit ûlocks A and 3 are t.ested III f.pparate tp"t, "f'''~I(jIl'''' 

in the first, the BILBO acts as a compader for ~irLllit A, amI ill !'11~' St'( olld il. ;1( l'i d.'. 

a pseudorandorn TPG fOl B. In this case, since sf'parat.e blo( b shalf' ,\)(' nIUH> 101 

different purposes. the blocks A and B cannot be tested in parClllpl 

In order to redlKe the test time and hardwarp ovprh(',HI !n('1lrrpr! W~lf'n Irnplpnlf'llt 1I1~ 

a BILBO, sorne authors (e.g. [Kra8ïJ[Kim88]) ')\.ggest th(' ml{' of .... igll.!t,,," rpglf,tl'I'i ,1" 

TPGs. Such a system can increase paralle!ism when t('stlng sflpar;\tfl hl(H b (pro\"ldf'd 

there IS no feedback between the blocks) This IS demollf>trated in l'lgIIrP -1 :Ih \\'l'h 

titis setup, circuit blocks A and B can be tested in parallel bf~( au se ea( h ill tNIII l'ri ia t f' 

}f, 
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4 3 Built-Ill Scrf-T ~sl 

Block A Block A 

Block B Block B 

1 OCB' <SA)] 

(a- Circuit Partitioning using BILBO ) (b- Parallel tcsting (lf A and H) 

Figure 4.5 BIST of Separate Circuit ~Iocks 

signature provided hy the OCil of A are used as test patterns for black D. 

Circular BIST ([Kra87]) extends the idea of using signature rcgisters for test pattern 

generation by creating a feedback shi ft register, where the eUT IS the feeùback logit, 1,0 

simultaneously generate and compact test patterns for the CUl' itsclf. Sorne attributc::; 

of thls scheme ar<:!: t('sts can be run at system speeds, the entire circuit can be tested in 

one test session, and the overhead may oe less than that for a standard BILBO SChCIIIP, 

In order to reduce the area penalty of tmplementing a full scan circular path, rPra8~1 

do('uments a method for selecting appropnate fttp-flops for a partIal scan circular Sf'If­

test path. The effects of phenomena such as fault masking shoulù be evaluated ill fi 

circular BIST scheme. 
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Chapt~r 5 Testing With Weighted Random Patterns 

Conventional uniform random pattern gcneration, attempts to cover ail fault,s wit.hin 

the eUT by generating a sequence in which there is an equal chan<.e of pach CtlT inplll '.., 

assignment being l or O. Expenmental results [Schi5\ [Sav84\ 1 LisRi\ 1 WaiRR\1 Wl1nX~1 

[Bas89], however, suggest that generating; groups of test vectors SI1< Il that l11('f(' if, a 

non-uniform dist.ribution of l 's to O's on the input lines, can result \Il tf'st lpngths OrdNf, 

of magnitude shorter than that incurred whcn using uniforrn randolll pau'('11I g('IH'1 al iOIl 

alone. In such a generation strategy, the proportion of times ,111 inpul, lillf' "f,f,'JlIH'~ ,1 

value of 1 is called the welght or bias of that line. and the lOlJ.lplete distributioll of 

biases fol' a group of eUT tnputs is called a welght set or welght d/stnIJ/lt/on Thlls. 

according to the ab ove definitions, a uniform random pattern gpnera10r p08Sf''iSPS a 

characteristic weight set in which al! pin biases are approximatply eqllal 1.0 ():, 'l'pst. 

pattern generation according to one or more non-uniform weight spts is ( allpd wpight.f'd 

random pattern (WRP) generation. 

This chapter is divided iuto t wo sections: First, sOllle of the kllOWIl ctl1401 ithlw; IIM'd 10 

determine circuit specific weight sets are described; followed by a dis( Ilssion of 80nH' or 

the current SdlelIH'S Ilseù t.o implement. WRP gelleratiull i" haldwrllP 

5.1 Sorne Aigorithms to Determine Weight Sets 

Unlike the new rnethod proposed in this thesis, sorne documentetl melhods \1<;"',) 1 fJ 



5 1 Sorne Aigorithms to Determine Weight Sl't~ 

calculate circuit specifie weight sets involve one or more of the following techniques 

t.o gather information about the circuit function or structure corrf'li'ltlon of Înt.f'fnill 

switching activity to specifie pin activity, formai ùetedion probalJilitv cakulation~. and 

(if< mt path tra<ïng. The salient features of some of these methoùs are disnlssf'd IH-'Iow 

[n sorne eartier work mtended for large-sc ale integration (LSI) proposed hy Schnurmann 

et al. [Schi5j, the relative weight of a particular input pin is adaptively assigned based on 

the relative amount of internai switchillg activity caused Ly ulllquelv exer(ising thal. "ill 

With respect tu VLSI circuits. Siavoshi [Sia88] proposes an alternate éHlaptive algorithlll 

whilh redutes the prohiLitlve amount of simulation neeùeù ill [Sdlï5] lI) evaluat.f' lIodal 

activity. Insteaù of randomly toggling single input pins. most of the lIIit ial information is 

gal.hered llsing a fUllctiona! test set which already eXI~ts for ùesigll vel i/itat iOIl pUI pO:-'f':-' 

Dy simlllatmg f>ach pattern of this srt, the amount of adiyit.y per ve,t,or is ass('ss('r! 

from observing the circuit inputs in conjunction with the corresponding output stat.f'''. 

This information is then used to develop an inItiaI w('ight set from wh wh wf'ight,ed test 

patterns are generated and simulated If any new test vectors are founù as a result 0/ 

WRP sImulatIon, the estimated weight set is iteratlvely rcfined using a ~lmIlar pro,e~~ 

A potcntial drawback of the rnethod as presented is that a functional test set. may not, 

always be a proper choiee for the prime source of informatIOn, especially if it provides 

poor fault coverage. In such cases, the initial information may be biased resulting in the 

final t,(>st sequence being geared to test only a portion of t.he circuit. 

Hecently, WunderIich [Wun8S] developed a detectlOll probabiiJty based pro,edurf> III 

determine a user specified number, k, of weight sets. This is done by modifying t.lH' 

cammon test length formula (equatioll 1) to the form shown below (equatioll 2). whkh 

accommodates for k gcnerator wcight distributions .\1'''.\'' and k fn.ult, flct.S, Ft ... P'r. 

k 

P(X) ::; TI II (1 - (1 - Pf(Xt ))Nt ) (2) 
t=lfEFt 
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5 1 Some Aigonthms to DCtClllllllC Wcight S('I <; 

where 

(3) 
t=l 

If only P is known, minimising the overall test length N 15 an NP-hard task Il\ri~,tl 

So, k is maùe a free-variable and the Ilew objective is to find a suffici(,Ilt.ly small I,'~t. 

sel. The problem is formulateù as follows: 

Given a probability P that ail faults arp detected. let k be the desiled ntllllber of ~enel .. 101 
distributions Find k partitions of the fault set 1" =', Ft Fir /, <lssotiatcd wric.hl 
distributions X =< Xl X k /~ <lnd k test lengths "NI jl;k • su ch Ih<lt the 10t .. 1 Irc;! 
length N is slIfflciently smallel than th~t of a IIllif011n randoll1 test 

The procedure for determining multiple weight sets is an extension of the work (Ont.aiIH'd 

in [Wun8ï] which solves the case of a single weight set. 

Single Weight Assumption 

For a single fault set (i.e. k=l), an optimal solution for X can be roumI by minilIlit'ing 

the objective function (OF) -

In(P(X)) ~ L -(1 - Pf(X))N ~ - L e -l' f(.'<)N (4) 

fEF fEF 

OF= Le-rfIX)N (5) 

fEF 

but this task generally requires exponential effort. 

However, since the OF can be proven to be strictly convex with respect. t.o a singlfl 

variable7, heuristically, a suitable distribution X can be found using Npwt,on IIPral '0" 
(or similar method e.g regula falsi) to minimise the OF for each pin bias T,. 

Multiple Weights 

The procedure for developing multiple weight sets involves partitioning the fault, ~1('t. 

F iuto k subsets <--: Fl ... Fk :> of possibly dilferinJl; ~ize~, ~Uth that the ~UI11 01 th,· !I 

7 Note that PI X) is really a function of m variables si l1ce the weight X is a set of input biases' f.l J'm ,whe," 

m = no CUl inputs 
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5 1 SOllle Aigorithms to Determine Welght S~t~ 

associated OFs is sufficiently small. A weight is calculated for each separal,(' rllllit 

grouping. 

Again, the problem of finding an optimal division of the fault set requil es expollelltial 

effort Inst,f'ad. a multi-stage partitioning scheme is adopted. First, a slIbset of falllt.s 

with t.he snldllest clete( tion probabIlities (see [Sav84] ) is coarsly part.it.ionpd illt.o k 

groups lIsing a first order algorithm afterwhich thp contents of thes€' k félult groups 

then refined IlSlIlg a search tree. Each remalIling fault is then assiglled to Olle or t he~w 

subsets. A complete descrIptIon of the method is contained in [WunH8]. 

ESTIMATED LENGTHS SIMULATED LENGTIIS 

NETLIST Random Weighted Weighted [Wun881 H andorn 

[Wunl5~] [Wun88] Test len. # Sets (Tultp) 

C432 1.ge3 1 1e3 494 2 IORR (jOR 102,1 

(>199 1.2e3 ] .2e3 1381 1 qGO 1216 I()OO 

C880 2.4e4 710 578 ') 21568 ()H4S qÎ()() '-' 

C 13,1),1) 2 l~'G 2 If'G S288 1 :] 1O,t 'lïH lR~,1 

C1908 r;.le·' 2.1 e'. 1074 6 10r;92 nfJRR 1:;072 

C2670 R R('6 8.1e5 47110 5 3.7('6 ,t 3('6 () 1 fl6 

C3540 8.0eS l.leS 1123:3 .t) 41.)248 ~q,tl f) ~)280 

C5315 4.0e4 1.1e4 4430 5 1920 2656 H28 

C6288 6.3e2 2.4e2 239 1 128 160 i92 

C7F;S2 3.tell Z.8eS 24037 6 ~> [d, [ (~() Idi 

Table 5.1 Comp'lrison of IWun88j Data to Random Pattern Simulation Rcsults 

Basf>o on t.he f('sults contained in [Wun88), th~ performancr of this nwt hod is diHicult 

to evaluate. SOllle of th(' data IS reproduced in tabl(' r;)8 HeH', the ('st imated uuifonll 

ranoom test length and the estlmated 'optImal' welghtf'd test length arf' shown agamst 

the number of sUllnlated wClghted patternslWun88] and three uniform random f,rst 

lengths found VIa simulatIOn (Tuhp [Maa88)) . 

8 For C7552, after weighted simulation 27 faults Were left undetected 
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5 1 Some Aigorithllls to Determille Wei~ht SrI, 

The following observations are made: 

o Compared to t.he simulatf'd ranoom te<;t, lengths, thf' f'qlliprnh.,hlp tp~t 

length estimates seem excessive. In fado in ail but two tases (('2üïO alld 

C7552) the gam of using the determincd wClght ~et<; IS nnt, slgnitirnnt 
This is possiLly because the estllllates attempt 10 givf' a (olllidt-'IHf' lt'v!'1 

that somf' largC' pcrcentagf' (eg 99%) of ail t.('~t. s('quPII('('S of this Ipllgth 
will achieve 100% coverage 

rz, The wf'ightf'd test 1f'lIgt.h f's1Îrnat('s fnr 4(CI90R, en.')!), C',WiOalld Ci:,:,·.n 
cases differ from the weighted simulation value hv at I(·ast. ail OJ(kl 01 
magnitude 

o The major advantage of using \VRP is t.o diminish 1.11(, 1('st h,tlgt.h lI('cd,'d 
to achieve a high level of fault coverage Aside !r01II C:WiO ,tIId C7!ir-,'2, 

ail of the Ise AS85 [ISC8.5j test. circuits arc full" 1 ('st.ahk III a [('latI\'('h 
short pseudorandom test If'ngth th tic; don't hf'nf'fit from t hf' C;( hNIlP 'l'hl' 
weighting algol ithrn of [YVun88j (ould be 1)('tf,t>1 eVdltt,tll'd ,f PXIH'II:IIt'llh 

were perforrned on circuIts whlch requlre much long('r ralldoll1 t.('st, IPlIgt.h~ 

Also, cont.rary ta what IS logifally expf'{'f,ed, it 18 found t.hat. wh(lrl W')Ing this m(lthocl, 'hp 

test length does NOT rnonotolllcally decrease wlth an IIlCreaSIIlJ1; Ilullllwr 01 ddpfII11lIPt! 

weight. distributions ThIS !Il Itself 18 a serr01ls failure on the' pnrt of ,!t(l aigofltllltl Th,· 

author attributf's thi::; ta the inherent. complexitv of the' problem and the approximatioll~; 

used in the applied heuflstics The method's sensltlvIt.y to ddf'dlo!l prohabilit.v ,l( ( 11-

racy and the size and contents of the initial fault list rnay be anol.!ter soUI< (' of Nlor. For 

example, If the contributIon of redundant faults 18 not negle<..ted. t.he cakulat.ed ddf'l­

tion probabilities of this c1ass of fault would corrupt mtcrrncdiate test Icngth esl.imat.l's 

and result in inaccurate weight sets anJ a pessiml~tic overall t.f'~t lellgtii l'IO;P( I.ioll 

BardeH, Savir and McAuney [Bar87] discuss a path f.racing algoflthlll fI) filld ail III,f lai 

weight. set. This is donc based on the signal probability assignment 1,0 t.h(' inputR of 

a gate, and calculated dccordmg ta the formulae v;iven below HI~re, 1), Îs tlt(> bÎa~ 01 

the inputs to the gate, Po is the output signal probabilitv. and k IS t.hf' I1l1l1lhf'f of gnt.(' 

inputs. 

The weight of a fanout stem is calculated as the mean of the signal prohabilit,y afisigll-

II 
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BLOCK Pt 

AND Po 1/ k 

OR 1 - (1 - pn)1/k 

INV. 1 - PIl 

NAND (1 _ p,,)l/k 

NOR 1 - l'}/k 

Table 5.2 Backtrace Signal Probabihty Update Formulac (BarS11 

ments at each of its branches This, however, rnay not always be t.he most. approprial fl 

compromise because the relative "importance" of each branell is not cansidered. For 

instance, due to the averagmg process, the contributIOn of a brandI bias intellded to 

COVflr a relati\'ely large nurnber of CIrcUIt faults, may be outwf'lgheo or rancf'lIf'o (t1H' 

average reverts to 0.5) by the bias(es) of one or more other branches, whose cumulative 

number of assoclated faults if! far less than that of the previous brunch A solution 

might be to rank each brandI according to the size of the sub-circuit, thus the nurnber 

of circuit faults, wlth which it is assoCiated. The bias of a stem can than be cstimat,rd 

as a weighted avclage of the biases at each of its branches. 

The weighting procedure of [Bar87] is as follows : 

For each gate in the circuit, an initial weight is assiglled to each of its n inputs according 

ta the farmulafl' 

AND,NAND: Pt = (n -1}ln (7) 

OR,NOR : Pt = lin (8) 

and the gate's contribution to the signal probability assignments al the eUT inptlt.s is 

computed by propagating back the gate's output signal assignrnent along ail possibl(' 

batktrace paths, and updating accordIIlg to the equatlolls outlined in 1 cl IJle 'i.2. 

As a result, after ail gates are processed, each C UT input will have m assigned local 

weights, where m is the number of possible gates which can be traced to that eUT 

input. The bias of a eUT input is then calculated as the average of ail assigned local 
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weights. See [Bar871 for an example of this. 

fvlultiple weight sets are found in the following manncr: Using t.h(' init.ial \ .... (,ight :wt 

cakulated above, a threshold number of w~ighted test vectors are simulal('d. 1'11(' f.lulls 

left undetected after sequenC(l are identified. ATPG is performed t.o df't<'frnm(' " t(',,1 

vector for one of t.hese remammg faults and a test weight IS (ompul.(,d accordlllJl, 10 

the form of thls new vector. That is, for each logical 1 ln th\' t,('st., <1 slllHd('ntl~' 11Igh 

signal probability (e.g. 0.9) is assigned to that mput position. Sirnilarly, mput p()sllioll~ 

corresponding to 0 values are assigned a low welght (e.g. 0 1) So, t h(' t,f'sl, \'f'dor Ix'{()() 1 

may produce the weight (0.9,0.5,0.5,0.1,0.1. 0.9). Again, simulation is performcd and 

the fault list is furtheI leduced. The ATPG-simulation based procedu\'fl H'peat,s 1.0 fintl 

other deterministic weights9 . 

An intcrmediate procedure which can be used in conjunction with the ATPG stl'P 

to find multiple welghts IS to iteratively perform the Initial signai probability ba.s('d 

weighting algorithm on progressively reduced fault sets. Thus, dcdicatcd wcights will 

be algorithmically found for faulty 'sections' of the eUT This would he bflnfllkial " 

weights defined by different subcircuits conflict, and t(lnd to 'smoot.h' parts of t.hf' finnl 

weight sel balk tü é1 near UnirOI III ranùom distl ibutioll. 

An algorithm which uses such an idea is proposed by [Lis871. Test gcneratiün syst,PIII 

ESPRIT ( Enhanced Statistical PRoduction of Test vectors) is dcsigncrl t.o IlSf' t,pst.n­

bility measures and feedback form fault simulation to dynamitallv generate lest vpdo\''' 

according to multiple weights 

In this approach, testability estimates [Brg841 are used to caklllat.e mpllt. probahilit.IP"' 

by minimising a cost function which balances CPU time anù simulal.!'d t,(~s!. II'Hg!.h 

Patterns are generated according to the assigned welght spt <lnd fault QITTllIl"t.IOIl 1" 

done until a threshold rate of fault coverage is reacheù. Using t.he rf'slllt.ing f(,duc ('d 

9 ln slIeh methods. it is always an option to store a few test patterns rather than implement a pllre wei~hted 
ra ndoll1 test strategy 
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ulldeLeded fault list, (thus for simulation pm·poses, a reduced leplesentation 01 !.IIP 

circuit.) the process rE'l'eats to find a supplemental weight, diRtrihntion This pron'dllrl' 

of determining weights and updating the fault list continues unt.il a threshold :èvpl of 

fault covpragE' is attained 

Experimentally, compared to a random pattern test length. the schel1l(" is roulld f,o 

~IKcessfully diminish the generated test length needeù to test the ISCAS85 beflchruul k 

(ir("uits[ISCRr,]. The results of [Lis87] did not., howevf'r, diseuss t,hE' Illlllllwr of wpighl. 

distributions cornputed during the procedure 

ln an algorithm patented by IBM [Eic8ï], ail possible paths from an output terminal to 

an eUT input are traced and an initial weight is ca/culated as a function of the number 

of eUT inputs [eeding the blocks along the trace-back paths. Weighted simulation i::; 

then pelformed and DTPG is used to find test vectors for any faults left undeteded 

Aùdit.ional weight sets arE' derived [rom the DTPG results. The procedure for est.imat.ing 

t.he initial weight is discussed below : 

In this algonthm, each input of a c...ircuit block ,X, shares the same weight vallH' 

The individual device blocks are limited to AND, NAND, OR and NOR primitives. 

Assumiug that identical circuitry feeds each of a block's N inputs. the probauility, P. of 

placing a non-controlling value on any block input is approximated by (no justificat.ion 

for this was given in [Eic87]): 

Pmtn = (3 - N - (N 2 - 2N + 5) 1/2)/(2 - 2N) (9) 

It follows that the ratio of occurrence of a non-controlling setting to controlling assign­

ment is 

(10) 

{·'or example, in order to minimise the generated test length needed t.o t,f'st ail ::;t\!Ck-élt. 

faults on a 4 input OR, the probability of placing a 0 on each gate input should 1)(' 

0.768. In accordance with the definition of weighted generatioll givell previously, t.hp 

bias of each input line should then be 0.232. 

35 

• 



5 1 SOllle Aigorithlll~ to 0('1('1111111(' W('i~hl Sl'I~ 

Since identical input circuitry is a rare occurrence, a compensat.ion fal tor i., int r"dll( 1'" 

hased on the number of eUT inputs which ran tH' trar('d 10 IIH' hiock Y This l', 

calculated as : 

whcre, 

( 1 t ) 

N DIT = No. of eUT inputs controlling X 

N Dly == No. of eUT inputs controlling the block l' which feeds X alollg III(' 

selccted trareback path 

N x = No. inputs to X 

Equation (lI) ran he interpreted as the ratio of non-controlling 1.0 rontrolling IIlPll' 

probability being offset by the ratio of the number of eUT IJIputs ff'edinp; t he ~(lllll f' 

block X, versus the nurnber of eUT inputs f('('ding the hlock (F) whtrh IS inpllt. 10 \ 

Each circuit block is assigned two numbers nr l and n'O, whl< h r('l>I f's('nl. 1.1)(, l ,111d Il 

weights shared by ail of the block 's input lines. These value~ cHf' illltl,tlizpd t () 1. ,111.1 

du(' to t.he different funct.ionality of the 4 block typ('s, tlH>Y arf' condit IOflally "pdat,·" 

as in table 5.3. 

BLOCK WO Wl 

AND WO T K/Wl x 

NAND ~Vlx K/WO x 

OR Kt WOx Wl x 

NOR !( t Wl r WO r 

Table 5.3 Weight Number(W1.WO) Update Calculatioll IEidl71 

Starting from each eUT output, a recUlsive backtrace is p<,rfollIled. plogl"~Hi\'('I\' "l' 

dating the ~Vls and WOs of the input blocks encotll1tered along t/w ha( kt.ran' pat."., 

The Wl(lVO) of an input block. Y. is rnodified as the larger of t!te W1(ll'O) V<lII1(' (al< 11-

lated from table 5.3, anù the Wl(~VO) already assigned ta the input. block For pX.llllph· 

if block X has a N AND as an input circuit blork, the WS for t,h(> N A ND (i f' hlo( k 
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Y)are updated as : 

WO~ = Al AX{W1 x , WOy) (12) 

( 13) 

The backtrace then continues from the NAND. When an eUT input is reached, il$ "ias 

is Îndicated by the ratio of the Hl1 and WO assigll<,d 1,0 the tille. For t'xample if IVO 

Wl then the tine is more strongly biaseù towarùs O. The reaùer is r~r(,llE'd 1.0 [Ei< Ril 

for further details. 

Note that the compensation (equation. 11) is Ilot accurate for circuit.s with fano1lt. 

and/ or l'econvergence. The loot of the problem is the assignment of identical W 1 alld 

n'O values ta each of a block's input lines. 

A 

(i) 

A 

(ii) 

Figure 5. t Failllre of IEic87) due to Fanollt 

If a particular circuit line fans-out, then it is shared by more than one subcircuit and 

hence, more than one backtrace path. It follows that the weight assignment of the fanoat. 

stem dictated by each hack trace path may he different. Figure 5.1 is an illustration ur 
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this. The fanout stem A is shared by gates 1 and 2, thus the calculated Ws for st ~'1lI .\ 

may be conflicting depending on which of the backtrace paths shown is takpn. 

Regardless of the inherent inaccuracies of the respedive w{'ight. estimat.ion prcH (,SM'~. 

the acceptable performance of weighteù test pattelll generatloll suggt'sto.; t Itdt. t hl-' w.,igltt 

set.s do not have to he optimal. In a practical sense, since t.hollsnnds of t.l-'st. p<lt.t.PrIlS ail' 

generated, the weight must simply represent enough information so t.hat ils p{'rforlllaltc \' 

is sufficiently superior ta uniform random pattern testing 

5.2 Weighted Generators 

This section outlines sorne of the known imvlementation schemes 1J5pd tu If'alizl-' W n p 

generation in hardware. Depellding on how input stimuli are rnappeù onto circuit inpllt.s. 

harùware WRP gpnerators can be diviùed into two liasses of al (hit.e( t.un'· 

• Local generators, and 

• Global generators 

5.2.1 local Generators 

lWmOK 

~~TOR --------~ CONTROL 1 

eUT 

1 
1 
1 
1 

mORT LOOIC 

Figure 5.2 Local Weighted Pattern Generation 

In local generation, weighted inputs are computed anù applied directly at. an input. !loti!' 

Hl 
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by logie associated with that node (figure 5.2). Sinee weight conversions are perforrned 

at the input sites, the hardV'/ale overhead for thls type of archItecture tends to grow (lS a 

function of the number of weighted CVT inputs required. ThIS nnplies thal the weight. 

logie assigned to each eUT input should be simple. Moreover, t.he size and complexitv 

of hardware required to lorallv generate weighted pat tel ns accordillg to multiple nOfl­

uniform welght sets may be unacceptable for implementation 

Sorne of the earltest wo-k ln external local weighted pattern gcncratioJl if; COllt,ilÎIlf'd 

in [Schï5j and rcproduccd in figure 5.3. Here, the weight at a eUT input reHcds th(' 

relative amount of switching il undergoes. This however, does :lOt ddract trom t1H' 

previous definition of weighted generation given at the begining of this chapter 

eUT 
INPUT 1 

eUT 
INPUT 2 

eUT 
INPUT 3 

Figure 5.3 Weighted Generiltor of 15ch751 

An LFSR is ust>d to stimulate t>ach input of a large decoder a IlIliform lJulllhf>r of t.inH'S 

Each generator output is driven by a "bit changer" or binarv t.rigger. which t.ogglf's 

f>ach timE' a signal is applied to it Thlls, a relative weight is assigned hy dr iviJlg " ct fT 

input's bit trigger by a bundle of (ORed) decoder outputs. For exarnple in figurf' .c; :~, 

eUT input1 is weighted to switch 100 times more than eUT input2 and about 1.:3 tinws 

more than eUT input3 and eUT input4' 
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This structure is actually a good example of how technology (hang<'::: .mpad tfl~t hnrd­

ware. The technique may have been appropriate for circuits of the mid-iO's (t h(' tl'st 

circuits in [S('h75] contamed less than su mputs) but nowadayc;, thfl ('omparatlvfllv largp 

number of circuit inputs resulting from techniques sueh as scan design, and 1.11(' as­

sociat.ed sflrtal mannflr in whleh most of these eUT mputs arfl (l('('{'sspd, r('neiNs t.his 

generation scheme infeasible. Incorporating the generator on-ehip is impradical du(' t,o 

the high degree of routmg necessary. 

5.2.2 Global Weighted Pattern Generators 

The mam <.haradenstic of global WRP generators (figure 5.4) is 1 hat weight('d hit 

streams are mapped onto the appropriate eUT mputs. Frequf'llt.ly, t.ht' act.l1al pat.t.l'rn 

generation circuit is autonomous to the (~UT and a control blot k is nepdNI lo perlortll 

the mapping An advantagfl of titis archit.e<'tur(' is t.hat. t.he control blork ran h(' (,Ofl­

structed to enable test pattern generation according ta multi~1c weight sets. ln S\I< It 

cases, however, the size of this block may make the global \VRP generator unattract.i\d' 

for full on-chip implementatioll. 

RANDON WEIGHT 
PATI'ERN LOGIC 
GENERATOR 

1 
1 
1 
1 
1 
1 eUT 1 
1 CONTROL 
1.. ___ 

Figure 5.4 Global Weighted Pattern Generation 

[Fed86) uses a memory based global WRP generator for the tf''lting of IIIÎrropro< f'HHOr-; 
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First, a feedback shift register is deslgned such that there is no correlation het,wef'll 

subsequent states. As shown in figure 5.5, the uniform output of this 11-bit FSR IR 

decoded tü non-uniformly address a store (ROM) of k instruction words, where 21
/ Hi 

greater than k Thus, complete instruction patterns (not hlts) arc weight<,d by mapping 

a deslfed Humber of FSR states to that pattern's address in the ROr-.t. The IlJ('thod is 

weil suited to off-dup functional testing but the ROM is may be too large for inclusioll 

oll-chip. 

ADDR 
FSR MAP INSTRUCTION 

STORE 
(Zn: k) 

Figure 5.5 Weighted Instruction Generator 

[Wun87] suggests a generator of Ilnequiprobable random tests or GURT. This lIlulti­
function register unit has 4 modes of operation -

• normal syst.em operation wherein each register serves as a D-flip-f1op. 

• a shift r~gist.cr 

• a signature analyser 

• a weighted generator 

Of interest to this tcxt is the last mode. 

As a weighted gcnerator, each GURT is configured to generat.e a 1 accordillg to t.hrN' 

probabilities p, 1-p and 0.5. This is done in a manner similar to combiIling the randol" 

bits containeo in distinct LFSR stages through a sm ail combinat,ional hlofk. the 01lt.pllt, 

of which is blased t.o the desired weight In. sorne cases, in ordcl 10 IltlplplIlcnt differ<'III 

w(,lghts (eg. 1/4 and 1/16) multiple GURTs are construct,ed A maJor drawna('k of this 

t{:st architecture lies in the mapping of the wClghtBd strcam(s) onto cin uit inputs. 

Since a CURT ean only generate 3 weights, illput (s('an) nodes of sirnilar hias must. 

be grouped to mimffilse l'o1lting costs and ,,-vOId repeatedly const.ructlllg c: U HTs of t.hfl 

same weight. However, welght sets are usually developed after the eUT is designed and 
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the resulting assignment of bias levels to eUT inputs ean be in anv orùer. l'ust-df'si~1l 

reordering of s('an eclls to regularize t.he weight assignrncnts iR no\. a flimpk t.aRle illld 

can (and probably will) introdt1ce a severe routing o\€rhead. Replicatil\~ (; II RTs 01 t III' 

same weight may also introduce 3.n unreasonahl{' alea penalty 

1 Eic87] describes a welght generatlOn system whlch lS mtegrated mto an f'xternal l.(,fll.,'1' 

The basic weighting circuit is shown in figure 5.6 W RP gen('rntiull is based on rOIIl­

bining (AN Ding) the randorn bits output frorn up to 5 cons('cutiv(' Rt.agf'R of a :~2-hit. 

LFSR. 

LFSR 

~l-P 

HOST 
Figure 5.6 Cascade AND Weight System 

Stream biases of .~ bit resolution are possible. The cascaded AN IJ St.rlH tllff' romp"t,f'~ 

biases of 2-1
, t=I ... 5. The output XOR is used ta logically invert the gcnf'fated f>t,f('am 

thus provide cornplernentary biases of 1 - 2- 1 for the same rang(' of 1 

In order ta reduce 1l1tf'Tflf'pend('ncteR withm tht' genpratlld h,t <;1 rf'fllTI\ fi df'IHy-shift 

rnethod of generatlon is used ta stagger the spatial rate at which bits arf' cornbiru·r\ 

For instance, if a blas of 0 5 15 required, line # 1 of the output 1TIIJX w01Jld hf' spi," !,pd 

every shift cycle. On the other hand, because a bias of 0.125 is the product of A N Ding 
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3 consecutive LFSR stages, when needed, line #3 is gated through the l\IUX only aftf'r 

every 3rd cycle. The other non-equiprobable biases are generated in a similar manncr. 

Each output channel of the external test unit has a dedicated weight circuit., the LF~H 

of which has Ilnirl'w ff'edhack taps and a uniq11e init.ial seed This is donf' 10 hf'lp f'IlSIIrf' 

that a pair of independent device inputs do not repeatedly rec~ive identical test stimuli 

The sizable amount of control IIlformation needed to select and map biases onto IIlp'" 

pins is handled by an \.!xternal host computer. 

Another global patteIIl generation system based on a "canouical wcighting circuit," is 

suggf'sted by [Drg891 and shown in figure 5 7 The weighting drcuit. i~ il lasc<ldf' of , 

multiplexers whose select Iines are determined by r distinct taps of il maximal length 

pseudoIandom source biased to 0.5. Oedicated 1.0 cach of scan in(Jut. (~J)of t.he CllT Îs 

a control word (WrWO ... Wr-- 1) which is input to the multiplexer bock and designates 

the weight of the scan cell according to : 

r 

Weight(S)) :..: 2-rW r + L2-t~'Vr-t (14) 
t=l 

In this way the unit generates pat.terns with a weight resolution accuracy of 2- r . Tlw 

reader is referred to [Brg89] fOl a detaited discussion of the weight derivation. 

The size memory control block may tend to prevent the en tire system from being inte­
grated on-chip, however, on-board implementation is possible. The memory is expectf'il 

to grow as O(knr), where : 

- k = number of weight sets 

- n = number of .jcan cells. 

Thus, chips with the order of 1000 scan inputs and 2 weight sets of precIRi<'f' 2 4, rf'quirf' 

the order of 10K bits of storage. Since test time can be traded for hanh\'are complexit,v, 

a more coarse weight set. may be chosen m order to reduce the size of thE' memory. 

The design of a new on-chlp local WRP generation mechanism is present,ed and evalu­

at,ed in the next chapter. 
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Figure 5.7 Canonical Weighting Circuit 
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Chapter 6 Weighted Random Built-In Self-Test 

This chapter examines a DIST irnplementation of a wnr generator for full 5erial ~<.all­

path (hundreds to thousands of scan cells) circuits. Previously it hafi Iwen fillggf'fit.pd 

jWun88] [Wai88]ILis8ï) that multiple weight sets can be used to minimizc the oVt'rall 

test length, however in a BIST envlronment, the high cost of implementing dlfferent 

welght distnbutlons must be conslder('d. For thls reason, t,rst pattern g('neratlon is 

performed using ollly one uniform random weight set and one Ilon-uniform wClght. l'id 

uf fairly coarse resuluLiun. Experimelltdl results will delllOJl5tl dte tltat the !Jel [Of III dll U' 

of sueh a strategy is orders of magnitude better than uniforrn random pattern t.est.illg 

alone 

TÎlf> self-test methodology involves serially "canning III a test, pattern and seéll1l1111g 

out the corresponding test response into a compaction unit. URing 811(h an approtH'h 

makes the suggested DIST solution extendible ta external testing. Experimcnts an' 

performed u.sing the slIlglf:' sluck-at fault model, however, the analysis can be appli('d 

to any fault model which does r.ot require a specifie ordering of input test patterns (c.g 

Ilon~feedback bridging faults, multiple stuck-aL etc.) 

The text is dlvidcd into two seltlons: first, an ad-hoc simulation ha:wd met.hod of 

determinillg the charalteristic weight sets is outlined; and second, a difltl iLuted WIl r 

generator is proposeù for local generation of the dually weighted S€(l"en('f'. This P;f'Il~ 

f'rator design is intended for DIST and is suitable for automated df'sign. At variolls 
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stages, performance results are given in order to help demonstrate thf' ('fff'di\'E'II('~S (II 

the procedure. 

6.1 Weight Set Estimation 

Much work has been done concerning the ofT-line development of fompact I,f'st. sl'te; 

and sequences (chapter 2), but on-chip test application schemes arc nuf' (renlll th.!t 

on-chip storage requirements of even a fraction of the test set mav be 100 lall~e 1 B"o.,~ql 

and unrealistie test lengths may be ineurred when usmg only IIl1ifoflll I,,"dom pat tPI Il 

genertion). The test pattern generation scheme discussed herf' is gearf'd for ('m( ipJlt (i" 

terms of time, storage and Implementation) test application. rt (a.1I Il!' (onsidplf'd a 

means of transforming a conventlOnal randomly generated test SNlU('llff' int.o " pair 01 

relatively short test sequences. one of which is non-urllformly wf'ight,pd Concf'pt.ualh. 

the approach is similar to thp joint randoIn pattern and stored pattem t,psting ..,c1w"ll' 

which was descrilwd prevlOusly in 'Sedion 4 1 2, exeept that in t hi" ra'if', ... t nlf>d pat tPI" 

generation is replacf'd by WRP generation The rest of tllIs sf'ction fOfllsf's on thf' t!f''ilgll 

of the non-uniform welght set. 

Unlike much of the previous work (Chapter 5), the wf1ight estimat.ioll prOf(l(IIlTf' pn'­

sented relies neither on formai sIgnai probability ca\culations nor on f'xpllcit analYC:;I<; 

of circuit structure. As mentioned in chapter .!J, in sorne methods which dep('nd 011 

such details (eg. [Bar8711Eic87]), fanout may dtredly affect the aCfurarv of tJl(' fill,,1 

wcight set. because conflict.ing \V(~ight assignmeIlts may hE' assign('d 1.0 'wpar"t,f' cil! nit 

nets which converge at the same gatf'. AIsu, if the weighting al~urithlll i~ "II( h t hat ,1 

detectability value for ('aeh potenttal fault fontnblltps to th", rf>",dt, o.,lgll<J1 prohallliit \ 

cstimates for redundant rault ,)Ites may pollute the w(llght fornpul:ltloll 

In the work at hand, the conjecture tS that su{HC\ent etreUlt lIIforrnali()n Pf'rtillflllt tll 

designing a welght set is contained in a test set, and can be extracted IIstng SlIT\1Ilatloll 

techniques. ln fact, since the weight estimation process is based on the circuit,'., ~illII 
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ulated behaviour during test mode, the circuit can be considered a funct.ional "hlack 

box" during the procedure. Because fanout and redundant faults are Ilot explititlv (Ofl­

sidered ill a funttional tin.uit repleselltation, they should not diledly \olltIibutt-' to t!\(' 

élCf1\racy of t,hf' final wf'ight set. The eXlstence of fanout and rf'flllndanrif's do, as llSlléll, 

impact the computational effort of simulation tasks performed. 

As an aid to the ensuing discussion, a ftowchart of the entirf' schemf:' is proviof'd in 

figure 6.1. The alphabetic tags associated with the various steps are refered to in Ut<' 

subsection(s) dcaling with that stage of the process. 

(0) 

Part.1UoD to 
Identlfy Dlffioult. ( A) 
Veotonjraulta 

Determine Raqulred 
r---7f tmd Unneoe&aftl'X' Bita (B) 

(Blt-PliPPln&J 

Relax Seleoted 
BIt. PosiUoned 

TIlke Better 
'--__ --'f---~ Welflht. Set 

(c) 

(E) 

(F) 

Figure 6.1 Flowchart of the Weight Estimation Procedure 
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The first step (A) is to identify the required test vectors Whlfh !.elld tn ('Xh'IHI tlll' 

conventional randoIn test lellgth needed to gellerate a test. set. Titis l an lit, dOl\t' h\ 

tracking an associated random pattern detectioll profile 6.2) ami part.itioning t.Iw ( II\'\'I' 

at the point at which the rate of coverage beglIls to decrease by a uSN-defin('<! thl ('~h(lld 

amount. Typically this might occur in the "knee" region of the fur\"('. Th(' grollp" 

of vectors found on either side of the partition point form two subscts. ('ach of \\:hi( Il 

defines a difTerent weight. 

100~ 

-EASY- DIPTICULT 

No. of Patterns 

Figure 6.2 Progression of Coverage with Uniform Randolll Patterns 

In the steeper sloped region to the left of the partition, faults classified as random cosy 

are quickly detected in a relatively short test length. Since the perrollllanU' of ralldolll 

patterns ;3 already acceptable in this region, a uniform weight. of 0 r, (ralldom) I~ 1I~I,d 

to cover these faul ts. As the test length apploaches infillity, Jalltlolll difficult 10 failli.., 

are found at a comparatively slower rate. This is dlaraderi~l-'d hv f hl l IOllg flaUf'Ill'd 

tail region to the right of the partitIon. Decause the vector'i ()('( HrrlIIg \VIt hlll t.lti., 1.111 

10 Note that the qualitative classification of a fault as "difflclllt" or "easy" is always wilh respect to il spcuh! 
type of generator. be it random or biased according to il specific weight set. unless spedfled ilS otlw wise' 
"difficult" will refer to uniform 1 andom generation 
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segment are more resistant l1 to ranùom pattern generation, a weight 1:iet 11; calt ulal,'d 

1,0 cover them (and th ilS their associated faults) more rapiùly ThE' f'xpE'cted pffp(" t. or 

using such a pair of weights is ShOWil in figure 6.3. 

100'; Weighted Random 
-------------­~----

------------~R~a~n;d~o;m~ 

No. of Patterns 

Figure 6.3 Expected efFect of 2 weight sets 

6.1.1 Processing the Tail Vectors (B) 

In lIlany cas€S it may be unrealistic to perform fault simulation until ail ùifficult fault.H 

are Jetected. Insteaù, a eut-off limit may be imposeù on the rate or (overage, dft,,,, 

which simulation is terminated In such an inst.ance, although it. is possible that. not 

ail difficult fau[ts are covereù by the test sequence, if the rate of eoverage at the eut-off 

is chosen to be sufficiently small so that most of the diff1cu[t faults are found, the tail 

v("dors can still be used to determme an initial non-uniform weight set,. Sine(", asidr 

from the circuit itself, the vectors for the detected difficult faults r('prE'sent thf' olliv 

available information for ùetermining the weight set. the est illlatf'd wpighl, sel, will 1", 

gt'arf'd to COVf'T the deteded difficult, faults (callf'd target f(llllt.s) ATPn IOHls 01 il 

method such as that deseribeù in section 6.6 can bf' used to detcflIlItlf' suppIPrnf'nt.al 

tail vectors for missed faults. 

11 The degree of a fault's "resistance" depends on the threshold criteria, thus the position of the partition 
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G 1 WClght Set E~tlllli"ltloll 

The pool of vectors which detect target faults Îs ploressed 10 I>rO\ idp 1 lH-' Il''( ""':-'cH" 

information needed to ca\culate the non-uniform weight. Earh tl'St. vf"dor (ollt.ail1~ 

information concerning the circuit faults which it detects. ~pecifically. a suhsel of t Ilf' 

bit assignments within a vector represents a bit ordering which deteds lhe associall·d 

faults. However, sorne of this information may be redundant. sinn' som(' fnlllt.s ,Hf' 

repeatedly detected by subsequent tai! veetors. 

In order to formulate a weight set characteristic of the target faults, an nttf'mpt 1::­

made to reduee, if not remove. any redundant information contained within ea< h lail 

end vector and isolate the bit assignmellts useful in ùetecting faults. Thp lifst. t.ask i" 

accomplished by using a fault dropping schemp, demonstrated in ngurf' ni, 10 {\<;sigTl t Il 

cach tai! vcctor (\1) a list of unique target faults (t) whlch exclllo('<; thosf' falllt,::; dptf'df'd 

by any previous vector. 

Vector Original Fault List Assigned Fault. List 

VI 'l t2 t 3 t6 tlt2 f3 f G 

V2 tl t3 t4 t4 

V3 t 1 t 2 t 3 t5 t5 

Table 6.1 Reducing the contribution of multiple detection of faults 

For each tail vector, Vp not ail bit assignments are instrumental in ù<'t,f'ding its asso­

ciated faults. Sorne simulation tools [Maa88] can be Ilsed ta provide a partial estirmll' 

of the necessary Lits per vector. ATPG tools can also be configufpd t,o providp SOUIP 01 

this information. 

In the experiments performed a bit f/ipping algorithm was used 10 ÔPlNlllillp the 1If>f>d"d 

bit.s per vector This is introduced here . 

- Given an n bit tail vector llJ' create n new unique v{'dors (1't, . . ,1\, ., l',,) 

each of whose Hamming distance from ~~ is 1. This if! (lorlf> hy invNtiflK 

the l th bit of V] to create Ut. 
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6 t Wcight Set Estimation 

- Simulate each vector vt with respect to the target faults asso("iat.t'ù wil" 

V)' 

- if the coverage decreases thcn bit t is neeùcù 

cise bit t is marked "don't care" (unnecessary) 

The "fiItering" process described above results in a sparse test set in which only t hp 

n('('ded bit assignments per tail vector are retained. Using thls test Sf't. r('prf'scnt.at.ioll. 

a weight set which can coyer the set of target faults can be estimatcd bv calculating 

the ratio of the number of Is to Os within each bit position (input position). A genel-

ator defined as such. att.empts to produce a test sequence containing Vf'cI,ors similal t f) 

(id<,aily idf'ntical to) t.hat of the filtered test set 

Vector Before Bit Flipping Arter Bit Flipping 

Vt 1 1 1 0 0 1 x 1 1 x x x 

lt'2 0 1 1 1 0 1 0 1 x 1 x x 

V3 1 1 0 0 0 0 1 1 x x x 0 

\/4 0 1 0 0 0 1 0 1 0 x x x 

weight .5 1 .5 .25 0 .75 .33 1 .5 1 .5 0 

Table 6.2 Weight Set Estimation 

In table 6.2, a weight set is ca1culated for a sample set of vectors belore and alter 

ext.raction of the needed bits. Notice that that the removal of t.he unnect'ssary bit." 

(shown as 'x' after bit Ripping) results in a much diffprent wt'ight. for t,lw flrst" fourt,h, 

f1ft.h and sixth bit positions. Before bit. Ripping is performed. Ih(' deflnilp a:;;signmellls 

to the unnecessary bit positions act as "noise" whi< h corrupt t.Iw wf'Îght pc.;tIlJlat,t' This 

18 apparent, for f'xample, 111 the slxth bit pOSItion - before bit fiippmg t.he wPlght. IS O.7~, 

but it is round that a 0 bias is more appropriate. Filtering off these assignmcnts should 

result in a more accumte weight set. 
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6.1.2 Results 1 

The t.est generation scheme is evaluated using five scallnable cifluits of varvilllol; Sil"l! 

The complexity of their topology is indicated in table 6 :l. 

NETLlST # Fal1\ts # Inputs # Outputs # Gat,('s if. Lp\ ('Is 

C6941 56n 247 2.50 3780 r, r; 

C9389 8075 725 786 504-1 ,r;;~ 

C11657 9R:l6 6105 6R7 6,rj·11 72 

C30989 28572 1668 1668 16299 ·t ·t 

C35002 32985 1464 1578 16820 .p; 

Table 6.3 General Cilcuit Infol mation 

The first stage of the process is to de termine an initial test set and 1501al,(' UI(' difficult 

faults. This is do ne by simulating13 , with a collapsed fault spI"~ tlw 01 dN of 1 millioll 

randorn patterns and paltitioning the sequence at the point whele le~~ than fOII/t;hlv ::0 

faults were detected 10 a window of :lOOO cons('('lItive fandoIn pa+,t,pfIIs14 As IIlPllI iOllf·d 

before, the partition threshold is flexible. The results are shown ln tahl~ 6.'1 For p(lch 

circuit, two test lengths and t.heir respective fault coverages in ter ms 01 the numbPr 01 

irredundant faults left undetected are glven. First, in column II, the test I('ngth ff',!lIlff'd 

to reach the partition point (i.e. that covers the easy faults) is shown. COIUlIIfI III Ii~t..., 

the fault coverage of this short sequence. The maximum llullIh('1 of ralldo!ll pal tf'1 "'" 

simulated (La) and its associated coverage ale given in 10Iumlls IV alld \' rf.'<;IH·( Ilvl'h 

Finally, the number of target difficult faults identified in th\" tpst. S('(l"f'Il(,(' <lft.N 1 1 If' 

12 These were Plovided by Bell Northern Research 

13 The fast fault sill1l1lator useù is Tulip IMaaS81 alld redllndancies were later found ,,~i"l0\ ICo)(901 

14 Although the initial test set was determined using simulation. it is stressed that it is not important how t ftt' 
test set was developed 
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1 II III IV V VI 

NETLIST R.P. Test # Undet Max. R.P. Test # Unùet # Target. 

Length Faults Length (Ln) Fault.s Frlltlt.S (V - TrI) 

(;6941 5.5K 751 3M ï ïH 

C9389 12K 508 02M 0 508 

C 116fl7 ,c:, ~)K S17 1 r-. f <)4 'f2::\ 

C3U9~9 I:~K 19.54 2t\1 H 1 () J :j 

C35002 15K 370 lM 33 337 
-

Table 6.4 Initial (1 andol1l pattern) Cil <.llit Data 

partition point (i.(' aftN the test length of (olurnll Il) is shown in corumn VI. Thi~ 

fault pool provides informatIOn used III the blt-flipping process. 

The Ilpxt step is to isolate thf' difficult vedol sand extract t.lre lI('eded hits. Usillg t hi~ 

information, a weight ~'if't IS then ca\culated and a set of 40K WR Ps is slmlllat.f'd (t.ahlf' 

6.5). This limit on the WRP test length IS chosen to satisfy approxima te test tim(' 

restrictions15 but in practice, of course, the upper bounù can vary Colurnn III (1."111"") 

of table 6.5 IS the point III this WRP test sequence after whlch coverage of the difficult 

faults does not increase significantly Lrr (((JI. II) is the number of ('xf,ra ralldOlIl 

patterns required to cover the easy falllts not yet detected. The coverllR;p of the J>élir 

of welght sets is indrcated ln column IV by the nurnber of faults left unùeleded aftrr 

applying Lwrp + L rp . 

Test If'ngth Improvements ranging frorn 1 to 3 orders of magnitude (i e powers of 10) 

arc rccordcd. For example, more than 2 million pseudorandorn patterns \Vere nepdNl t.o 

test C30989 with a coverage of 41 undetecteù faults. while 31 unùetected faults rcmaill 

aft.er a joint sequence of 531\ patterns Also, although a few bug~1 r,IIlJt,i'> Me misspd. 

a Illlrnbpr of previously uncletected ones arp found ('01 V) Rp('all t.h,lt. t.hpse Ilewlv 

detected faults could have required a number of random patterns far ln eXfess of tllP 

15 Another measure of this would be to more specifically consider the scan chain Icngth and limit the nurnbcr 
of bits in the test sequence 

53 



62 IlllprovlIlg the Estimated Weight Spt I( III 

1 II III TV V YI \"11 

NETLIST Lrp Lwrp # lTndet. # New # Targets If \lndet 

(L wrp + L rp ) Fouud l\llsspd (1.., IL'II' + LI') 

C6941 5.5K 38K 8 7 8 () 

C9389 12K :l4K 0 0 () Il 

C11657 5.3K 34K 24 7ï Î 17 

C30989 13K 40K 31 33 n 8 

C3fiOO2 lfiK :l7K 21 22 10 12 

Table 6.5 Initial WRP data 

maximum amount originally simu\ated (tabl(' 6.4). 

6.2 Improving the Estimated Weight Set (C,D) 

Referring to figure 6.3, as expected, withm the WRP region thNf' IS agam an f'xtf'n(\f'd 

tail segment where WRP difficult faults are dctected. ThIS r<'glOn may h<, ('xc<,sslv('lv 

long because not ail faults were detected in the original ranJolll pattern simlliatlon. 

and/or characteristics of ail faults are Ilot sufficiently 1 epresented hy O\1e 1I0n-\I11ifofill 

weight set. 

To overcome these problems, we propose two modifications to alter the weight. Sf't, : 

• Update the initial pool of target faults . 

• Relax selected input bia.ses. 

These modifications are ad hoc and iterative in nature. 

6.2.1 Phase 1 - Update Target Pool (C) 

The effectiveness of the method depends on how wf'1I the f'xist.ing pool or tilrgf't rallll~ 

represents ail the existing difficult faults 16 . It is possible that simula.t.ion affonling III 

16 ln the experiments performed. redundancies were not known initially 
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the the initial weight set cao detect sorne extra faults which are not. df't.ectablf' 1Jsing 

realistic random test lengths. These new test vectors are included iuto the target pool 

and the welght set IS re-estimated. This process of Iterative W HP generation and rf'­

estimation of the wcight set rcpeats until no new f"ults are dctcctcd. 

6.2.1.1 Results Il 

The results of Phase 1 modification of the initial weight set is shown below in tablf' 

6.6. Here the number of new faults detected (col V) do es not inc1ude those found in th(' 

initial WRP run (table 6.5). The total number of target faults is updated to the total 

numb€.::" of dlillcult faults round thus far in the process. 

1 JI III IV V vr VTT 
NETLIST Lrp Lwrp # Undet. # New #- Target # tlndet. 

(L wrp + Lrp) Found Missed ( L,"rT' + L" 
C6941 5.5K 2ïI{ 5 0 5 0 

C9389 12K 34K 0 0 () () 

C11657 5.3K 22.2K 7 17 7 0 

C30989 13K 40K 31 0 23 8 

(;35002 l5K 29K 12 4 .1) 7 

Table 6.6 Phase1 runs of 40K length 

As expected. there is a general improvement in the weighted test length (col. III); ill 

three cases (C6941, C11657 and C35002) accompanieù by an illcrease in toverage TIIf' 

rf'duction of test l"ngth may in sorne cases seem small but depending OII the number of 

input nodes, the Impad on test application time can b(' quite slglllfkant. 

6.2.2 Phase 2 - Relax Pin Biases (0) 

In an attempt to further reduce the weighted test length, the biases of sE'lected ViII::> 

arE' relaxed. After a suitable weight set is found in Phase l, the circuit, il'; re-simlllat.f'd 
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62 Improving the Estif11<lted WCIII,h, Set (C nI 

using the weighted generator and only the target pool of fault,s if; (ollsi.\C'ff'(1. ,\gnill. 

by noting the progression of coverage, there will be a small grollp ot H'( tors wll\( li • tri , 

found after Cl long WRP sequence This effect IS ('xpeded SITl(' O!l(' 1)(\:-. 1:-' I)(llllg Il:-'('.\ 

to chara('terize many possiLly difff'rent faults. TIl(' assumptlon is t hat. t.lws(' !(I\\ \\' n P 

difficult vedors strollgly diffel' from the genel'atol bias at st>v~'r al posit iOIl:-'. t\ par t.i" 1 

l'emedy is to force sorne of these confiicting pin biases ta 501'0 This tOlllproll1isp "hollid 

not adversely affect the test length if the number of positIOns Il1oddit>d l'i 'imall 

The methoù of selecting bit positions to be relaxed is rat.her st rai~ht !OI'W,lI d A( (01 di Il J.!. 

to a threshold cntf'ria, vectors found In the (,!ld of the WRP tell 1 rflgl n n arf' 'itnprH'd 

from the WRP test set. An example of such a thresholtl is ta strip ail v('dors rOlllld 

after the point where no fault is detecled by 1000 consccutiv(' \VRP" 

Using the algorithm of section 6.1, a weight 'Set is estirnated from th{' 'itripped WH l' 

vectors and is compared to the generator blas. BIt positions whlth dtlfN by a 118<,r-

defined amount ( e.g. 0 ï), are relaxed. For example : 

Generator Weight 1 0 .2 .i .8 .2 .1 

Tai! Weight 1 0 .4 .8 .1 .9 .., . ., 
New Weigllt 1 0 2 i .5 .5 t 

Note that this is a potentially volatile step because disturbing the gf'npriltor hias ITHlV 

negatively affect the detection of WRP easy fauhs. As a result. It is rccornmcnd<,d thal 

this phase be performed only once and the number of positions r('laxcd b(' small. 

6.2.2.1 Results III 

TaLle 6 i is the resul~s after phase 2 modification. 

Aside from c9389, there is little difference in the WRP test lcng\ ~~ of t.ltis alld t 11f' 

phase 1 run. In 3 cases though, the coverag~ increaseJ ~lightly. Abo, lIotÎte t!tdt 101 

C30989, Lwrp is the 40K limit.. If ten thousand more weighted pattflTllS arfl simlll,,1 pd, 
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1 II III IV V VI VII 

NETLIST Lrl-' Lwrp # Undet. # New # Target # Bits 

(J'rp + L wrp ) Found Missed H('laxed 

C6941 5.5K 3~iK 4 0 4 5 

C0389 12K 4K 0 0 0 fi 

C 116Sï 531\ 25K 0 () 0 10 

C30989 13K 40K 30 0 22 tG 

C35002 15K 291( 12 0 !j G 

Table 6.7 Reflned WRP Data 

the coverage is 22 undetected raults, tbus illustrating the possible tradeoIT bct.ween t.f'st 

lime and coverage. Relaxing an input 's bias to o.r; also redu<.es the impiernentatiull 

overhead since a modified scan cel! is not needed at that position. 

In ail the CMes, be<.ause lest length ùid not surfer. it could be beneficial to investigatp 

t.hp maxim1lm nllmhpf of mpllt.s which ,ould IH' relaxf'd wit.hollt. sf'rlollsly inrrpasing t.lu' 

WR P t('st length and coverage 

A summary of the performance of the complete gelleration scheme in reducillg t.Iw 

random pattern test length otherwise needed to aehieve equivalcnt ,OVf'fage, is shawn 

in table 6 8. It was rnentioned earilier that weighted generatlOJl caIl deteet faults which 

would requlf(; a number of random patterns far greater than the arn'HlIlt oflginalh 

simulated (Ln). If this trend persists in other Circuits, the conventional 2 part test. 

generation strategy of using randoIn vectors fo!lowed by DTPG can he lIlodified 1.0 

include a weighted random stage arter the randoIn pattern step. The rf'sult.s of SIl(" n 

process is shown in column VII(L wrp + La) of tables 6.5 and 66 

6.3 Hardware Implementation 

o ne of the major rl)ll"erns when builùing an oll-chip generator is to minimize the al flii 

overhead without severely compromising test quality and testability of the BIST cir-
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G 3 Hardware Implel1lell!~t.,)" 

Refineù vVRr Data Equi\ T~.,t 
• NETLIST Lrr Lwrp # Undet Ranù Pat L(3llgth 

Faults T('st L"11 H('dIH t 1011 

CG941 ,s.,sI\. 331\ 4 ·IM IIqP;, 

C9389 ]2K 4K 0 () !iÎ\! q~'(, 
-----

C11657 5.3K 25K 0 :WÎ\ ! 1)1)";, 
--

C30989 13K .fOI< 30 4M <)~I'; 

C35002 1,s1\ 29K 12 ' !) i\.1 qC)''(, 

Table 6.8 Weighted Testlilg \1 5 Rtlndol1l Testlllg 

cuitry. Two interùepenùent Issues are involved in the proposeù irnpkmentat.ioll stratl'g\ 

• The hardware used t.o g(>nerate pattflflls ar<ording to a pail or wl'lght 
sets must be simple and transparent to t.he eUT IL IIlIISt. alsn bf' g('IH'lal 

enough to he used in any sean cin,Ult testahle with 011(> llon-Illli!olll' 

weight 

• The weight set determined must he adapt(3d to <mit Hlf' gpnNator 

The suggested approaeh is t.o reùesign specifie SCiin \(>I\s 50 t.hat from t.1H' p,ltt.Prn ~"IIl'la-

tion point ofview, the eUT appears testable with a uniformly distriblltf'd pSPlIdoralldolll 

sequence. 

6.3.1 Local Generation of Dually Weighted Test Patterns 

A Distributed BIST Generator providcs test vcctors according to both thf' Nluiprohahl(' 

and determined weight sets. lt conslsts of a generatlIlg scan challl ((;S( :AN) and ,lI! 

on-ehip autonomous random pat.t.f'rn generator SUdl Cl," il CA 1)' LF~H Th" glnllill 

effect is that each genf'rator out.put (CUT input) (an Iw lIIad" to 1)1' dlJ,tlh wl'igltt,'d 

- generating patterns according to the hias of the sourte gellf'rator. 'JI rllf ordillg 1" ;r 

hard-wired welght ( figure 6.4) 

GSCAN is an altered stan thain whith serves (apart rrom its oUler rU'H tionH) ,tH ail 

interfac(> between a random pattern generator and a WRP testahlp circuit At a n'"Il!,'" 
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SCAN 

SCAN IN 

eUT DATA 

Figure 6.5 

D 
SCAN OUT 

QI------

Q 

Generic Scall cell 

of times proportional to the ratio of the WRP test length to the ranùolll test lellgth. 

t,lu.> ranùolll iuput at seleded pin positions is lo(allv converted to a weighted (i,( lIif 

inpllts of gpecific hiasf'g This is Gone hy replacing gtandard scan plf'rnents hy fTIodifif'd 

blocks which perform the conversion. These new cells are themselves generic and cali 

ht> included in a CAO hbrary for é',utomated ùeslgn and layout. 

r------------------------------------------------------------------, 
1 1 

1 1 
1 1 
1 1 
1 1 
1 1 
1 1 

RANDOM 
1 1 
l , 
l , 

1 1 

1 1 , , 
l , 

1 1 L__ _ __________ ~ 

PA'ITERN GSCAN ••• 

GENERATOR 
~ ~ ~ ~ ~ ~ 

----------------------- ----- ------ ----- --------

\DuaU 
eUT 

Figure 6.4 Distributed Generation of Patterns according to 2 weight sets 

Sinct> the weight set is a one to one mapping of bldS values t.o input pins. t.hf' s('an ('plis 

to bp replaced are those which correspond to a bias other than 0.5. 

6.3.2 The Circuit 

sC) 
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SCAN 

(n-l) 

SCAN IN 

CUT INPUT 

CUT DATA 

SCAN OUT 

Figure 6.6 Scan cell 'l'odihed for WRP generation 

The logical block diagram of the circuIt for locally generating a hiasf'd inpllt <;f'qllf'1l1 f', 

is shown in figure 6.6. It differs from a regular scan ('Iem('nt (figurE' fi.r,) in t.hat t IH'f(' 

are: 

• n-1 possible extra input Iines from previous scan rlements. 

• Extra combmatlonal loglc (WLOGIC) to genE'rat.p thf' hlasf'd st.rf'am. 

• Output multlpiexmg to choose hf'tween biased st If'arn~ 

• Inùependence between the scan output dlHl the illput, 10 t 1 .. , (" fT 

• An extra control lille (WT-SEL) rerruirt>d gluballv 

The means of generating a weighted srquence exploits the output signal probahilit.v ni 

logic gates. Extra combinational \ogic (shown as WLOGIC in figure G.G) <"olIlLil\('~ " 

random input streams, one from the resident Aip flop and n - 1 from tlH' 11 - 1 prflvjn" ... 

cplls, to glve a weighted output stream For f'xample if WLOCIC is an AND gatp anrl 

n is two, the bias of the welghted sequence IS 0.25. 

SCAN 

SCAN IN 
D Q 

CUT DATA QI-+----I 

Figure 6.7 GSCAN cell for a bias of 1 

--~---~--

CUT INPUT 

SCAN OUT 

I)() 
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ln general, the output multIplexer and WLOGIC' can be represented br a small. fUII(­

tionally eqUlvalent. combinatlonal cir("U1t. Sample C;SCAN ('('II designs wluch (olldi­

t,ionally gcncratc bit strcams of bias 1. 0, 0.25 and ° ï!j arc shown in figurrs 6.i 1.0 fi.IO 

f\,foIP finelv tUlled weights sudl as 0.125 and 0 8i5. etc .. ("an be generated if values [rolll 

grf'ater than 1 neighbollr ale combined (i.e. n::::3) In suth cases. however, the (O~I, or 

rollting might hp("ome prohihitive 

SCAN IN 

CUT DATA 

SCAN IN 

SCAN 

D Q 

QI-+----I 

Figure 6.8 GSCAN ccII for a bias of 0 

D 

CUT INPUT 

SCAN OUT 

CUT INPUT 

SCAN OUT 

Figure 6.9 GSCAN cell for a bias of 0 25 

6.3.3 Mixed Generation/Application of Uniform and Weighted Patterns 

WT-SEL is a control line used to select between the weighted hit stream gcnNat,('d 

lo("ally and the contents of a GSCAN cell's resident D-fliV flop (D-FF). The :,iglldl 

("an be applied externally or, in a true mST sense, genNated hy lQgic connf'ded f,o 1.11(' 

RPG. Fllrthermore, the signal can be encoded such that weighted and non-weighted t,f'sl 
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eral
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6 3 Hardware Implementatioll l 
During TEST, WT-SEL is itself a weighted sequence whose weight reflccts the propor-

tional sizes of the WRP and ralldo1l1 pattern test lengths. H is used tu dwose eithl'r 

t.he hiased st.rf'am generated or the ranùom sequence scanned in from t.hf' RPG Thr<., 

t.(l('hniqu€ is possible because the order in which t.he individual t.est vprt.ors (weigh10c! 

vs. ranùom) are applied is not critical when testing combinational circuits, using t Ir fi 

single stuck-at model. 

o - Mode 

In orùer to arbitrarily select the D-FF fine, the value of WT-SEL can he forced t.o 0 (or 

1) 

Tt is a simple task to integrate other moùes of opel ation to satisfv oUler desil pd s( a Il 

f und. ions. 

6.3.4 Area Penalty 

Cornpared 1.0 a rf'gular scan (llement, the area overhead of a redesigned scan ('(,II "' 
which the weighted stream is 0.25. 0.75 or 1.0 is : 

• a pair of 2 input gates . 

• the extra routing since the scan output is independcnt of the CUT input. 

In the case of a 0 bias, a simple NOR (4 transistors) is needeù. If pin biases are choscH 

such that inputs are needed from greater than 1 neighbour, the overheaù and lavoll1 

romplexity increases due to the routmg from progressively distant cells 

\Vith reference to a conventlonal random pattern BIS'!' nnplementation, the extra aH'il 

penalty of this scheme IS due to the contributIon of each modllieù scan rf'lI, th(' logi( 

n('edcd to gcncratc WT-SEL and the adùitional intcrconnect rcquircd 1.0 globalh diR­

triLute this tOutrol signal. More spednc resulls lOllcernillg the alea uvedlead or thp fivl' 

nrcllit.s under consideration are given in section 6.3 .5.1 
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6.3.5 Quantization of Pin Biases (E). 

Thresholùs are cstablished to force the individual biases of thE' (lstimalt>1! \" .. ('i~hl 'id to 

implementable values. The criteria shoulù ellsure that: 

• The overall featnres of the experimental bias. E'spE'cially the f'xt.rt'IIlP \ ,d­
ues, are retaineù . 

• The levels are chosen to facllitate minimum area overlwad. 

The latter point implies a tradeoff between design complexity. fault, (OVf'rnge and I.H,;I 

time. For exarnple, the most attractive levels in terms of area and rout ing arE' O. 0 :!!). () ~I. 

0.75 and 1. However there IS a potentlal for loss when only these values arf' lI~wd Iw( a 11',(' 

extreme pin biascs, such as 0.05 and 0.95. are forcen to 0.25 and O.iS r('sp('rtiv('h 'l'hi,; 

will. in most cases, result in an illcrease in test lellgth or a possiblt, rt'dlH t.iOIl or (0\'('1 ,,~~. 

if t.he test slze is lilluted. One solution, of COUlse, is 1,0 \I~e mOIt' 'I1I.IlIt,il"t 1011 Il'vf'l ... 11111 

this result.s in higher overheaù. 

In general. thE' thresholds and number of quantization levE'ls \Iseo df'IWlld on wh"t 1" 

deemed acceptable production-wise. It will be shown expf'riment.ally in 1 hf' rwxt qpf't.inll 

that biases restricted to 0, 0.25, 0.5 0.75 and 1 are inùeed sufficient to at.tain acu'pt.ah'" 

fault coverage. The results of including levels 0.125 and 0.R7S ar(' also inrludpd lOI 

completeness. 

6.3.5.1 Results IV 

Thresholds are defined to allocate ranges of blases to fixed values Th(' (ondltion .. 11<;".1 

in the ensuing discussion are shown in figure 6.12. 

For each test circuit the quantlzation effects on the \Vf'lght "pIs fOllnd ln p"a~f' 1 .lIld 

phase 2 (after pin relaxmg) are examined. The discussion IS Irmlt('(j L\} 1 a~i(' 1 and casl' 1 

thresholds but more detailed information concerning ail runs is Jl;lv('n 1/1 t Ir(' appPlldlX 

Table 6.10 are the results of using the bias levels /' 0, 0.125, 0.25, O.S. O.ïr;. O)nIJ, 
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CASEl 

CASE 2 

CASE 3 

CASE 4 

o .13 .2~ 

Forced Diu leTeIB 
.5 .75 .8'7 1 

t r~ r-----"\ r------------~ r----"'" r""'\ 1 
Il '1 , l , l '1 " 

r y, y" 1 Y 1 Y l 
o o.t 0.2 0.8 O.. 0.5 O.eI 0.7 0,8 0.11 1 

Raqe of mues 

o .13 .25 .6 . '75 .87 1 
1 ,..--"'" ,---"""\ r------------~ r--"'\ ,.--"""\ 1 
Il , l , l , 1 \ 1 \1 r v y y y 1 

o .25 .6 . '75 1 
1 r------""'\ r----------------"'" ,.------"'" 1 
II' \ / \ 1 \1 r v v l 

o .25 .5 .75 1 ,,--------....... ,--------------.., r--------""\, 
II' \ 1 \ / '1 
r y y l 

Figure 6.12 Thresholding conditions for Quantization Runs 

CASE 1 Ucfore Pin Helaxillg ACter Piu Relaxill~ 

L rp Lwrp # Undet, L rp L wrp # U "df'1.. 

NETLIST Faults Faults 

C6941 O,5K 35K 9 0.5K 40K i 

C9389 11.5K 20.5K 0 11 ,51\: GK 0 

C1l657 5,3K 27K 9 5.:~K 375K " 
C30989 13.5K 38.5K 56 13.5K 39K 5,t 

C35002 15K 38.4K 17 15K 38,.{1{ li 

Table 6.10 Quantization Runs for Case 1 - 7 lJidS levels 

and table 6.11 uses the levels <-0,0.25.0.5. 0.i5. 1>. 

1'h(' impact, of input. pll1 H\laxing (phase 2), in tenlls of fovNagf'. is lIlixf'II. This in 

it.self is an interE'sting result When a decrease in Covf:'fage duf' t.o l'il! rf'laxing d()f'~ 

occur, It is very small but is accompanied by a redudion in the number of scan tells 

t.o be replaced. Thus there is possible merit 1.0 phase 2 modifications. Furthermorc, il. 
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6 3 HardWiHC Implel11ent<1tl(11l 

CASE 4 Before Pin R('laxing AftN Pin R('la'l(ing 

Lrr Lwrp # Undet. Lrr Lll'rl' ft t 1 ndt't . 

NETLIST Faults [·'aults 

C6941 OAK 39K 36 o 'II( :)91( 10 

C938Q II fi I( :,w 51\ 0 1 1 1") I\. hl\. () 

C 116.5 i !j 3I\. 2~K ï !j :~ h. :!G[\ x 

C30989 Il.51\. 39K i3 ll.:ï I\: 39 'iK i'l 

C35002 l!) K 308K 25 1.'1 K :m ~I\. .) r .... } 

Table 6.11 Quantizatlol1 RUl1s for CASE 4 - 5 bias levels 

is incorrect to assurne that quantization performs the ')ame dt'F;rep 01 pill r('la,(lIlg w, 

phase 2. For example, usmg case 1 thresholdlllg, a pm wlth hias 0.10 will hf' for< ('d 1 Il 

0.125 whereas phase 2 operations may force it t.o 0.5. 

The result of using a joint scheme wlth 7 bias levels, in terms of both rOV('faF;(' and 

test length, is much better than that of uniform randorn Jl;eneratioll alul\e. III il 111011' 

practical sense, the CO'-"fser weight set of 5 levels uses ouly the le.,~ (olllplp'( (;S( :AN 11·11.., 

and also ploduces a sigllificant. nnprovement. The Implprnent.Ht.lolI nVf'rhpad (11f'y"n" 

scan) for each circuit ofthis latter case is c.pproxirnatply 3ao ThIS is cakulat.NJ hy lIsillg 

an industrial standard celllibrary to estimate the size of each circuit and tü titis alIIounl, 

the extra area needed in order to modify the scan chain is added. Thp distrlbutioll 01 

pin biases and the size overheads cited in section 6.3.4 are Ilsed to approxirnat,(' the 

additional area. Information concerning input distributions anù adùitional rUII:' (ail IH' 

round in the appendix. 

6.3.6 LFSR-Based Scheme 

In the Plevious experimelltal analysis, software randolll lJall{' 1 Il ~ell!'l(tI,lolI (tht'II·I'JlI' 

almost no correlation between gen(>rated input bits) was uspr! to evalllat.!' t Il€> pol l'III 1 • .1 ,,1 

a dually weighted gen€::ation scheme and examine the effed of Ilsing fi (oar<;p wpight .,d 

In order to evaluate the mixed-weighted implementation scheme, this S(l( bon pn'sp,,'" 
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the results of simulatlflg a model of the distributed test structure using a :~2-bit LF~H 

(table 6.12) and 5 bias levcls. The performance is compared to that of 'idcal' IInifonn 

randoIn pattern testing implemented in softwl'.re. 

For cach circuit a 70 thousand mixed-weighted pattern test sequence (Test Len.) if; 

generated with a weighted contribution indicated by the bias cf the \\'T-SEL signal. 

The number of undetected faults at th" 050 thousand and 70 t housand Illark is S!tOWIl 

along with the randoIn pat.tern (R P.) test length neeoed fOf eqllivalf'nt. rovefflg(l 

NETLIST W'LSELbllt'l Mixed- WeigMed # Llnuet Equlv R.l'. 

Test. Len. Faults Te!ot Leu. 

C6941 ~r.::(\"" , ;) ,() 50K 19 1 <J l'v' 

70K 15 1 UM 

C9389 1:3~ 501{ 4 1201<-

70K 1 12GK 

C116.57 75% 50K 23 15M 

70K 13 -<HHvl 

C30989 63% 50K 95 lM 

70K 55 liM 

150K 23 .5M 

200K 18 _'Srvl 

C35002 37% 501\ 58 H4I{ 

70K 28 2SM 

Table 6.12 Comparisoll of lFSR-ba sed Mixed-Welghted Schel11€ and Randol11 Pat­
tern Te~.ting 

Higher fault coverage is expected if the entire analysis (partltloning fault, sels etc) WflS 

p('rformed using an LFSR. It has also been found from expencllce that. (hanging t,JH' 

LFSR seed uuring test moue positively affects the rate of COVPI age. 

Graphs of t.he progression of coverage of both the uniform random and the LFSR- nasf>d 

mixed-weighted testing tedulIques are given for ail 5 tÏrcuits ill figure 6.1:{ 1.06.1i Tllf' 

t,f'st lengths are plotted on a log scale and the fault coverage is the per(,f'l1tagf' of ail 

irredundant faults which are detected. 
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For these cases it is shown that random pattern test length can be reduced hy order::; of 

magnitude using the proposed mixed-weighteù generation technique. 

6.4 Other Test Circuits 

Recently, other large benchmark circuits became available [ISC891. These sequent.ial 

circuits are similar in structure to the five test circuits already comiid{'rNI and WNP 

aùapted for experimentation by replacing flip-flop elements bv input and oell,put pill:; 

The sizes of the eonverteù structures are indieat~ù hy tlw 1111"11,,-,, of li'H's (1' K (:'I2::·J 

is a <,ombinational e!feuit with 9234 IIO{'s) Expf'fim{'nts Wl"rf' pNfnrnlf'c\ 1,0 df'Vf1lop 

a non-quantized refined weight set. As in the prevlous test (<L'les, no daim i:-; mad" 

concerning the optimality of the weight however the intention is to signilitantly l'i'dlll" 

the random test length needed for equivalent coverage. 

Table 6.13 contains some basic circuit information. Here, the total number 01 irredtlll-
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liant fdults is in terms of a collapseù fault set, anù the leùunùalldes Wt'It' idelltifit'd 11 

Analogous to table 6.4, table 6.14 is the initial ranùom pattern dat.a IIsf'd to (If'rivp t.IH' 

w<'Ïght sets, anù in order to aid evaluation of the generation scheme the results of SOrI\(' 

extenùed random pattern simulations are given in table 6.15. 

NETLIST #fo'aults # Faults -# Inputs # Outputs 

irredundant. redunùant 

c~n:~4 647S 452 247 2!jO 

C13207 9(364 151 700 790 

C15850 11336 189 611 68,\ 

C3R417 31OU> 16,1') 1664 1742 

C38584 :34797 1506 1464 17:JO 

Table 6.13 General Circuit Information 

1 II III IV V VI 

NETLIST R.P. Test # Undet Max. R.P. Test # Undet # Target 

Length Faults Length (Ln) Faults Faults (V - TIr) 

C9234 5 51{ 781 3M 31 7.50 

C13207 11.51< 589 D.6M 0 .589 

C15850 61< 682 lM 78 6"') ~" cl 

C38417 IGK 1766 2M 32 1734 

C38584 15K 338 2M 29 309 

Table 6.14 Initial (random pattern) Circuit Data 

{Ising the develored rf'fined WE'ight Jet, the performancE' of the complet.f' genf'rilt.ioll 

s('h('mc is outlined in table 6.16. Software random pattern gencration if> used for this 

evaluation. ln each case a Sêt of 200K WRPs are simulated. Shown for each circuit is 

the weighted test length (Lwrp ) and corresponding fault coverage at the point al. whi( Il 

17 the 452 faults for C9234 are Ilot proven redundant at this time 
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NETLIST L" # L'IHlet. 

Faults 

\:92:14 20~1 ') 
.1 

C1nOi 06M U 

C 15850 120i\t 0 

C384lï lO1\1 ;; 

C38584 lOM li 

Table 6.15 Extellded Uniform Ralldolll P<lttern Circuit Dilt;"! 

fault detection ceased. Also, in cases where thls length is ln excess of ,101\ ( 'I):.!::.!. 

C38417 and C3858,t), the Humber yet undetected raults at the ,WK mark is lis\'pu. 

Refined WH P Data Equiv 'l'l'st. 

NETLlST Lrp L wrp # Undet Rand. Pat. Lf'ngt.h 

Faults Test LE'n Red IIrt ion 

C9234 5.5K 40K 31 3M 9R',7'1 

55K ISOK 0 >20M ,<)9°1, 

Cl3207 11.5K 7.4K 0 U.üM 1)(; (Ill 

C15850 GJ( 29K 0 120M ·<)9'.11 

C38417 16K 40K 17 toM 99('(, 

I6K I86K 0 >lOM '>9!l% 

C38584 ISK 40K 9 '-,toM ,><)U"tl 

151\ 77K 3 ~>10M ,·99'~, 

Table 6.16 Weighted Testillg v s Randolll Testillg 

Again, it is seen that the proposed generation scheme dramatically rf>d'H p~ t.ftp ot.!lPrwj.,,, 

nE'eded random test length In ail casE'S the random pat.t.prn t.pst If'ngl ft j" ffld 1 If pd I,v 

more than 96 % for an equivalent level of coverage. 
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6.5 Comments on Overhead and Testability 

6.5.1 Comp~tation Overhead 

As mentioned, the thrust of this work is to provide an easily generG.tahle test fif'qtH'Jl("(' 

and a correspond mg DIST implementation. Defining overhead as th(> extra amollllt 

of work requircù lo realize the weighting algorithm, the effort involved in gencrat ing 

the initial test set is neglected sinfe it must be CO'.lstructed anyway The overhead of 

the Clethod as presented then, is due to only the bit Hlpping pro( ess and the exll,t 

simulation nceded to verify and fine tune the determincd welght set. Otller tasks sl1('11 

as partitioning the test sequence and calculating the welght set from processed vedore:; 

requlre negligible effort. In term<; of the amount of patterns simula.ed, the tolllputatioll 

penalty is O(nv) + O(m) simulated patterns where : 

- n = number of bits per vector. 

- t' = nunlber of vectors processed. 

- m = imposed maximum Humber of vectors in the t~st sequence. 

- O(m) ~ rough _ontribution of simulation needed to vel if y and modifv 

determined weight set (l'.g. phase 1 and phase 2). 

O(nv) is the contribution of the bit-Hipping process. The work involoved in computing 

the weight set from the set of processed vectors is neglegible. In the cases examineù. l' 

was roughly 200 but thls value varies wlth the chosen partition threshold betwf'cn cas" 

and difficult faults. Also, as mentioned previously, not ail bits neee! be flipped whcII 

t.he vectors are processed sinee some sirnulators and DTPG tools ('an provide n part.inl 

estimate of the required bits. 

6.5.2 Accuracy of Extracted Data 

Even with st.eps taken to reduce redundancy, the data extracted l1dlllg the hit flipping 

algorithm may Ilot be optimal. This is best demonslrated by an <>xalllple 
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A 

B 

c 
D 

Figure 6.18 Sall1ple Circuit for Bit Flipplll~ 

Figure 6.18 shows a simple 4 mput clleuit wlth test veetor '1111' wwd to d(lf(\( 1 1 hl' 

illustrated stuck at 0 fault. Stepping through thE' bit flipping proef'SS (tah!!' () 1 i). onh 

thE' inputs to line A and B arE' taggf'ù as nf'f'ded. T)H' fPsulting Pf')(,f'ssf'(l Vf'dOI '" 

'llXX' where 'X' denotes a ùiscarded bit. 

ABCD NEEDElJ 

TEST VECTOn 1 1 1 1 

Bitl U 1 1 1 V 

Bit2 1 0 l 1 \' 

Bit3 1 1 0 1 

Bit1 1 1 10 

EXTRACTED 
VECTOR 1 1 x x 

Table 6.17 Bit flipping for sample CIrCUIt 

By definition of a discarded bit, the specified fault should be d('tedpd rq~ardles::; of I.h(' 

assignments to lines C and D. This 1S not true howf'ver, if C and D ar(' a::;signed 00 ( II' 

the test vector generated is '1100'). The experimental results show Itow(lver, tltat 1 hi~ 

tirst order approximation of the needed bits is sufficient. 

6.5.3 Testability of Modified Scan cell! 

In the implementation scheme of section 6.3, no redunùant faults arp Înt.roducf'd Titi" 

is demonstrated for figure 6.10 (0.i5 bias) but a similar argumeIlt lan ht-' made ror l,Ill' 

14 
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ather madified scan cells In figure 6.19 it is assumed that line 4 (eUT INPUT) is fulh 

testable. This le; not an unreasanable assumption sinct' this tine alreatly exists in th" 

unrnodified circuit. Tht> problem of showing that lines 1,2,3 and .5 art> testable redu('('s 

t.C) propagating the effE'c, of a fault an those lines ta line 4 

SCAN 

SCAN IN o 

lrLSEL 

2 1 

Q 

QI-+-----t 

CUT m'PUT 
4 

SCAN OUT 

Figure 6.19 Illtroduced Fault Sites for a Modified Scan Cell 

There are 8 possible single stuck-at faults on the target lines. USlng a fault dropplllg 

scherne and recalling that tille 4 is testable, four faults remain. each of which caIl Iw 

t.esteo with the pattern(s) shawn below in table 6.18 . 

Line Fault WT-SEL SCAN-IN Q 
1 s-a-l 0 1 1 

2 s-a-l 1 0 1 

3 s-a-l 1 1 1 

0 0 0 

[) s-a-l 0 1 0 

1 0 0 

Table 6.18 patterns 

Of course, this only shows that the introduced circuit faults are not rcdulldant, whether 

or ilOt. t.hey are ad.ually detected depends an the test. lengt.h. Tf they nrf' not. dd.f'dC'd 

within the specified test interval. a feeclback loop caulcl be aclded ta the structule ell­

abling the undeteded fault(s) ta he covered in the functianal test of the scan chain. 

Note that Q is used as input ta the weighting logic in arder ta 5ave a pair of transist.ors 

75 

• 



65 COll1ll1ents on Ovelheatl and Tcst,lhllilv 

If this were not done, tests for stuck faults on Iinf' ,t) (now mllx output, Q) could 1", 

illc\uded in the functional tf'st of the scan challl, 

6.5.4 Possible Missing Input State (F). 

Ry permuting the bit.s at ncighbouring input sites to fonn w(-'ight.('d st.illlllii. it is 4',\­

IH>ct.ed that sorne correlation hf'tween neighbouring input. hits is CfNltpd dUI i,,~ wpight .. d 

pattern application, 

Examples where thls can occur are instances where a generic scan ('('II, at. posit.lon l, 

is immediately followed by one modified to conditionally generate a bias of O.21i or OTl<' 

modified to conditionally generate a bias of 07.5 ThE' prtor scpnaf10 is IIlust.ral.pd 111 

figure 620. 

SCAN Il' 

our DAT! 

Scan Cellt 
(Biae = 0.6) 

Q f-_-t-=-9C::,:!N=-:......=IK'-'-j Q 

Qr+----L.../ 

Scan Celll+1 
(Bia. "" 0.25 or 0.6) 

Figure 6.20 Scan Chain Ordering for Possible MISSlIlg State 

CUT IMPur 

~Alfour 

Using the GSCAN cells designed, if scan cell i+ l conditionally gE'llerat.f's il !,Ia:,; of 0 :lr,. 

during weighted mode the pattern 'lI' can never OCCUI at posttiolls 'l,l! l'. SlInilarlv.1I 

ccII i + 1 conditionally generates a bias of 0.7.5. during wClghted mod(' th!' pattNn '10' 

can never occur at positions 'i,i+ l' Note that th(' C;t.lt(' whlrh l~ ab,<'('llt d"JH'lld" 1111 t Il" 

particular logi<' design used ta produce the wei~hted 01lt put of t h(' C:-;( ',\N ('II 

A possible remedy ta ungeneratable states is as follows By oh~('fvillg tlll' tl'''1. Vf>( tor', 

for the difficult faults rnisGed, the sites where thp missing mput st at<, If, (ritkal (,Hl hl' 

identified. If the conesponding modified scan ((-'II is replacf'd hy ,i gf'IH'rIC OIW (1 f-' t Ill' 



" . 

6 5 Comll1ents 011 Overhead and Tpstahihty 

bias is relaxed to 0.5) the problem is eliminaled with !iule effect ta the test length if th(' 

nnmhf'f of positions relaxed is smalt. Further investigation into 1 he impact of ('orrplrltinn 

ITIl.roduced by modifying the scan chain and du(> ta LFSR generation IS reflllired 
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(, G C0Nll\ISluNC, 

6.6 CONCLUSIONS 

A circuit indepenJen t weighteJ randuIIl pattern ~eneration sc ht'Illt> was ploposed in t 111:-' 

thesis. Herc, a uniform random sequence and a single weight.ed 1 undolll H('qll('IH (' \\ il:, 

shown to be highly effective in testing very large circuits cOlltaining "l' 10 Ihiriv t'Igltl 

thousand Hues. The off-line weighting process IS based on cxisting las!. fault Killllll.I­

tion techniques, and can be easily incorporated int.o mORt eXlst.mg d('sign nllt.omnl Ion 

environments (development of additional sophistkat.ed algorithllIs is Ilot It'quill·d) 

The testing scheme is geared t.o be suit able for a m:=-;T applkat.loll By ll1od"\'illl~ 

specifie scan cells, the BIST hardwale conditionally gCllerates t.h(' wl'ightpd l,il. ~t.ll'alll 

locally at specifie input sites This design concept can nlso he adapt.f'd ln <l glohal Il'sl 

generation strategy amI extt'rndl testing 

Apart from demonstratmg that in the cases examtnt>d, one w('ight. Sf't, W<lS SlIfticlf'llt 

for a notable decrease in test length, it was also noticed lhal a VPry (OarRf' wPlght. >;1'1 

(i.e. restricting biases to 0,0.25,0.5,0.75 and 1) provldcs eX(,f'lknt n'sull,fi 11<;11l~ 

finer resolution wlthin the welght set usually results III a shortN t(,R\. ]('ngt.h hut nt 1 h(' 

expense of a much higher area penalty. 

In the future, a joint schcme involving test point Înseltion lIIay Plovid" I.\IP 1111'<111'- III 

attaining 100% fault coverage in an even shorter test length. Aisu. it would h{' in\.prst. III Il, 

to examine the extent in whÎLh t.he correlation illtroducf'd !'v 1 h" TllST gf'IIPI,tlloll 

hardware and due to LFSR generatioll affects the turget fault (oVP[ agI' of ~IH h lai Rf' 

circuits. 
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A Extended Experimental Resttlls 

Appendix A. Extended Experimental Results 

Tills section contains a more detatled tabulatIon of results for the quant Izatlon rf's1\If.~ 

\Ising ail four threshvlds of section 6.3 . .5.1 For each circuit, three tables are presentpd 

The first is the test 1er gth and coverage before and after phase 2 modification of t.hf' 

weight. set The second aIid third tables are the distribution of different ~can cf'1I typpc;, 

and a formaI breakdown of the input biases. These tables give the ebsolute number of 

inputs which correspond to a cell type or bias. 
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A btended ExpNilllcnt:l1 Re~III!', 

C6941 Before Pin Relaxing Ancr Pin !tplaxillg 

L rp L wrp # Undet. Lrr Lwrl' If 1 r nd('l 

CASE F'aults Faults 

1 O.5K 35K 9 0.5K ,WK ï 

2 O.5K 40K 8 0.51\. 40I\. H 

3 1.8K 39K 38 1.8K 391{ 42 

4 O.4K 39K 36 OAK 39K 10 

Table A.1 Quantization Runs for (6941 

._--~---

C6941 Number of Pins Biased to Specified Levels 

l'hase 1 l'hase 2 

CASE 0 .13 .25 .50 .75 .87 1 0 .13 .25 )jO 7!) .~7 1 

1 31 10 19 126 24 28 6 33 10 17 1:0 :!'I 26 fi 

2 34 13 16 126 32 20 6 :~3 12 1.5 1 :11 :m 20 fi 

3 34 - 17 149 41 - 6 33 - 15 11)4 :~q - fi 
--

4 34 - 29 129 49 - 6 33 - 27 13,' ,1 ï - (i 

Table A.2 Pin Bias Distribution for C6941 

Rn 



A Extellded Experimental Resllits 

C9389 Defore Pin Rplaxing After Pi" H('laxillg 

L rp L wrp # Unùet Lrp Lwrp # Undet. 

CA~E FauIts F'aults 

1 Il.5K 20.5K 0 11.5K GK 0 

2 tl.5K 205I\ 0 11.51\ GK 0 

3 11.Gl{ 20 ~J.~ 0 Il.rJK GK 0 

4 11.51{ 20.5K 0 J l.5K 61{ 0 

Table A.3 QlIêlntization RlIns for (9389 

C9389 N umber of Pins Biased to Specified Levels 

Phase 1 Phase 2 

CASE 0 .13 2r' • i) .50 -r-: . , ,) .87 1 0 .13 .25 .!i0 -r-: • 1 ., Si l 

1 227 - 40 318 31 19 90 227 - 40 318 31 19 90 

2 227 4 36 318 45 5 90 227 4 36 318 t5 .5 90 

3 227 - 37 328 42 - 91 227 - 33 :33:l 42 - 90 
,. 227 - 4.5 3H 18 - 91 '22ï - 40 320 ,'8 - lJO 

Table A.4 Pin Bias Distribution for (9389 
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------ ------------

A Extended E'I(petiment<"l' R,,~,,"~ 

C1l65i Befule Pill RelaxiIl~ Alter Pin Helaxil1!l; 

Lrp Lwrp # UnùeL. Lrl' Lwt " # lTllIl<>t. 

CASE Faults Fatll1.s 

1 S.3K 2iK 9 5 :31\ :3i.!j I\ .. 
2 S.3K 2iK 8 .5 JK 3i SK 1 

3 5.:~K 375K l8 .5 :H\ :37 ;) K :w 
4 S.3K 281\ 7 !j.3I{ 36K ~ 

Table A.5 Quantizatioll RUlls fOI (11657 

C11657 Number of Pins Biased lu Specified Levels 

Phase 1 Phns(' 2 

CASE 0 .13 .25 .50 .75 .87 1 0 l" oJ .20 .!jO -r .1.' .H7 1 

1 100 36 106 286 17 36 34 100 36 qq 29(; li :n :1-1 

2 100 56 86 286 27 26 3,. 100 55 80 296 25 25 :H 
3 100 106 335 40 34 100 102 ~42 ')- :1,' - - - .. 1 -
4 100 - 142 286 53 - 34 100 - t:~s 2q{) r,o - :1·' 

Table A.6 Pin Bias Distribution fOI (11657 



A E xtenrled Exp.,., imental Reslllt" 

C309S9 Uefure Pin Relaxillg After Pill Relaxill~ 

Lrp Lwrp # Undet. L rp L tJJ7 l' # Undet. 

CASE Falllts Fault::; 

1 13.5K 38.5K ,r;u 13.5K 39K 54 

2 13.5K 38.5K 58 135K 39K .~.~ 

3 13K 39.5I\. 108 12K 30.5K 121 

4 11.5K 39K '73 11.5K :395I( ... ., 
I.J 

Table A.7 Quantization Runs fOI (30989 

C30989 Number of Pins Biased to Specified Levels 

Phase 1 Phase 2 

CASE 0 .13 .25 .50 .75 .87 1 0 .13 .2!) .50 .75 .87 1 

1 261 20 ]]4 1117 75 47 34 261 20 108 1134 70 41 34 

2 261 39 95 1117 95 27 34 261 38 90 113,1 85 26 :n 
3 261 - 85 J202 86 - 34 261 - 77 121R 78 - :~4 

4 261 - 134 1124 Ils - 34 261 - 128 tl:l7 108 - :\4 

Table A.a Pm Bias Distribution for (30989 
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A Extended E:xp!'tllllentai Ht'~"It" 

C35002 Uefore Pin Helaxl1lg Aftt'r l'in HeldXII\~ 

L rp Lw,p # LTndet. Lql Lw", # t1lldd. 

CASE Fallits Faults 

1 151< 38.4K 17 1 fi l\ :J8 ,t K 17 

2 lSK 30.8K 25 lSK :10 8 ({ :lr, _. --
3 15K 30.8K 30 15K 30.81\ :30 

4 U,K :W RK '25 151\ :1O.HI\ 2;' 

Table A.9 QlIantization ~lIns for 05002 

C3S002 Number of Pins Bias~d to Spe('ifi~d Levpl:::; 

Phase 1 l'hase '2 

CASE 0 .13 .25 .50 .75 87 1 0 .13 .25 .50 -r: ,1.) .87 , 
1 422 11 41 834 19 5 1:32 422 Il 40 H:l7 tt) !) 1 :10 

2 422 19 33 834 21 3 132 422 lU 32 837 21 3 I:JO 

3 422 - 51 844 15 - ] 32 422 - 50 847 Ir; - t :10 

4 422 - 52 8:.Hj 23 - 1 :~2 422 - ;;1 X:JH 2:~ - I::() 

Table A.IO Pin Bias Distribution for (35002 
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.----------------------------------------------... 
A Extended ExpclÏll1ental R!'sllll~ 

The results of simulating the modeled mixed-weightE'd schemp with vnrvillg hhUH><; 011 

the WT-SEL control Hne, are presented in table A Il The cov(>rages af !)OK and iOI\ 

are given. 

NETLIST W _SELh7a ,Q # lIndetso/( # UlIù('L70J( 

C694l 75% 19 1); 

8i 2i li 

91 26 19 

97 32 29 

C9389 6 5 1 

9 4 1 

13 4 J 

25 10 7 

50 13 10 

C11657 63 23 14 

70 25 15 

75 23 15 
85 31 23 

C30989 50 101 .t)7 

63 95 55 

70 101 62 
7,1':' 95 il 

C35002 25 62 48 

37 58 28 

50 71 36 

63 68 41 
70 92 !H 

Table A.11 Extended Results for the modeled BIST Implementation with J2 bit 
lFSR 

Figures A.1 through A.5 compare the test apvlication time fOI Ou' Il,ixf'd-wf'ighl.f'd 

simulation and the uniform ranùom pattern testinl/;. Applitatioll Lime <tlld test I(~,,~t,h 

are linearly related, however these figures are given since the log sc ales IJsed WIH'II 

discussing test lengths may tend to obscure the magnituùe of the attual Lime sav('fl. " 

test frequency of 2MHz is used. 
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A Extended Experimental Restllt~ 
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