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Abstract

Expertence has shown that an excessive time penalty can be incurred when testing large
scan circuits with a uniform random test pattern generation approach As a solution to
this problem, this work explotes the use of weighted 1andom patterns (WRP) toreduce,

by orders of magnitude, the test application time in self-testing ciicuits

Much work has been done on the off-line developinent ot compact test sets, but a problem
which still remains is how to efficiently apply them on-chip. A means of transforming
a given test set into a relatively short weighted sequence and pseudorandory sequence,
whose cumulative fault coverages appiroximate that guaranteed by the onginal test set,

is proposed.

The single weight set is formulated using a method which does not explicitly consider
the circuit structure. Instead, sufficient circuit information contained in the given tes
set can be extracted using simulation techniques This is done by analvzing a random
pattern detection profile and isolating the vectors which cover faults diflicult to detedt
using random patterns. After extracting the useful Lits frorn these vectors, a weight set
characteristic of the corresponding faults is estimated as the ratio of 1's to 0’s at cach

bit (input) position.

The generation scheme is evaluated using five large scannable circuits. A local approach

to on-chip pattern generation is examined.
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Résumeé

[.’expérimentation démontre que la vérification de circuits complexes aver chaine de
balayage par une genération aléatoire urifortne de patrons de test peit s'avérer Lros
longue Cette recherche étudie 'utilisation de patrons aléatoires pondérés pour diminuer

significativement le temps de test des circuits auto-vérifiants.

Plusieurs recherches sur le développement d’ensemble compact de patrons de test on!
é1é effectuées mais leur utilisation efficace a l'intéricur meémne des puces demeure 1'n
probleme. Nous proposons unie fagon de transformer an ensemble donné de patrons de
test en une relativement courte séquence pondérée et une séquence pseudo-aléatoire.
dont la couverure cumulative approxime celle de la séquence originale I'ensemble de
poids est calculé selon une méthode qui ne considére pas explicitement la structure du
circuit Il est assumé que suftisament d’'information est contenue dans l'esisemble des

patrons de test

Les vecteurs qui couvrent des dfauts difficiles & détecter par des pations aléateires sont
isolés en analysant un profile de patron aléatoire de détection. Les bits utiles & la
détection sont isolés de chacun des vecteurs de test Un poids correspondant au rapport.
du nombre de : sur le nombre de 0 est attribué a chacune des entrées. Un poids uniforme

de .5 est utilisé pour couvrir les autres défauts vérifiables.

Le procédé de génération a été evalué en utilisant cinq gros circuits a chaine de balayage.

Une approche locale est présentée pour la génération interne de patrons de test.
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Chapter 1 Introduction

Today it is not uncommon to find VLSI chips containing hundreds of thousands to over
a million circuit elements, and with continued refinements to packaging and submicron
fabrication technologies, circuit density is expected to increase. Inevitably the question
must be asked, “...but does it work?” The field of testing endevours to respond to this

concern.

In modern circuits, testing accounts for roughly a third of a chip's production cost
[Bha89]. In fact, it has been found [Wil83] [Bar87] that the price of testing increases
approximately five to ten times per level of packaging, to the point where thousands ol
dollars are at stake il tests are performed in the field. Thus, one way to reduce long
term test costs is to ensure that component tests are as thorough as possible at earlier
stages of assembly (e.g. probe and chip levels). Also, if possible, the design of the
circuit itself should facilitate decreased test effort and increased test effectiveness. Such
linking of the design process with testing has resulted in a knowledge base of design
techniques called “Design for Testability” (DFT). An example of this is built-in sell-
test (BIST) wherein on-chip and/or on-board circuits provide and analvze test data.
The technique substantially reduces the dependency on external test units and can thus

simplify - field maintenance.

This thesis demonstrates the use of DFT concepts to develop a new BIST strategy
intended for large circuits (hundreds of thousands of gates) with thousands of 1/0O

signals. In general, the amount of input data needed to test a circuit is proportional

[P

. .



Introduction

to the sauare of the number of circuit gates [Goe81| As such the storage tequirements
of the test hardware and test application time also grow gutadratically with circuit size
Thus as circuit density approaches that of the circuits under consideration, these factors

mav become bottlenecks which affect the cost ol performing a through test

In test generation method proposed, input data is psendorandomly generated in-circut
to decrease the storage requirements needed. Furthermore, in addition to using a con-
ventional uniform random pattern generation approach [Bar87|, the volume of input
data is significantly reduced by generating non-uniform, or weighted . random patlemn
sequences. Experimental results for this scheme record test times orders of magnitude

smaller than that of standard uniform random pattern testing

The structure of this thesis follows the breakdown of the test process into two off-line

steps :

o Test generation, and
o Test set verification

and 2 practical steps :

e Test pattern application, and
o Test response evaluation

However, the emphasis is placed mainly on the front-end test generation and test ap-

plication processes.

Chapter 2 introduces the concepts involved in test generation. This is basically the
compilation of a set of input stimuli which verifies whether a circuit 1s defective or not
Test set verification 1s the evaluation of the effectiveness of a given test set to this end
This is usually recorded as a measure of the percentage of modeled faults which can
be detected This neasure is called the fault coverage of the test et According to
the manner in which the test set is developed verification mav be done implicitly (e g
ATPG section 2.3.1), or with the use of simulation which is a brate force approach

Further discussion of test set verification is not included in this thesis.

As a transition from the off-line steps to the practical issues, DF'I' techniques pertinent
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to the research at hand are summarized in chapter 3. Chapter 4 then describes some
of the hardware used to physically apply test input to the citcuit under test (CUT).
and analyse the CUT’s response to this data. An introduction to on-chip testing is also

given in this chapter.

Chapter 5 is a brief overview of some known algorithms and circuits used to generate
weighted randomn patterns. Chapter 6 contains a detailed examination of the proposed
weighted random BIST strategy, and comments on the computational overhead required
and the testability of the circuits designed. Supplementary details concerning the ex-

periments performed are contained in the appendices.

e R



Chapter 2 An Overview of Testing & Test Set Generation

A digital circuit responds to discrete polentials asserted at its input lines, anfl, as a
result, asserts another set of these “digital signals” at its output lines. In general, the
value of a digital signal is restricted (within a threshold) to logical 1, corresponding to
power supply potential, and to logical 0, corresponding to ground A single enumeration
of innut signals applied to a circuit is called an “input vector™ or “input pattern” to
that circuit, and likewise, the corresponding collection of output values is an “output
vector” or “output pattern”. A combinational circuit is one which does not contain
memory, thus its output state depends only on the input vector applied. On the other
hand, due to the presence ~f memory, successive states of a sequential circuit are related
This implies that a specific sequence of input vectors may be required in order to force

a sequential circuit into a particular output state.

This chapter introduces some of the ideas involved in automatically generating vectors
for testing combinattional circuits. The samne task, if performed with respect to sequential
circuits is considerably more computationally intensive [Set85] Fortunately though,
through the use of existing “scan design™ techniques (covered in chapter 3). sequential
structures can be temporarily converted into combinational ones for testing purposes
Thus, sequential circuits in a scan-based design environment are also included in the

discussion.
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2 1 Failures and Fault Models

2.1 Failures and Fault Models

Testing is the process in which a circuit's function or structure is validated This is done
by attempting to force a circuit into a known state and comparing the observed result
with the expected response. A mismatch of these values implies that the circuit contains
a “failure” and is imperfect Failures are physical anomalies within a fabricated circuit
which cause it to malfunction Notwithstanding design errors, they may be the resull of
imperfections in the fabrication process leading to device flaws including shorts hetween
conductors, hroken interconnects, improperly doped regions and missing contacts Thev
may also occur as in-.ervice defects caused by, for instance, metal migration or powe
overload. Failures may manifest themselves as parametric errors or affect the steady-

state of the circuit.

In order to generate tests, a “fault model” should be devised to be representative of
many, if not all, fallures which can occur. To this date, a single model which can
characterize all possible defects has not been formulated. The industry standard for
combinational testing is the “single stuck-at” model [Eld56] which assumes that under
the influence of a fault, a line is expected to be held at a fixed logic value irrespective
of the polarity of the driving signal. Thus the line 1s said to be ‘stuck’ at a logical 1 or
0. For example, 2a NAND gate with a stuck-at I (s-a-1) fault on its output will assert

an output value of 1 regardless of its inputs.

A second stipulation of the single stuck-at model is that a faulty circuit is assumed to
contain only 1 fault If multiple faults were considered, in an n line circuit there could
be up to 3" — 1 possible faulty circuit representations since a line can be s-a-1, s-a-0 or
fault-free. When a single stuck fault is assumed, the number of possible faulty cases is

reduced to 2n.

Although the single stuck-at fault assumption has been suflicient in practice [WilR3],
there are some CMOS defects which cannot be properly handled using this model. In
particular, some faults introduce memory effects into the circuit, thus a specific ordering

of test vectors may be required for detection. An example of this is stuck-open faults
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22 Approaches To Testing - Functional & Structural Tests

[Wad78] and a class of bridging faults [Mei74] which create unwanted feedback paths
within the circuit. Transition faults {She85] and crosspoint faults in PLA’s [Smi79] are

other faults which the stuck-at model does not explicitly take into account

Nevertheless, because of its computational simplicity and since practical experience has
shown that a complete stuck-at test also tends to detect a large nunmber of other fault,

types |Wil83] (termed “windfall” fault coverage). the fault model used for this rescarch

is the single stuck-at model.

2.2 Approaches To Testing — Functional & Structural Tests

There are two approaches to generating test vectors These are hased on whether a

functional or structural 1epresentation of the circuit is processed [Gra89| [ManR9)

Functional testing usually requires in-depth knowledge of the circuit’s operation but
tends to neglect explicit hardware details. This approach hierarchically checks the
circuit and internal circuit modules by verifying that their intended functionality ane
interaction as a unit is according to specification For example, functional testing deter.
mines if adders combine bits properly, il memories can be accessed and if ALUs nerfonm

all desired operations Functional tests are commonly developed for design verification

Structural testing attempts to give a level of assurance that the CUT will operate
correctly by ensuring that its components (gates, lines, etc.) do not contain faults
Development of these tests requires knowledge of the operation of only the basic circuit

elements (e.g. logic gates and blocks such as flip flops and adders), and thus can he

automated.

2.3 Test Pattern Generation

Testing a particular circuit node involves a path sensitizatron process in that an inpul

test vector is generated which:
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23 Test Pattern Generation

e stimulates the CUT inputs to force or control the desired node into the
known fault-free state, and

e stimulates the CUT inputs so that the effects of this assignment can be
propagated and observed at the circuit outputs

Figure 2 1 illustrates how parts of a test vector controls and ohserves a fault site In
2.1i. a s-a-0 on the output of gate 2 is to be tested. The input assignment 11xx controls
the target line to a 1 (fault free value) Next, in order to ohserve the effects of the
potential fault, a path must be sensitized from the faulted lime to the circuit output
Thus, the output of gate 3 must be a non-controlling value with respect to the output
AND (gate 4) This is done in figure 2.1b by the mput vector xx00 Since there i1s

no conflict between the vectors required to control and observe the fault, the final test

1 8 s—-a-0
e
D

X —
(i) - control
X s—a—0
Dol
D
0

(i) — observe

vector is 1100.

[ws

Figure 2.1 Operation of a Test Vector

Generating a test vector for a given fault belongs to a class of problems known as “NP
complete”. This means that the complexity of the task may increase exponentially with

the size of the input (in this case the number of circu:t lines) under consideration |Nil80)
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As a result, heuristics (see references of section 2.3.1) are designed which attempt to

reduce the amount on computational overhead encountered in de cloping test sets.

There are 2 approaches to generating a deterministic test set:

e Algorithmic test pattern generation

¢ Random pattern based test pattern generation

2.3.1 Algorithmic Test Pattern Generation (ATPG)

For each potentially detectable fault 1n a circuit, ATPG tools attempt to analvti-
cally design a test vector by implementing a path sensitization process This idea
has existed for roughly 2 decades now and originated with the D-algorithim [Rot66]
Some improved methods developed through the years include [Sel68|(hoolean differ-
ence), (Goe81|(PODEM), [Fuj83](FAN), [Ake76|, [Sch88|(SOCRATES) and most re-
cently [Cox90)(CAMP)

2.3.2 Random Pattern Based Test Pattern Generation

The premise here is that a sufficiently large number of pseudorandomly generated test
vectors can detect most, if not all, faults. The typical result of this trial and erro

approach is shown graphically in figure 2.2.

10ux} Pattern Resistant

No. of Patterns

Figure 2.2 Progression of Coverage with Pseudorandom Patterns
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It is common that a large portion of the detectable faults are covered within a relatively
small number of input vectors, resulting in a large positive slope in the progression of
coverage graph lIowever, there exists a group of taults, classified as “pattern resistant™
which. if detectable, may require test lengths orders of magnitude larger than the size
of a deterministic test set The flattened tail region of the coverage graph corresponds
to the relative test lengths after which pattern resistant faults are detected.
There are a few reasons why a particular fault mught be pattern resistant [TotR8|.

e Redundancy - the fault is not detectable

e Reconvergent fanout - there is a possibility of cancellation of fault effects

e High fan-in - introduced correlation tends to inhibit propagation

e Test vector quality - e.g the generated distribution of 1 and 0 assignments
on the CUT inputs 1s in conflicy with what 1s required to control/observe
many faults, or there exists correlation between successive patterns or hits
and this correlation prohibits/unpedes fault detection

A potential remedy to the potentially urreasonable time penalty which may be incurred
in detecting pattern resistant faults is a joint generation scheme - pseudorandom pat-
terns are generated to detect a large group of faults after which ATPG 1s used to detect
the rest [Kaw8%|. As s demonstrated by this thesis, weighted random patterns can he

also used to dramatically increase the rate of coverage compared to standard uniform

randem pattern generation.

One of the earliest applications of testing with a generated sequence is fault injection
(also called fault insertion [Sus73]). This entails physically injecting a fault into a dis-
crete model of the circuit built with ‘off the shelf’ components, followed by randomly!
assigning a series of test stimuli. The test vectors which produce a response different
than that of the known fault free circuit are retamned as tests for the mjected faults
This classical method is suitable for small circuits (TTL. DTL) using low levels of inte-
gration but clearly such an approach is impractical with today’s circint densities. The

method 1s mumicked through the use of computer simulation.

in the course of this text ‘random’ or "uniformly distributed random’ generation refers to pseudorandom
generation in which there is an equal chance of a bit being assigned 1 or 0
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2.3.2.1 Simulation Based Random Test Pattern Generation (RTPG)

Similar to ATPG, a structural description of the circuit structure 1s <onstructed n
software, and appropriate modeled faults are associated with each circuit node  For
each pseudorandom vector applied, the simulator reproduces the result of the faulted
and fault free circuit, and checks if any of the modeled faults are detected 1f so, the

detected fault may be removed from the original fault set, and the pattern is retamed

as a test vector.

Such simulation based approaches can be used to provide compact delermmistic test
sets. This is done in the following manner: The test vectors found nearing the end
of the process detect very specific {more pattern resistant) faults and mayv also cove
many of those ‘easily detectable’ faults found earlier in the procedure. Byv simulating
the extracted test set in reverse order to which the vectors were found and pruning the
fault set alter each vector, the size of the test set can be reduced by about 2573 to 50"

This procedure is commonly called reverse compaction

The complexity of fault simulation tasks is believed to be O{n?) |[1ar®7|, where n i
the number of circuit gates This is mostly due to the existence of reconvergence which

creates correlation between gate inputs. Sormne existing simulators are desciibed in

|Wai85] and [Maa87]|.

2.3.2.2 Non-Simulation Based Random Pattern Test

In order to eliminate the computational overhead of fault simulation. a ‘sufficiently long’
test sequence is applied to the CUT. Unlike section 2.3 2.1, although the test set is never

formally designed, it is assumed that it is contained within the generated test sequence

Since fault simulation is not performed, the fault coverage of the test sequence can only
be approximated. Sometimes a statistical sampling method [Set85| is nsed to estimate
this value Here, a randomly selected sample of circuit faults is simulated using the

sequence to be evaluated. The resulting fault coverage of this subset 15 used as an

10
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approximation of the overall coverage.

An estimate of the required test length, N, can be found using the formula :

Py(x)= JJ (1~ -pp(x)¥) (1)
feF

where, Py (X) is the given threshold probability that each single fault f in the original
fault set F is detected within a test sequence of N test vectors. ps(X) is the detection
probability of the fault f [Gol74] [Brg84] [Jai84|. This is a measure of the odds of
detecting the fault S, and is dependent on the relative distribution (.X') of Is to O«
at each bit position in the input sequence used. It has been found [Sav84l that onl
the faults whose detection probabilities are roughly within a factor of 2 of the lowest.

detection probability within the fault set affect the test length estiumate.

At the begining of this chapter it was mentioned that sequential circuits can he tem-
porarily converted into combinational structures. This idea of altering the structure of

the CUT to ease testing tasks is elaborated upon in the following chapter.

11
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Chapter 3 Design for Testability

[t was seen in Chapter 2 that testing for a circuit fault depends on the ahility to control
and observe a fault site The test circuit used to demonstrate the idea (figure 2 1) was
a fairly simple and small structure If however, the block was embedded n a much
larger cell with a smaller pin to gate ratio, the ability to affect the fanlt site may he
impaired As a result, testability analysis programs {Gol74] [BigR4] [JaiR4] have heen
developed to provide approximate measures of the controllability and observability of
each node within a circuit. While these measures are not sufficient to indicate whether
or not a spectfic fault is detected, the information can be used to locate a section of
the CUT which is potentially difficult to test [Agr82]. With tlus data. the circuit can
be modified to enhance its overall testability. Also. since these algorithins are less
computation intensive than those designed to generate determunistic test vectors, the

data is available relatively quickly during the design process.

The concept of altering the circuit structure to simplify the test process essentially brings
the test process directly into the design environment As such, an ever-g,owing knowl-
edge base of design methods called, Design for Testability (DFT) [WilR3] 15 constanth
being compiled. There are two DFT categories ad-hoc and structured. ixamples ol

each of these design approaches are given next.

3.1 Ad-Hoc Approaches

Ad-hoc DFT methods are usually device-specific and not intended to solve a general
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32 Structured Approaches

test problem. Two common strategies are logic partitioning and test point insertion.

3.1.1 Partitioning

Since the computation time for test pattern generation and evaluation is proportional Lo
the number of gates squared for combinational circuits and cubed for sequential circuits
[Set85], a divide and conquer approach is taken to help reduce the test generation cffort.
Essentially the entire structure is subdivided into separate circuit hlocks during the test
mode Depending on the interdependence between subcircuits. partitioned regions can

be tested in parallel thus decreasing the overall test time

Modular or regularly design: 1 cells with natural partitions are more appiopriate for ths
strategy than are unstructured circuits designs. For instance. sotae designers exploit the
natural inter- module 1solation/communication of bus-based architectures to partition
a circuit during test mode. However, with such an approach isolating bus fatlures tends

to be a cumbersome process [How89)

3.1.2 Test Point Insertion

As mentioned previously, regions of the CUT which are difficult to access can be identi-
fied. The controllability and observability of these sections can be physically enhanced
by inserting accessible test pomnts which, during test mode, may act as circuit inputs,
circuit outputs or both. A trivial example is to replace a circuit node by a flip-flop
connected in a scan-chain (see sect 3.2). Selection of optimal insertion sites remains an

open problem. Somne results are discussed in [[lay74][Hay73]{1ye89]
3.2 Structured Approaches

The intention of structured DFT is to introduce a design methodology to solve a general

test problem. These techniques are usually geared for automated design.

Scan Design is probably the most popular structured DFT practice. It is based on

providing access to circuit latches. There are several variations of the scheme, differing
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in latch, clocking and control designs imposed by in-house system design rules |Wil73|
[Ste77] [Eic78] [And80] [Nad88| [Fun89|, but the underlying principle usuallv remains

the samne.

3.2.1 Full Scan Design

The intention of full scan design methodology is to test a complex sequential circt
by verifying that its structural build-up is sound?. In principle. for testing PULPOSES, A
sequential circuit is transfoimed into a combinational block, thus existing combinational
test generation techniques can be employed. Such an approach is attractive because of

the relative ease in generating tests for combinational as opposed to sequential circuits

[Set85].

CUT

PRIMARY INPUTS
L]

REIRER

SLNdLNO AYVIIEd

SCAN
IN
PPO, PPL PPQ, PPl PPOy PP PPO, PPla
D D ' D cee D
A A
—A—T " scAN
SCAN e SeAl

Figure 3.1 Full-Scan Design Concept

The basic full scan design concept is logically shown 1n figure 3.13. Each system latch,
shown here as a D type flip-flop (D-FF), i1s modified to accept multiplexed input

one from the output of the previous scan cell. and the other trom the circuit node
previously associated with the original latch input. An extra control hne (SCAN) is

needed to globally regulate the input selection of the multiplexers “The result is the

2 A limited amount of functional vectors are also done for design verification and timing analysis

3 A good catalogue of techniques is contained in [McC85b] [Wil83] and [Fun89]
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creation of accessible pseudo-primary input nodes (PI’l, - previously the latch outpnt)
and pseudo-primary output nodes (PO, - previously the latch input), and the provision

of at least two modes of operation — normal and scan.

As the name implies, in normal mode the flip-flops (and thus the svsten) performs with
the intended functionality and the test circuitry is virtually transparent to the CUT. In
scan mode, each scan cell accepts input from the output of a predecessor scan cell thus

collectively jomning to form a large shilt register structure or scan-chan.

During the test procedure, for each test vector, the system is first placed into scan
mode and, aside from the bits which map to primary inputs, the input vector is seriallv
shifted into the scan-chain. The CUT then returns to normal mode for 1 cvcle so that
the circuit’s response to this excitation can be londed into the scan-chain  Finally the
system is again placed into scan mode and the test data contained in the chain is shifted

out to be analysed. while another test vector is simnultaneously shifted in.

The penalty for reducing the effort needed for test generation is an mcrease in area,
higher power consumption and possible operating speed degradation if test hardware is
included in a critical path. Also, since test vectors are serially shifted into the chain, the
time needed to apply the test 1s proportional to the size of the scan-chain used. A partial
solution is to introduce some parallelism by paititioring the scan-chain. Realistically,
the number of these segments is limited by tradeoffs involving factors such as test time,

area overhead and the pin limitations of both the external vaster and chip [Bas89]

Some of the drawbacks cf full scan design can be reduced by using a partial scan design
[Prag8] [CheB9| In this scheme, only a subset of the system latches are configured mto
a scan-chain. However, in such a system, the more difficult problems of sequential test

generation and selection of optimal candidate scan cells must be considered

Despite the mmherent disadvantages, many companies claim that the potential stmplifi-

cation of the test pattern generation process justifies the use of full scan design |Wil83}.
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32 Structured Approaches

3.2.2 Boundary Scan

A board-level extension of chip-level full scan design is boundary scan |Glo88| [Has88|
[Par89]. In this technique the signals at the chip peripheries can be controlled and
observed via scan cells associated with each of the primary input and output pins
Boundary scan promises many advantages, such as enhanced board-level diagnosis, more

standardized tests, and reduced test access problems, especially for in-circut testing

As an alternative to the limitations iinposed by the physical probes used in “bed-ol-
nails” testing, boundary scan offers more reliable isolation of circuit nodes and eliminates
the overdriving ol internal lines. The gain is dramatic with high density single or dual

sided surface mount boards [Par89|.

Another structured DFT technique is to include test paltern generation and test re-
sponse evaluation circuit  ~to the chip or board under test. This is discussed in the

next chapter. For further in..cmation on DFT see {Wil83].
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Chapter 4 Practical Issues in Testing

As discussed in chapter 2, much work has been conducted on off-line generation and
verification of test sets and sequences. The second part of the test process, as defined
in chapter 1, is to devise a mechanism to physically apply the test vectors to the CUT

and analyse the response

The goal is to be able to detect all modeled faults. However, because of possible re-
dundancies within the CUT, the total number of detectable f~ults may not be known
(identifying redundancies is an NP-complete problem) unless a large amount of prepro-
cessing is done. So, the choice of a testing strategy may be based on a tradeoff of many

inter-related variables including .

e a pre-defined target level of fault coverage

production quotas

time needed to perfoimn the test
s on-chip area overhead introduced by DFT

the effort required to implement DFT circuitry and perform the test,

test equipment and circuit maintenance costs

Of course, no test scheme is universally adaptable because of the unpredictable ad-
vances in design technology and fault modeling However, current market oriented
dynamics should be accommodated. For example, with the current populaiity of scan

circuits, there will be a need for test strategies geared towards very dense circuits with

thousands of serially accessed scan inputs/outputs [Bas89] Chapter 6 proposes a test,

generation/application procedure for such circuits.




41 Test Pattern Apphcation

As a precursor to this, in the rest of this chapter, some common methods used for test
pattern application are outlined, followed by a short discussion of how the corresponding

CUT response is analysed and evaluated. An introduction to on-chip testing is also

presented.

4.1 Test Pattern Application

Test quality and test application effort have a notable impact on the cost of testing an

integrated circuit. Most schemes can be categorized as:

e stored pattern testing, or

e hardware pattern generation

Ad-hoc store and generate and programmed schemes are sometimes added to the hlist but

may be constdered as extensions of the two approaches listed above.

4.1.1 Stored Pattern Testing

Stored pattern testing involves the application of specific deterministic test vectors, each
of which provides an incremental level of coverage. Applying these vectors externally
may require large storage capability and expensive test equipment, priced on the order
of millions of dollars The technique is straightforward and suitable for many current
testing needs. However, the specifications of a test unit are static. so upper limnits are
physically imposed on such variables as test frequency. the number of available 1/0
channels, and the size of input (pin) buffers On the other hand, device haracteristics
evolve in accordance with design and fabrication technology advances, and nsually result
in potentially higher operating speeds. higher pin counts and the need for progressively
larger test sets. This conflict ultimately implies costly test equipment upgrades o
replacement. It is questionable then, if long term testing is economically feasible with

a standard stored pattern approach [Bas89).
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4.1.2 Hardware Pattern Generation

In order to reduce the functional and memory requirements of the external tester re-
quired, relatively simple circuits, based on linear feedback shift registers (LFSRs) |Gol67]
[Bar&7] or cellular automata (CA) [Hor89|, can be used to pseudorandomly generate test
sequences. In the most straightforward case. vectors are generated such that there is an
cqual probability of assigning a 1 or 0 toa CUT input. As mentioned in section 2.3 2, it
is intended that after a large number of these randomn vectors, a sufticiently high level ol
tfault coverage can be achieved. Unfortunately, experience has shown (c.g. test lengths
for C2670 and C7552 |ISC85]) that with current circuut densities, a number of these test,
vectors orders of magnitude 1n excess of the maximum test fength permitted may be
needed to attain this goal. Moreover a relatively small number of initial vectors cover
a large portion of the detectable single stuck-at faults leaving the majority of the test

sequence to he wasted in an attempt to detect random pattern resistant faults.

A possible alternative 1s to use a joint test strategy — apply a reasonable length of
random test patterns and supplement this with stored pattern testing. However, it has
been found that in many cases, the size of the stored test set needed nears 70% of the

full deterministic set [Bas89] Thus, this approach does not address the problem of

limited storage.

Another possibility ic the use of a store and generate approach (eg. |Agar81] [AboR3]
[Bar85| [Fed86] [Eic87] [Ude88| |brg89]) where, relative to the size of a deterministic
test set, a small number control words are used in conjunction with a random pattern
generator to produce a test sequence. Programmed testing is vet another exiension
whereby functional test programs contained in a ROM generate the required test set

This is common for microprocessor hased chips and svstems [Bral4] [K1ih&3
p I A

Exhaustive testing uses a counter, LFSR or CA to apply a full functional test set (i.c. 2"
distinct patterns where n 1s the number of circuit inputs). This approach is guaranteed
to detect all comnbinational fault, but since the test length increases exponentially with

the number of CUT inputs, this type of test procedure may not be economical for
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41 Test Pattern Applic ation

circuits with with as few as 25 inputs. Thus partitioning can be emploved to pseudo
exhaustively [McC84| [Ude88| test the CUT as a set of smaller subcircuits. In such
approaches. care is must be taken to minimise the sizable amount of control needed for

in—circuit partitioning,

There also exists a small group of regularly structured circuits, whose functionahy
permits the ad-hoc design of very simple dedicated pattern generators Parity tiee
testing {Ifon81] is an example. However, such solutions are, by far, the exception rather

tlitan the rule.

As will be shown in Chapter 5, generating test patterns in which there is a non-uniform
distribution of 1's to 0's can result in generated test lengths which are a small frac-
tion of those otherwise needed for uniform random pattern generation. One drawback
of most existing such weighted generation hardware i1s that while much sunpler than
stored pattern testing, these generators are much more complicated than their um-
form random counterparts. However, chapter 6 describes a weighted generation scheme
which balances hardware complexity and test length at the expense of an acceptable

area penalty.

The root generator of many pattern generation schemes is a uniformm random patiern
generator often implemented using an LSFR or CA. The next two subsections introduce

these structures.

4.1.3 Linear Feedback Shift Registers

A linear feedback shift register is a finite state machine comprised of a unidirectional
chain of D-FF (umt delays) and XOR gates (modulo 2 adders). A typical LESR with

XOR elements positioned between selected memory stages, 1s shown n figure 41

Such an LFSR generates a cyclic binary sequence by performing a linear transforimation
- polynomial division — on its input sequence (for more information see [Pet72|[Bar87()

In implementing polynomial division, the feedback taps of an n bit LFSR define the
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Figure 4.1 LFSRI1 - polynomial divider - Characteristic Poly +% + 3 +1

divisor or “characteristic polynomial™, and the input sequence (input polynomial) i«
the dividend. The n bit contents ( or signature ) of the unit after the last input bit has
entered is the remainder polynomial and the sequence shifted out during the process s

the quotient

A second LFSR structure is shown in figure 4.2. Here, a single XOR structure, posi-
tioned at the input of the first memory element of the LFSR, combines the previous

states of seiected LFSR stages.

Both figure 4.1 and figure 4.2 share the same characteristic polynomial. (r4 + 134 1)
and in terms of analysis, there exists a one to one mapping hetween the two LFSR
forms. LFSRI1 is a true polynomial divider, and while both it and LFSR2 yield the

same quotient stream, their respective signatures may differ.

Figure 4.2 LFSR2 - Characteristic Poly =4 + 23 41

An LFSR is said to be autonomous if there is no external input stream. For an n-stage
autonomous structure, the number of unique states cycled through is determined by the

positions of the feedback taps.

If the characteristic polynomal 1s primitive*, the number of unique internal states re-

4 A partial list of primitive polynomials can be found in [Bar87)
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42 Test Response Evaluation

peatedly cycled through is equal to 2™ — 1 > In such a case the LFSR is said to be o

maximal length.

A property of maximal length LFSRs is that the distribution of output bits generated
is uniformly biased to 0.5 (the ratio of 1s to Os occuriing at each memorv position over

. . n-1 . . . .
the inaximal sequence is 2—3:-1———1) This property and their 1elatively uncomplicated

structure, make LFSRs an attractive base for pseudorandom number generators

4.1.4 Cellular Automata

Another sequential structure which exhibits pseudorandom (uniformly distributed) gen-
erating traits is the cellular automaton. The unit is a series of flip-Hops where the
communication is restricted to nearest neighbours. The structure and communication
of each block is defined by a set of linear “rules” {Wol83| which deline the block's he-
havior. Two common examples are blocks constructed rule 90 and rule 150. (there are
256 possible rules). They are shown below where s[t] 1s the value of position/state 1 at
time interval ¢:
Rule90:  s[t +1], = s[t],_1 D s[t}41 (12)
Rule 150 . s[t +1], = s[t],_1 P s{t), 41 @ s[!] (13)
A hybrid CA is one which is constructed using more than rule.
(Glo88] [Hor88| [Ser88| have claimed that CA based generators possess superior ran-

domness properties than LFSRs. In fact, [Ser88| establishes an 1somorphism between

the two structures which tends to ease analysis since much theory has already been

developed for LFSRs.

4.2 Test Response Evaluation

There are many ways to analyze test responses. Conceptually. the simplest of these is Lo

externally compare the circuit output with the corresponding fault free response found

5 The all zero state is excluded since it forms its own cycle
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through simulation As described in [Dav76], CUT operation may also be compared to

that of a fault—free reference unit.

If test response evaluation is to be done on-chip or on-board, or if it is desired to reduce.
by orders of magnituce, the amount of data transfer between the CUT and the test head.
data compaction tecniques are employed. Compaction involves operating on the output
data stream using some function which either performs a transformation or extracts
some qualitative feature of the output data, or both The most popular compaction
scheme is signature analysis [Fro77| |[Koe79] [Dav®0| in which an LFSR or CA performs
a polynomial division-like operation on the output stream. In this transformation, all
possible input bit streams are mapped evenly onto the 2" — 1 possible signhatures ol
an n-bit signature analyzer. It follows that the number of k-bit input streams which
produce the same signature 1s : .

% = 2k-n (15)
This raises an important point: since compaction is a reduction of information, there
is an implied probability that useful knowledge is lost® In the case of signature anal-
ysis using an n-bit signature analyzer, for every given fault-free signature, there are

potentially 2k-n

— 1 wrong bit sequences which could produce the same result The
phenomenon where an incorrect bit sequence yields the fault-free signature is called
aliasing. 1t has been found that as the length of the input sequence tends to infinity, an

n-bit LFSR or CA alias with probability 27" [Wil86] [Iva88].

Typically LFSR based signature analysers accept serial data. The extension for multiple
output circuits is a multi-input signature register (MISR) which shown in ligure 4.3 {or

a characteristic polynomial of z* + £3 + 1.

Other compaction techniques involve recognizing certain attributes of the circuit’s out-
put data stream, such as parity [Car82), the ratio of 1's contamed in the stream and
its extension to exhaustive testing (syndrome testing)[Sav80|. and the number of tran-

sitions occurring [Hay76|. Good overviews of various compaction techniques are given

compaction should not be confused with ‘compression’ in which all information is recoverable
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QuUT

&
+
+

CUT OUTPUTS

Figure 4.3 MISR - 2% + 3 +1

in |Bar87} and [Kar85).

4.3 Built-In Self-Test

In Built-In Self-Test (BIST), test generation and response evaluation hardware are n-
cluded on-chip so that in-circuit tests can be performed with minimal need of external
test equipment, if any. The standard BIST set-up 1s shown in figure 4.4 Under normal

operating conditions, the additioral test circuitry is transparent to the functionality ol

the device.
SYSTEM
INPUTS
SYSTEM
C U T OUTPUTS
i
I OUTPUT
! - ~—3| COMPACTION
! | ! BLOCK
! i ! PASS/FAIL
: i | —
i ! |
| S, 1 Lt e 4
R {BIST CONTROL}~——~~~—=-= ] REFERENCE

Figure 4.4 Standard BIST Scheme
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During test mode, input stimuli are accepted fromn the test pattern generation block
(TPG) and the CUT’s output responses prepared for analysis in the output compaction
block (OCB) The most popular compaction techmque for BIST is signature analysis
At the end of the test sesston, the final signature(s) is/are compared with a reference
value(s) and a result flag is signaled. This type of process typically gives a global

pass/fail diagnosis (if desired [A1t89] suggests clusion of more refined fanlt location

features).

The reason for pursuing a self-test option is ultimately to reduce test costs, and there

are, indeed, many potential advantages offered bv such a strategy. For example :

e Less costly external test equipment is needed. thus the associated capital
cost is reduced.

e Placing the application and verification circuitry witlun the CUT eases
the test access problem.

e Less dependency on physical leads increases the efficiency of testing at
other levels of packaging (e g. probe tests and board tests) |[Bar87] [Par89]

e Shorter test times ar2 possible since some tests can be run at circuit speeds
[Kra87].

e Potentially lower (test) run-time costs because of possible circuit parti-
tioning

e Increased portability of testing (especially in-field test) allowing, lower

long term maintenance costs (e.g user-initiated tests for microprocessors
(Kub83]}

However, some of the obvious hurdles which thwart the acceptance of BIST are -
¢ Theextra area needed to implement the test circuitry reduces device yield.

o There is a potential performance degradation if test circuits are included
in a critical delay path.

e As with external pseudorandom testing, excessive generated test lengths
imply large time penalties.

e Common fault diagnosis techniques may be unattractive because, for ex-
ample, constructing fau't dictionaries for citcuits with compaction is ex-
pensive [Ait89].

e There 1s a general lack of knowledge and design techniques to solve the
above problems.

25
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Proponents of BIST claim that the long term benefits offered by this test option fas

outweigh the drawbacks - 1n some cases even if the area overhead is 40"%

Tot8&8] Fur-
thermore self-test methodologies may Le the only solution to test access prohlems which
arise from ever shrinking chip and board-level packaging technologies [ParR9]  For

good introduction to BIST see [McC85a| [McC'&5b| {Barg7|

Since this thesis presents an on-chip test pattern generation technique, the next section

introduces two pattern generators used for BIST.

4.3.1 Some BIST Test Pattern Generation Methods

The TPG is usually implemented as a variation of simple randoin pattern generating
structures, such as LFSRs or CAs, configured to generate a maximuin length sequence
Sometimes, for example in the microcoded BIST of microprocessors, memory is included
into the TPG Whether or not memory 1s included depends, however, on the amount, of

implementation overhead which can be tolerated.

One of the milestone structures proposed for BIST is a multifunction shift register called
a “built-in logic block observer” (BILBO) {Kon79] The BILBO, and its cellular automa-
won counterpart, CALBO (cellular automaton logic block observer [Hur88|), facihitate
partitioning the CUT into separate blocks for testing In a particular Lest session, the
unit acts as either a TPG or a signature analyzer (SA). Figure 4.5a 15 a tvpical BIST
set-up using a BILBO. Circuit blocks A and B are tested in separate test sessions

in the first, the BILBO acts as a compacter for circuit A, and in the second it acts as
a pseudorandom TPG for B. In this case, since separate blocks share the BILBO fon

different purposes. the blocks A and B cannot be tested in parallel

In order to reduce the test time and hardware overhead incurred when implementing
a BILBO, some authors (e.g. [Kra87][Kim88&|) s:.ggest the use of cignature registers as
TPGs. Such a system can increase parallelism when testing separate blocks (provided
there 1s no feedback between the blocks) This s demonstrated in Figure 4 5b  Wiath

this setup, circuit blocks A and B can be tested in parallel because each intermediate
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TPG TPG

I |

Block A Block A

| |
BILBO OCB (SA)

Block B Block B

0CB (SA) OCB (SA)

(a- Circuit Partitioning using BILBO ) \b- Parallel testing of A and B)

Figure 4.5 BIST of Separate Circuit Blocks

signature provided hy the OCB of A are used as test patterns for block B.

Circular BIST ([Kra87]) extends the idea of using signature registers for test pattern
generation by creating a feedback shift register, where the CUT 1s the feedback logic, to
simultancously generate and compact test patterns for the CUT itself. Some attributes
of this scheme ara: tests can be run at system speeds, the entire circuit can be tested in
one test session, and the overhead way be less than that for a standard BILBO scheue.
In order to reduce the area penalty of implementing a full scan circular path, [Pra8g|
documents a method for selecting appropriate flup-flops for a partial scan circular self-

test path. The effects of phencmena such as fault masking should be evaluated in a

circular BIST scheme.
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Chapter 5 Testing With Weighted Random Patterns

Conventional uniform random pattern generation, attempts to cover all faults within
the CUT by generating a sequence in which there is an equal chance of each CUT input’
assignment being 1 or 0. Experimental results [Sch75] [Sav84| [Lis87] [Waif8] | Wuns&|
[Bas89|, however, suggest that generaling groups of test vectors such that there is a
non-uniform distribution of 1’s to 0’s on the input lines, can result in test lengths orders
ol magnitude shorter than that incurred when using uniform random pattern generation
alone. In such a generation strategy, the proportion of times an input line assumes o
value of 1 is called the weight or bias of that line, and the coraplete distribution of
biases for a group of CUT inputs is called a weight set or weight distribution  Thus,
according to the above definitions, a uniform random pattern generator possesses a
characteristic weight set in which all pin biases are approximately equal to 05 est
pattern generation according to one or more non-uniform weight sets is called weighted

random pattern (WRP) generation.

This chapter is divided into {wo seciions : First, some of the known algorithms used o
determine circuit specific weight sets are described; followed by a discussion of some of

the current schemes used to implement WRP generation in hardware

5.1 Some Algorithms to Determine Weight Sets

Unlike the new method proposed in this thesis, some documented methods used 1o
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calculate circuit specific weight sets involve one or more of the following techniques
to gather information about the circuit function or structure correlation of internal
switching activity to specific pin activity, formal detection probabilitv calculations, and

circmt path tracing. The salient features of some of these methods are discussed below

In some earlier work intended for large-scale integration (LSI) proposed by Schnurmann
ct al. [Sch75], the relative weight of a particular input pin is adaptively assigned based on
the relative amount of internal switching activity caused by uniquely exercising that pin
With respect to VLSI circuits, Siavoshi [Sia88] proposes an alternate adaptive algorithm
which reduces the prohibitive amount of simulation needed in [Sch75) to evaluate nodal
activity. Instead of randomly toggling single input pins. most of the mitial information is
gathered using a functional test set which already exists [or design verilication putposes
By simulating each pattern of this set, the amount of activity per vector is assessed
from observing the circuit inputs in conjunction with the corresponding cutput states.
This information is then used to develop an initial weight set from which weighted test
patterns are generated and simulated If any new test vectors are found as a result of
WRP simulation, the estimated weight set is iteratively refined using a simular process
A potential drawback of the method as presented is that a functional test set may not
always be a proper choice for the prime source of information, especially if it provides
poor fault coverage. In such cases, the initial information may be biased resulting in the

final test sequence being geared to test only a portion of the circuit

Recently, Wunderlich [Wun88| developed a detection probability based procedure to
determine a user specified number, k, of weight sets. This is done by modifying the
common test length tormula (equation 1) to the form shown below (equation 2), which

accommodates for k generator weight distributions Xj....X} and k fault scts, Fy...F}.

k
PX) < [T1I (-1 =ps(x)) ™) (2)

1=1f€F,
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where
k

N=>N, (3)
=1

If only P is known, minimising the overall test length N is an NP-hard task |Kri®4]
So, k is made a free-variable and the new objective is to find a sufficiently small test
sel. The problemn is formulated as follows:

Given a probability P that all faults are detected, let k be the desited number of gencrator
distributions Find k partitions of the fault set F' =-. F{ [} k associated weipln
distributions X =< X1 X ~ and k test lengths -~ N3 N, - such that the total tes
length N is sufficiently smaller than that of a umform random test

The procedure for determining multiple weight sets is an extension of the work contained

in [Wun87| which solves the case of a single weight set.

Single Weight Assumption

For a single fault set (i.e. k=1), an optimal solution for X can be found by minimising

the objective function (OF) -
- -re(XIN
in(P(X)) ~ 3 (1 pp(X)Y = = 3 ) (4)
feF feF
oF =3 /W (5)
feF
but this task generally requires exponential effort.
However, since the OF can be proven to be strictly convex with respect to a single
variable7, heuristically, a suitable distribution X can be found using Newton iteration

(or similar method e.g regula falsi) to minimise the OF for each pin bias r,.

Multiple Weights

The procedure for developing multiple weight sets involves partitioning the fault set

F inlo k subsets < Fy...F, > of possibly diflering sizes, such that the sum of the 4

Note that P(X) is really a function of m variables since the weight X is a set of input biases - rq rm - where
m =no CUT inputs
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associated OFs is sufficiently small. A weight is calculated for each separate fault

grouping.

Again, the problem of finding an optimal division of the fault set requires exponential
effort Instead. a multi-stage partitioning scheme is adopted. First, a subset of faults
with the smallest detection probabilities (see [Sav&d4| ) is coarsly partitioned into k
groups using a first order algorithm afterwhich the contents of these k fault groups
then refined using a search tree. Each remaining fault is then assigned to one of {hese

subsets. A complete description of the method is contained in [Wun88].

ESTIMATED LENGTHS SIMULATED LENGTIHS
NETLIST | Random Weighted Weighted |Wun88| Random

[Wun8g] [Wun88] Test len. | # Sets (Tulip)
C432 1.9e3 1 1e3 494 2 108R GOR 1024
C199 1.2e3 1.2e3 1381 1 960 1216 | 1600
880 2.4e4 710 578 3 21568 | 6848 | 9760
(11355 2 16 2 1e6 H288 1 3104 1744 1824
C1908 h.led 2. ]ed 1074 6 10592 | 6688 { 15072
C2670 8 Ret R.le5 47110 5 3.7¢6 | 4 3e6 | 6 le6
3540 8.0ed 1.1ed 11233 5 49248 | 84416 | 9280
C5315 4.0ed 1.1e4 4430 5 1920 | 2656 | 1128
6288 6.3e2 2.4¢e2 239 1 128 160 i02
C7552 3.1ell 2.8eb 24037 6 -~ le6 leb le6

Table 5.1 Comparison of [Wun88] Data to Random Pattern Simulation Results

Based on the results contained in [Wun&8|, the performance of this method is difficult
to evaluate. Some of the data 1s reproduced in table 5 13 Here, the estimated uniform
random test length and the estimated ‘optimal’ weighted test length are shown against
the number of simulated weighted patternsfWun88| and three uniform random test

lengths found via simulation (Tulip [Maa88]).

8 For C7552. after weighted simulation 27 faults were left undetected
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The following observations are made :

@ Compared to the simulated random test lengths, the equiprobable tes
length estimates seem excessive. In fact. in all but two cases (C'2670 and
C7552) the gain of using the determined weight sets 1s not signiticant
This is possibly because the estimates attempt to give a confidence level

that some large percentage (eg 99%) of all test sequences of this length
will achieve 100% coverage

@ The weighted test length estimates for 4(C1908, C'1355, C2670 and (17552)
cases differ from the weighted simulation value by at least an order ol
magnitude

® The major advantage of using WRP is to dumninish the test length needed

to achieve a high level of fault coverage Aside trom C2670 and 7552,

all of the ISCAS85 [ISC85] test circuits are fully testable  a relatively

short pseudorandom test length thus don’t benefit from the scheme The

weighting algotithm of [Wun88] could be better evaluated if expernments

were performed on circutis which require much longer random test lengths

Also, contrary to what 1s logically expected, it 1s found that when using this method, the
test length does NOT monotonically decrease with an increasing number of determmned
weight distributions This m itself 1s a serious failure on the part of the algorithm The
author attributes this to the inherent complexity of the problem and the approximations
used in the applied heuristics The method’s sensitivity to detection probability accn-
racy and the size and contents of the initial fault list may be another soutce of ertor. IFor
example, if the contribution of redundant faults 1s not neglected, the calculated detec-

tion probabilities of this class of fault would corrupt intermediate test length estimates

and result in inaccurate weight sets and a pessimustic overall test length projection

Bardell, Savir and McAnney |Bar87| discuss a path tracing algorithin to find an imitial
weight set. This is done based on the signal probability assignment to the inputs of
a gate, and calculated according to the formulae given below Here, p, is the bias of

the inputs to the gate, p, is the output signal probability. and & 1s the number of gate

inputs.

The weight of a fanout stem is calculated as the mean of the signal probability assign-
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BLOCK P,
AND pol/k
OR |[1-(1—p,)VF
INV. 1-p,
NAND (1 - po)i/k
NOR 1-—- pol/k

Table 5.2 Backtrace Signal Probability Update Formulae [Bar87]
ments at each of its branches This, however, inay not always he the most appropriate
compromise because the relative “importance” of each branch is not considered. TFor
instance, due to the averaging process, the contribution of a branch bias intended to
cover a relatively large number of circuit faults, may be outweighed or cancelled (the
average reverts to 0.5) by the bias(es) of one or more other branches, whose cuinulative
number of associated faults is far less than that of the previous branch A solution
might be to rank each branch according to the size of the sub-circuit, thus the number
of circuit faults, with which it is associated. The bias of a stem can than be estimated

as a weighted average of the biases at each of its branches.
The weighting procedure of [Bar87| is as follows :

For each gate in the circuit, an initial weight is assigned to each of its n inputs according

to the formulae:

AND,NAND :p, = (n—-1)/n (7)
OR,NOR :p, =1/n (8)
and the gate’s contribution to the signal probability assignments at the CUT inputs is

computed by propagating back the gate's output signal assignment along all possible

backtrace paths, and updating according to the equations outlined in table 5.2.

As a result, after all gates are processed, each CUT input will have m assigned local
weights, where m is the number of possible gates which can be traced to that CUT

input. The bias of a CUT input is then calculated as the average of all assigned local
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weights. See [Bar87| for an example of this.

Multiple weight sets are found in the following manner: Using the initial weight set
calculated above, a threshold number of weighted test vectors are simulated. The faults
left undetected after sequence are identified. ATPG is performed to determine a test
vector for one of these remamning faulls and a test weight 1s computed according to
the form of this new vector. That is, for each logical 1 in the test, a sufficiently high

signal probability {e.g. 0.9) is assigned to that input position. Similarly, mput positions

corresponding to 0 values are assigned a low weight (e.g. 0 1) So, the test vector 1xx00|
may produce the weight (0.9, 0.5, 0.5, 0.1, 0.1, 0.9). Again, simulation is performed and
the fault list is further reduced. The ATP G-stmulation based procedure 1epeats to find

other deterministic weights®.

An intermediate procedure which can be used in conjunction with the ATPG step
to find multiple weights is to iteratively perform the initial signal probability based
weighting algorithm on progressively reduced fault sets. Thus, dedicated weights will
be algorithmically found for faulty ‘sections’ of the CUT This would be beneficial 1f
weights defined by different subcircuits conflict, and tend to ‘smooth’ parts of the final

weight set back to a near uniform random distiibution.

An algorithm which uses such an idea is proposed by [Lis87|. Test generation system
ESPRIT ( Enhanced Statistical PRoduction of Test vectors) is designed to use testa-
bility measures and feedback form fault simulation to dynamically generate test vectors

according to multiple weights

In this approach, testability estimates [Brg84| are used to calculate input. probabilities
by minimising a cost function which balances CPU time and simulated test length
Patterns are generated according to the assigned weight set and fault simulation

done until a threshold rate of fault coverage is reached. Using the resulting reduced

In such methods. it is always an option to store a few test patterns rather than implement a pure weighted
random test strategy
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undetected fault list, (thus for simmulation purposes, a reduced representation of the
circuit) the process repeats to find a supplemental weight distribution This procedure
of determining weights and updating the fault list continues until a threshold ievel of

fault coverage is attained

Experimentally, compared to a random pattern test length. the scheme is found to
successfully diminish the generated test length needed to test the ISCAS85 benchmark
circuits[ISC85). The results of [Lis87] did not, however, discuss the number of weight

distributions computed during the procedure

In an algorithm patented by IBM |Eic87], all possible paths frotn an output terminal to
an CUT input are traced and an initial weight is calculated as a function of the number
of CUT inputs feeding the blocks along the trace-back paths. Weighted simulation is
then peiformed and DTPG is used to find test vectors for any faults left undetected
Additional weight sets are derived from the DTPG results. The procedure for estimating

the initial weight is discussed below :

In this algorithm, each input of a circuit block X, shares the same weight value
The individual device blocks are limited to AND, NAND, OR and NOR primitives.
Assuming that identical circuitry feeds each of a block’s N inputs, the probability, P. of
placing a non-controlling value on any block input is approximated by (no justification

for this was given in |Eic87]):
Ppn=(3-N — (N2 = 2N +5)1/%)/(2 - 2N) (9)

[t follows that the ratio of occurrence of a non-controlling setting to controlling assign-

ment is

Rpun = Prun/(1 = Prup) (10)
FFor example, in order to minimise the generated test length needed to test all stuck-at
faults on a 4 input OR, the probability of placing a 0 on each gate input should be

0.768. In accordance with the definition of weighted generation given previously, the

bias of each input line should then be 0.232.
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Since identical input circuitry is a rare occurrence, a compensation factor is introduced

based on the number of CUT inputs which can be traced to the hiock ¥ This

calculated as :

K = O'B(NDIJ/NDI,U) + Rypyn(Nr) (11)

where,
NDI, = No. of CUT inputs controlling X

NDI, = No. of CUT inputs controlling the block " which leeds X along the
selected traceback path

N; = No. inputs to .X

Equation (11) can be interpreted as the ratio of non-controlling to controlling mput
probability being offset by the ratio of the number of CUT inputs feeding the source

block X, versus the number of CUT inputs feeding the block (Y} whichs input to \

Each circuit block is assigned two numbers W1 and W0, which represent the 1 and 0
weights shared by all of the block’s input lines. These values are initialized (o 1. and
due to the different functionality of the 4 block types, they are conditionally updated

as in table 5.3.

BLOCK| WO w1
AND Wo, |K/W1,

NAND | w1, |K/wo,
OR |K+W0,| Wi,
NOR | K+W1,| wo,

Table 5.3 Weight Number(W 1,11°0) Update Calculation |Eic87]

Starting from each CUT output, a recutsive backtrace is performed. progressively up
dating the W1s and WO0s of the input blocks encountered along the hacktrace paths
The W1(1¥0) of an input block. Y. is modified as the larger of the IV 1(1V'0) value calcu-
lated from table 5.3, and the W1(WO0) already assigned to the input block For example
if block X has a NAND as an input circuit block, the Ws for the NAND (ie  block
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Y)are updated as :

WO, = MAX(W1;, W0y) (12)
W1, = MAX(K/1V0,,W1,) (13)

The backtrace then continues from the NAND. When an CUT input is reached, its bias
is indicated by the ratio of the W1 and W0 assigned to the line. For example if 10
W1 then the line is more strongly biased towards 0. The reader is referied to [EicR7]

for further details.

Note that the compensation (equation. 11 ) is not accurate for circuits with fanout
and/or reconvergence. The oot of the problem is the assignment of identical W1 and

W0 values to each of a block’s input lines.

Figure 5.1 Failure of [Eic87] due to Fanout

If a particular circuit line fans-out, then it is shared by more than one subcircuit and
hence, more than one backtrace path. It follows that the weight assignment of the fanout

stem dictated by each backtrace path may be different. Figure 5.1 is an illustration ol
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52 Weighted Generators

this. The fanout stem A is shared by gates 1 and 2, thus the calculated Ws for stem A

may be conflicting depending on which of the backtrace paths shown is taken,

Regardless of the inherent inaccuracies of the respective weight estimation processes.
the acceptable performarce of weighted test pattein generation suggests that the weight
sets do not have to be optimal. In a practical sense, since thousands of test patterns are
generated, the weight must simply represent enough information so that its performance

is sufficiently superior to uniform random pattern testing

5.2 Weighted Generators

This section outlines some of the known implementation schemes used to realize WRI
generation in hardware. Depending on how input stimuli are mapped onto circuit inputs,

hardware WRP generators can be divided into two classes of architec ture
e Local generators, and

e Global generators

5.2.1 Local Generators

Pm'l:;u
OENERATOR [———-~—=——— CONTROL

INPUT NODES

§ 6 @

CUT

WEIGHT LOGIC

Figure 5.2 Local Weighted Pattern Generation

In local generation, weighted inputs are computed and applied directly at an input node
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by logic associated with that node (figure 5.2). Since weight conversions are performes
at the input sites, the hardwaie overhead for this type of architecture tends to grow as a
function of the number of weighted CUT inputs required. This umplies that the weight
logic assigned to each CUT input should be simple. Moreover, the size and complexity
of hardware required to locallv generate weighted patterns according to multiple non-

uniform weight sets may be unacceptable for implementation

Some of the earhest wo~k 1n external local weighted pattern generation is contained
in [Sch75] and reproduced in figure 5.3. Here, the weight at a CUT input reflects the
relative amount of switching it undergoes. This however, does not detract from the

previous definition of weighted generation given at the begining of this chapter

1
BIT L__cur
CHANGIR INPUT 1
0 o
101 pre |______CuT
INPUT 2
N DECODE | j0e CHANGER
Er-i n: 266
—_ BIT cuT
CHANGER | INPUT 3
L 177
178
iy | cur
CHANGER INPUT 4
=

Figure 5.3 Weighted Generator of [Sch75]

An LFSR is used to stimulate each input of a large decoder a uniforim number of times
Each generator output is driven by a “bit changer™ or binarv trigger. which toggles
each time a signal is applied to it Thus, a relative weight is assigned by diivinga CUT
input’s bit trigger by a bundle of (ORed) decoder outputs. For example in figure 5 3,
CUT inputy is weighted to switch 100 times more than CUT inputy and about 1.3 times

more than CUT input; and CUT inputy.
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This structure is actually a good example of how technology changez «mpact test hard-
ware. The technique may have been appropriate for circuits of the mid-70's (the test
circuits in [Sch75] contained less than 50 inputs) but nowadays, the comparatively large
number of circuit inputs resulting from techniques such as scan design, and the as-
sociated sertal manner in which most of these CUT inputs are accessed, renders this
generation scheme infeasible. Incorporating the generator on-chip is impractical due to

the high degree of routing necessary.

5.2.2 Globa! Weighted Pattern Generators

The main characteristic of global WRP generators (figure 5.4) is that weighted bit
streams are mapped onto the appropriate CUT inputs. Frequently, the actual pattern
generation circuit is autonomous to the “UT and a control block is needed to perform
the mapping An advantage of this architecture is that the control block can he con-
structed to enable test pattern generation according to multiple weight sets. In such
cases, however, the size of this block may make the global WRI’ generator unattractive

for full on-chip implementation.

RANDOM

PATTERN Tl MU INPUTS

GENERATOR T T 17
CONTROL

Figure 5.4 Global Weighted Pattern Generation

[Fed86] uses a memory based global WRP generator for the testing of microprocessors
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First, a feedback shift register is designed such that there is no correlation between
subsequent states. As shown in figure 5.5, the uniform output of this n-bit FSR is
decoded to non-uniformly address a store (ROM) of k instruction words, where 2" is
greater than £ Thus, complete instruction patterns (not bits) are weighted by mapping
a desired number of FSR states to that pattern’s address in the ROM. The method is
well suited to off-chip functional testing but the ROM is may be too large for inclusion

on-chip.

FSR ﬁ?,R INSTRUCTION
a STORE
m—— (2 : k)

Figure 5.5 Weighted Instruction Generator

[Wun87| suggests a generator of unequiprobable random tests or GURT. This multi-
function register unit has 4 modes of operation -

¢ normal system operation wherein each register serves as a D-fiip-flop.

¢ a shift register

e a signature analyser

e a weighted generator
Of interest to this text is the last mode.

As a weighted generator, each GURT is configured to generate a 1 according to threc
probabilities p, 1-p and 0.5. This is done in a manner similar to combining the random
bits contained in distinct LFSR stages through a small combinational block, the output.
of which is biased to the desired weight In some cases, in order to unplement different
weights (eg. 1/4 and 1,16) multiple GURTSs are constructed A major drawhack of this

test architecture lies in the mapping of the weighted stream(s) onto circuit inputs.

Since a GURT can only generate 3 weights, input (scan) nodes of similar bias must
be grouped to mimmise ronuting costs and avoid repeatedly constructing GURTs of the

same weight. However, weight sets are usually developed after the CUT is designed and
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the resulting assignment of bias levels to CUT inputs can be in any order. Post-design
reordering of scan cells to regularize the weight assignments is not a simple task and
can (and probably willj introduce a severe routing overhead. Replicating GURTSs of the

same weight may also introduce an unreasonable atea penalty

[Eic87] describes a weight generation system which is integrated into an external tester
The basic weighting circuit is shown in figure 5.6 WRP gencration is based on com-

bining (ANDing) the random bits output from up to 5 consecutive stages of a 32-bil.
LFSR.

LFSR
NENEN
Sl P —
MUX —:)D p or 1-p
CONTROL |-
T
| HOST

Figure 5.6 Cascade AND Weight System

Stream biases of 5 bit resolution are possible. The cascaded AND structure compntes
biases of 27%, 1=1...5. The output XOR is used to logically invert the generated stream

thus provide complementary biases of 1 - 27" for the same range of 1

In order to reduce interdependencies within the generated bit stream, a delay-shift
method of generation is used to stagger the spatial rate at which bits are combined
For instance, if a bias of 0 5 1s required, line #1 of the output mux would be selected

every shift cycle. On the other hand, because a bias of 0.125 is the product of ANDing
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3 consecutive LFSR stages, when needed, line #3 is gated through the MUX only after

every 3rd cycle. The other non-equiprobable biases are generated in a similar manner.

FEach output channel of the external test unit has a dedicated weight circuit, the LIFSR
of which has unique feedback taps and a unique initial seed This is done 1o help ensure
that a pair of independent device inputs do not repeatedly receive identical test stimuli
The sizable amount of control information needed to select and map biases onto input

pins is handled by an ¢xternal host computer.

Another global pattern generation system based on a “canonical weighting circuit™ is
suggested by |Brg89] and shown in figure 57 The weighting circuit is a cascade of 1
multiplexers whose select lines are determined by r distinct taps of a rnaximal length
pseudorandom source biased to 0.5. Dedicated to each of scan input (5,)of the CUT is
a control word (W"W0._ . W"=1) which is input to the multiplexer bock and designates

the weight of the scan cell according to :

r
Weight(S,) = 27 "W" + > 27'W' (14)
1=1
In this way the unit generates patterns with a weight resolution accuracy of 27", The
reader is referred to [Brg89| foi a detailed discussion of the weight derivation.

The size memory control block may tend to prevent the entire system from being inte-
grated on-chip, however, on-hoard implementation is possible. The memory is expecte«
to grow as O(knr), where :

- k = number of weight sets

- n = number of scan cells.

Thus, chips with the order of 1000 scan inputs and 2 weight sets of precision 2 4, require
the order of 10K bits of storage. Since test time can be traded for hardware complexity.

a more coarse weight set may be chosen in order to reduce the size of the memory.

The design of a new on-chip local WRP generation mechanism is presented and evalu-

ated in the next chapter.
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RANDOM PATTERN GENERATOR

l—lTo Ty Tr1

vee n-bit SCAN REGISTER
S] soe

lw"lw ee o |y?

r+1 CONTROL BITS
(WEIGHTfIGISTER)

CONTROL MEMORY

Figure 5.7 Canonical Weighting Circuit
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Chapter 6 Weighted Random Built-In Self-Test

This chapter examines a BIST implementation of a WRI generator for full serial scan-
path (hundreds to thousands of scan cells) circuits. Previously it has heen suggeste
|Wun88] [Wai88| |Lis87] that multiple weight sets can be used to minimize the overall
test length, however in a BIST environment, the high cost of implementing different,
weight distributions must be considered. For this reason, test pattern generation is
performed using only one uniform random weight set and one non-uniform weght sot.
of fairly coarse resolution. Experimental results will demonstiate that the performance
of such a strategy is orders of magnitude better than uniform random pattern testing

alone

The self-test methodology involves serially scanning in a test pattern and scanning
out the corresponding test response into a compaction unit. Using such an approach
makes the suggested BIST solution extendible to external testing. Experiments are
performed using the single stuck-at fault model, however, the analysis can be applied
to any fault model which does rot require a specific ordering of input test patterns (e.g

non-feedback bridging faults, multiple stuck-at. etc.)

The text is divided into two sections: first, an ad-hoc simulation based method of
determining the characteristic weight sets is outlined; and second, a distiibuted WRP
generator is proposed for local generation of the dually weighted sequence. This gen-

erator design is intended for BIST and is suitable for automated design. At various
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stages, performance results are given in order to help demonstrate the effectiveness ol

the procedure.

6.1 Weight Set Estimation

Much work has been done concerning the off-line development of compact test sets
and sequences (chapter 2), but on-chip test application schemes are rare (recall that
on-chip storage requirements of even a fraction of the test set may be too laige [Ba<Ro|
and unrealistic test lengths may be incurred when using only uniforin random pattern
genertion). The test pattern generation scheme discussed here is geared for efficient (in
terms of time, storage and mmplementation) test application. It can be considered a
means of transforming a conventional randomly generated test sequence into a pair ol
relatively short test sequences. one of which is non-uniformly weighted Conceptually,
the approach is similar to the joint random pattern and stored pattern testing scheme
which was described previously in section 4 1 2, except that in this case, stored pattern
generation is replaced by WRP generation The rest of this section focuses on the design

of the non-uniform weight set.

Unlike much of the previous work (Chapter 5), the weight estimation procedure pre-
sented relies neither on formal signal probability calculations nor on explicit analysis
of circuit structure. As mentioned in chapter 5, in some methods which depend on
such details (eg. [Bar87)[[ic87]), fanout may directly affect the accuracv of the final
weight set because conflicting weight assignments may be assigned to separate circnil
nets which converge at the same gate. Also, if the weighting algorithm is such that .
detectability value for each potential fault contributes to the result, signal probainlity

estimates for redundant fauit sites may pollute the weight computation

In the work at hand, the conjecture 1s that sufficient circuit mformation pertinent to
designing a weight set is contained in a test set, and can be extracted using simulation

techniques. In fact, since the weight estimation process is based on the circuit’s simn
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ulated behaviour during test mode, the circuit can be considered a functional “black
box” during the procedure. Because fanout and redundant faults are not explicitly con-
sidered in a functional circuit representation, they should not ditectly contribute to the
accuracy of the final weight set. The existence of fanout and redundancies do, as nsnal,

impact the computational effort of simulation tasks performed.

As an aid to the ensuing discussion, a flowchart of the entire scheme is provided in
figure 6.1. The alphabetic tags associated with the various steps are refered to in the

subsection(s) dealing with that stage of the process.

Test Sct/Sequonoq

Partition to
Identify Diffioult (A)
Vectors/Faults

Detérmine Required
 and Unnecesa Bits (B)
(Bit—Flipping

Caloulate Weight
Straulate (C)
(D) Relax Selwoted
Bit Positioned
Take Better
Simulate ] Welght Set
Quantize The
Yaight Set (E)

Done Relax Bit Poslitions (F)

If Required

Figure 6.1 Flowchart of the Weight Estimation Procedure
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The first step (A) is to identify the required test vectors which tend to extend the
conventional random test length needed to generate a test set. This can be done hy
tracking an associated random pattern detection profile 6.2) and partitioning the curve
at the point at which the rate of coverage begins to decrease by a user-defined thieshold
amount. Typically this might occur in the “knee” region of the curve. The groups

of vectors found on either side of the partition point form two subsets. each of which

defines a different weight.

100%
~EASY~

DIFFICULT

% Coverage

No. of Patterns

Figure 6.2 Progression of Coverage with Uniform Random Patterns

In the steeper sloped region to the left of the partition, faults classified as random easy
are quickly detected in a relatively short test length. Since the performance of random
patteriis i5 already acceptable in this region, a uniform weight of 05 (random) 15 used
to cover these faults. As the test length appioaches infinity, random difficutt!? faulis
are found at a comparatively slower rate. This is characterised by the long flattened

tail region to the right of the partition. Because the vectors occurrmg within this tail

Note that the qualitative classification of a fault as “difficult” or “easy” is always with respect to a speufic
type of generator, be it random or biased according to a specific weight set. unless specified as otherwise
“difficudt” will refer to uniform random generation
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segment are more resistant!! to random pattern generation, a weight set 1s calculated
to cover them (and thus their associated faults) more rapidly The expected effect of

using such a pair of weights is shown in figure 6.3.

11

100%- Weighted Random

-

7% Coverage

No. of Patterns

Figure 6.3 Expected effect of 2 weight sets

6.1.1 Processing the Tail Vectors (B)

In many cases it may be unrealistic to perform fault simulation until all difficult faults
are detected. Instead, a cut-off limit may be iinposed on the rate of coverage, after
which simulation is terminated In such an instance, although it is possible that not
all difficult faults are covered by the test sequence, if the rate of coverage at the cut-off
is chosen to be sufficiently small so that most of the difficult faults are found, the tail
vectors can still be used to determine an initial non-uniform weight set. Since, aside
from the circuit itself, the vectors for the detected difficult faults represent the only
available informadtion for determining the weight set, the estimated weight set will he
geared to cover the detected difficult faults (called target faults) ATPG tools o1 a
method such as that described in section 6.6 can be used to determme supplemental

tail vectors for missed faults.

11 e degree of a fault's "resistance” depends on the threshold criteria, thus the position of the partition
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The pool of vectors which detect target {aults is processed to provide the necessary
information needed to calculate the non-uniformm weight. Each test vector contains
information concerning the circuit faults which it detects. Specifically. a subset of the
bit assignments within a vector represents a bit crdering which detects the associated
faults. However, some of this information may be redundant since some faults are

repeatedly detected by subsequent tail vectors.

In order to formulate a weight set characteristic of the target faults, an attempt s
made to reduce, if not remove. any redundant information contained within each tail

end vector and isolate the bit assignments useful in detecting faulls. The first task is
accomplished by using a fault dropping scheme, demonstrated in figure 6 1, to assign to
each tail vector (V') alist of unique target faults (¢) which excludes those faults detected

by any previous vector.

Vector | Original Fault List | Assigned Fault List
Vi f1tytyte f1tatzfs
Vy ty t3 ty ty
V3 t1 1y t3 ts ty

Table 6.1 Reducing the contribution of multiple detection of faults

For each tail vector, V,, not all bit assignments are instrumental in detecting its asso-
ciated faults. Some simulation tools [Maa88] can be used to provide a partial estimate

of the necessary bits per vector. ATPG tools can also be configured to provide some ol

this information.

In the experiments performed a bit flipping algorithm was used to determine the needed

bits per vector This is introduced here *

- Given an n bit tail vector V], create n new unique vectors (vq,. ., v, ., Uy)
each of whose Hamming distance from V;, is 1. This is done by inverting
the uth bit of V) to create v,.
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- Simulate each vector v, with respect to the target faults associated with
V]-
- if the coverage decreases then bit 1 is needed

else bit ¢ is marked “don’t care” (unnecessary)

The “filtering” process described above results in a sparse test set in which only the
needed bit assignments per tail vector are retained. Using this test set representation,
a weight set which can cover the set of target faults can be estimated by calculating
the ratio of the number of 1s to Os within each bit position {input position). A gener-
ator defined as such, attempts to produce a test sequence containing vectors similar to

(ideally identical to) that of the filtered test set

Vector | Before Bit Flipping | After Bit Flipping
Vi 111001} x 11 x x x

Vs 011101 0 1T x 1 x x
Vi 110000 1 1 x x x O
s 010001 0 1 0 x x x
weight| 5 1.5 250.75 | .33 1.5 1 5 0

Table 6.2 Weight Set Estimation

In table 6.2, a weight set is calculated for a sample set of vectors before and after
extraction of the needed bits. Notice that that the removal of the unnecessary bits
(shown as ‘x’ after bit flipping) results in a much different weight for the first, fourth,
fifth and sixth bit positions. Before bit flipping is performed. the definite assignments
to the unnecessary bit positions act as “noise” which corrupt the weight estimate This
1s apparent, for example, in the sixth bit position — before bit flipping the weight 15 0.7%
but it is found that a 0 bias is more appropriate. Filtering off these assignments should

result in a more accurate weight set.

51




S N W

12

13

14

61  Weight Sct Estimation

6.1.2 Results !

The test generation scheme is evaluated using five scannable circuits of varving size!”

The complexity of their topology is indicated in table 6 3.

NETLIST | #Faults | # Inputs | # Outputs | # Gates | # Levels
C694 1 5672 247 250 3780 )
C9389 8075 725 786 5044 53
C11657 9836 615 687 6541 72
30989 28572 1668 1668 16299 44
C35002 32985 1464 1578 16820 45

Table 6.3 General Ciicuit Information

The first stage of the process is to determine an initial test set and isolate the difficult
faults. This is done by simnulating!3, with a collapsed fault set, the order of 1 million
random patterns and pattitioning the sequence at the point whete less than roughly 30
faults were detected tn a window of 3000 consecutive random patterns!® As mentioned
before, the partition threshold is flexible. The results are shown in table 6.4 For cach
circuit, two test lengths and their respective fault coverages in terms of the number ol
irredundant faults left undetected are given. First, in column 11, the test length required
to reach the partition point (i.e. that covers the easy faults) is shown. Column HI list
the fault coverage of this short sequence. The maximum number of random patterns
simulated (L,) and its associated coverage aie given in columns IV and V respectively

Finally, the number of target difficult faults identified in the test sequence after the

These were provided by Bell Northern Research
The fast fault simulator used is Tulip [Maa88] and redundancies were later found using [Cox90]

Although the initial test set was determined using simulation, it is stressed that it is not important how the
test set was developed
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I I 11 v \Y VI
NETLIST | R.P. Test | # Undet | Max. R.P. Test | # Undet # Target
Length Faults Length (L.) Faults | Faults (V - TI)

C6941 55K 751 3IM 7 744
9389 12K 508 02M 0 508
C11657 5 3K 517 M 94 423
30989 13K 1954 2M 41 1913
C35002 15K 370 1M 33 337

Table 6.4 Initial (random pattern) Circuit Data

partition point (i.e after the test length of column II) is shown in column VI. This

fault pool provides information used in the bit-flipping process.

The next step is to isolate the difficult vectors and extract the needed bits. Using this
information, a weight set 1s then calculated and a set of 40K WRPs is simulated (table
6.5). This limit on the WRP test length 1s chosen to satisfy approximate test time
restrictions!® but in practice, of course, the upper bound can vary Column III {L.;)
of table 6.5 1s the point in this WRP test sequence after which coverage of the difficult
faults does not increase significantly Lyp (col. 1I) is the number of extra random
patterns required to cover the easy faults not yet detected. The coverage of the pair
of weight sets is indicated in column IV by the number of faults left undetected after

applying Luwrp + Lrp.

Test length improvements ranging from 1 to 3 orders of magnitude (ie powers of 10)
arc recorded. For example, more than 2 million pseudorandom patterns were needed to
test C30989 with a coverage of 41 undetected faults, while 31 undetected faults remain
after a joint sequence of 53K patterns Also, although a few tairget [aults are issed,
a number of previously undetected ones are found (col V) Recall that these newlv

detected faults could have required a nuinber of randoin patterns far in excess of the

Another meastire of this would be to more specifically consider the scan chain length and limit the number
of bits in the test sequence
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1 11 M1 v vV Vi Vil
NETLIST | Lrp | Luwrp # Undet. # New | # Targets| # Undet
(lzwrp + Lrp) Found Missed (I.zwp p + L(l)

C6941 5.0K | 38K 8 7 8 0
9389 12K | 34K 0 0 0 0
C11657 | 53K | 34K 24 77 7 17
C30989 | 13K | 40K 31 33 23 8
35002 15K | 37K 21 22 10 12

Table 6.5 Initial WRP data

maximum amount originally simulated (table 6.4).

6.2 Improving the Estimated Weight Set (C,D)

Referring to figure 6.3, as expected, within the WRP region there 1s again an extended
tail segment where WRP difficult faults are detected. This region may be excessively
long because not all faults were detected in the original random pattern simulation,
and/or characteristics of all faults are not sufficiently 1epresented by one non-uniform

weight set.

To overcome these problems, we propose two modifications to alter the weight set, :

e Update the initial pool of target faults.

¢ Relax selected input biases.

These modifications are ad hoc and iterative in nature.

6.2.1 Phase 1 - Update Target Pool (C)

The effectiveness of the method depends on how well the existing pool of target faulls

represents all the existing difficuit faults1®. It is possible that simulation according o

16 4 the experiments performed, redundancies were not known initially
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the the initial weight set can detect some extra faults which are not detectable using
realistic random test lengths. These new test vectors are included into the target pool
and the weight set 1s re-estimated. This process of iterative WRP generation and re-

estimation of the weight set repeats until no new frults are detected.

6.2.1.1 Results il

The results of Phase 1 modification of the initial weight set is shown below in table
6.6. Here the number of new faults detected (col V) does not include those found in the
initial WRP run (table 6.5). The total number of target faults is updated to the total

number of difficult faults found thus far in the process.

I I 1 v \% VI VII
NETLIST | Lrp | Luwrp # Undet. | # New | # Target { # Undet.
(L“,rp -+ Lrp) Found Missed (Lmr[) + Ln

C6941 55K | 27K 5 0 5 0
9389 12K | 34K 0 0 0 0
C11657 | 5.3K |22.2K 7 17 7
C30989 | 13K | 40K 31 0 23
(35002 15K | 29K 12 4 5

Table 6.6 Phasel runs of 40K length

As expected, there is a general imnprovement in the weighted test length (col. II); in
three cases (C6941, C11657 and C35002) accompanied by an increase in coverage The
reduction of test I>ngth may in some cases seem small but depending on the number of

input nodes, the impact on test application time can be quite sigmificant
6.2.2 Phase 2 - Relax Pin Biases (D)

In an attempt to further reduce the weighted test length, the biases of selected pins

are relaxed. After a suitable weight set is found in Phase 1, the circuit is re-simulatec
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using the weighted generator and only the target pool of faults is considered. Again.
by noting the progression of coverage, there will be a small group of vectors which are
found after a long WRP sequence This effect 1s expected since one hias 15 bemng used
to characterize many possibly different faults. The assumption is that these few WRI
difficult vectors strongly differ from tlie generator bias at several positions. A partial
remedy is to force some of these conflicting pin biases to 50" This compromise should

not adversely affect the test length if the number of positions modified 1s siall

The method of selecting bit positions to be relaxed is rather straightlorward  According
to a threshold criteria, vectors found in the end of the WRP tatl region are stripped
from the WRP test set. An example of such a threshold is to strip all vectors found

after the point where no fault is detected by 1000 consecutive WRPs

Using the algorithm of section 6.1, a weight set is estimated from the stripped WRP
vectors and is compared to the generator bras. Bit posttions which differ by a user-

defined amount ( e.g. 0 7), are relaxed. For example :

Generator Weight 1 0 2 7 .8 .2 .1
Tail Weight 10 4 8 .1 9 3
New Weight 1 02 7.5 5 1

Note that this is a potentially volatile step because disturbing the generator hias may
negatively affect the detection of WRP easy faulis. As a result. it is recommended that

this phase be performed only once and the numnber of positions relaxed be small.

6.2.2.1 Results Il

Table 6 7 is the resulis after phase 2 modification.

Aside from c9389, there is little difference in the WRP test lengihs of this and the
phase 1 run. In 3 cases though, the coverage increased slightly. Also, notice that for

C30989, Lyyrp is the 40K limit. If ten thousand more weighted patterns are simulated,
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I 1 I v Vv Vi VI
NETLIST | Lyp | Lurp # Undet. | # New | # Target | # Bits
(Lirp + Lwrp) | Found | Missed | Relaxed
6941 5.5K | 33K 4 0 4 5
9389 12K | 4K 0 0 0 6
C11657 53K | 25K 0 0 0 10)
30989 13K | 40K 30 22 16
35002 15K | 29K 12 5 6

Table 6.7 Refined WRP Data

the coverage is 22 undetected faults, thus tllustrating the possible tradeoff between test
time and coverage. Relaxing an input’s bias to 0.5 also reduces the nuplernentation

overhead since a modified scan cell is not needed at that position.

In all the cases, because test length did not suffer. it could be benelicial to investigate
the maximum number of inputs which could be relaxed without. seriously increasing the

WRP test length and coverage

A summary of the performance of the complete generation scheme in reducing the
random pattern test length otherwise needed to achieve equivalent coverage, is shown
in table 6 8. It was mentioned earilier that weighted generation can detect faults which
would require a number of random patterns far greater than the amount ornginally
simulated (L,). If this trend persists in other circuits, the conventional 2 part test
generation strategy of using random vectors followed by DTPG can be modilied to
include a weighted random stage after the random pattern step. The results of such a

process is shown in column VII(Lyrp + Lo) of tables 6.5 and 6 6

6.3 Hardware Implementation

One of the major concerns when building an on-chip generator is to minitnize the area

overhead without severely compromising test quality and testability of the BIST cir-
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Relined WRP Data Equiv Test

NETLIST | Lrp | Luwrp | # Undet | Rand Pat Length
Faults Test Len Reduction

C6941 | 55K | 33K 4 AM 991

C9389 iI2K | 4K 0 0 5N 920q
C11657 |5.3K | 25K 0 30M 90t |

C30989 13K | 10K 30 4M 9RY;

C35002 15K | 29K 12 -5M 997

Table 6.8 wWeighted Testing v's Random Testing

cuitry. Two interdependent 1ssues are involved in the proposed implementation strategy

e The hardware used to generate patterns according to a pair of weght
sets must be simple and transparent to the CUT It must also be general
enough to be used in any scan circuit testabie with one non-uniform
weight

e The weight set determined must be adapted to suit the generator

The suggested approach is to redesign specific scan cells so that from the pattern genera-
tion point of view, the CUT appears testable with a uniformly distributed pseudorandom

sequence.

6.3.1 Local Generation of Dually Weighted Test Patterns

A Distributed BIST Generator provides test vectors according to both the equiprobable
and determined weight sets. It consists of a generating scan cham {(GSCANY and an
on-chip autonomous random pattern generator such as a CA o1 LIFFSR The glohal
effect is that each gencrator output (CUT input) can be made to be dually weighted
— generating patterns according to the bias of the source generator. o1 according 1o a

hard-wired weight { figure 6.4)

GSCAN is an altered scan chain which serves (apart from its otlier funclions) as an

interface between a random pattern generator and a WRP testable circuit At a numbes
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SCAN

SCAN IN SCAN OUT

MUX
CUT DATA

O

Figure 6.5 Generic Scan cell
of timmes proportional to the ratio of the WRP test length to the random test length,
the random input at selected pin positions is locally converted to a weighted circuit
inputs of specific biases This is done by replacing standard scan elements by modified
blocks which perform the conversion. These new cells are themselves generic and can

be included in a CAD library for 2utoinated design and layout.

RANDOM

PATTERN GSCAN oo
GENERATOR ] x ] 5

h

\-Duany Weighted

CUT

Figure 6.4 Distributed Generation of Patterns according to 2 weight scts

Since the weight set is a one to one mapping of bias values to input pins. the scan cells

to be replaced are those which correspond to a bias other than 0.5.

6.3.2 The Circuit
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SCAN WT_SEL

(n-1)

71 L

xa J‘ D Q9 _ lwwocic
CUT INPUT

CUT DATA _

— Q
SCAN_OUT

Figure 6.6 Scan cell inodified for WRP generation

The logical block diagram of the circuit for locally generating a biased input sequence,

is shown in figure 6.6. It differs from a regular scan element (figure 6.5) in that there

are :

n-1 possible extra input lines from previous scan elements.

Extra combinational logic (WLOGIC) to generate the hiased stream.

Output multiplexing to choose hetween biased streams
e Independence between the scan output and the input to the C'UT

e An extra control line (WT-SEL) required globally

The means of generating a weighted sequence exploits the output signal probability of
logic gates. Extra combinational logic (shown as WLOGIC in figure 6.6) combines n
random input streams, one from the resident flip flop and n — 1 from the n - 1 previous
cells, to give a weighted output stream For example if WLOGIC is an AND gate and

n is two, the bias of the weighted sequence 1s 0.25.

SCAN WT_SEL

-l— D Q
MUX CUT INPUT

CUT DATA
SCAN OUT

Figure 6.7 GSCAN cell for a bias of 1

SCAN IN

O}

6N




63 Hardware implementation

In general, the output multiplexer and WLOGIC can be represented by a small, func-
tionally equivalent, combinational circuit. Sample GSCAN cell designs which condi-
tionally generate bit streams of bias 1, 0, 0.25 and 0 75 are shown in figures 6.7 to 6.10
Mote finely tuned weights such as 0.125 and 0 875, etc., can be generated if values from
greater than 1 neighbour are combined (i.e. n.23) In such cases, however, the cost of

routing might become prohibitive

SCAN WI_SEL

SCAN IN
[°
MUX CUT INPUT
CUT DATA Q
SCAN OUT
Figure 6.8 GSCAN cell for a bias of 0
SCAN WT_SEL
SCAN IN
j D Q-
CUT INPUT
CUT DATA "Q' —
SCAN OUT

Figure 6.9 GSCAN cell for a bias of 025

6.3.3 Mixed Generation/Application of Uniform and Weighted Patterns

WT-SEL is a control line used to select between the weighted bit stream generated
locally and the contents of a GSCAN cell’s resident D-flip flop (D-I'I"). The signal
can be applied externally or, in a true BIST sense, generated by logic connected to the

RPG. Furthermore, the signal can be encoded such that weighted and non-weighted test
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63 Hardware Implementation

During TEST, WT-SEL is itself a weighted sequence whose weight reflects the propor-
tional sizes of the WRP and random pattern test lengths. It is used to choovse either
the biased stream generated or the random sequence scanned in from the RPG Tl
technique is possible because the order in which the individual test vectors (weightod
vs. random) are applied is not critical when testing combinational circuits, using the

single stuck-at model.

0 - Mode

In order to arbitrarily select the D-FF line, the value of WT-SEL can be forced to 0 (o1

1)

It is a simple task to integrate other modes of operation to satisly other desired scan

functions.

6.3.4 Avea Penalty

Compared to a regular scan element, the area overhead of a redesigned scan cell in
which the weighted stream is 0.25. 0.75 or 1.0 is :

¢ a pair of 2 input gates.

e the extra routing since the scan output is independent of the CUT input.

In the case of a 0 bias, a simple NOR (4 transistors) is needed. If pin biases are chosen
such that inputs are needed from greater than 1 neighbour, the overhead and layout

complexity increases due to the routing from progressively distant cells

With reference to a conventional random pattern BIST implementation, the extra area
penalty of this scheme 1s due to the contribution of each modilied scan cell, the logic
neceded to generate WT-SEL and the additional interconnect required to globally dis-
tribute this control signal. More specific results concerning the area overhead of the five

circuits under consideration are given in section 6.3 5.1
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61 Hardware Implementation

6.3.5 Quantization of Pin Biases (E).

Thresholds are cstablished to force the individual biases of the estiinated weight set to
implementable values. The criteria should ensure that:

o The overall features of the experimental bias. especially the extreme val-
ues, are retained.

e The levels are chosen to facilitate minimum area overhead.

The latter point implies a tradeoff between design complexity, fault coverage and teqt
time. For example, the most attractive levels in terms of area and routing are 0,0 25,0 5,
0.75 and 1. However there 1s a potential for loss when only these values are used because
extreme pin biases, such as 0.05 and 0.95. are forced to 0.25 and 0.75 respectively  This
will, in most cases, result in an increase in test length or a possible reduction of coverage
if Lthe Lest size is liited. One solution, of course, is Lo use more quantization levels bul

this results in higher overhead.

In general, the thresholds and number of quantization levels used depend on what
deemed acceptable production-wise. It will be shown experimentally in the next sectinn
that biases restricted to 0, 0.25, 0.5 0.75 and 1 are indeed sufficient to attain acceptable
fault coverage. The results of including levels 0.125 and 0.875 are also included for

completeness.

6.3.5.1 Results IV

Thresholds are defined to allocate ranges of biases to fixed values The conditions nsed

in the ensuing discussion are shown in figure 6.12.

For each test circuit the quantization effects on the weight <ets found n phase 1 and
phase 2 (after pin relaxing) are examined. The discussion 1s hmited w case | and case |

thresholds but more detailed information concerning all runs is given i the appendix

Table 6.10 are the results of using the bias levels <0, 0.125, 0.25, 0.5, 0.75, 0.875, |
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Forced Blas levels

0.1 25 5 76 87 1
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Figure 6.12 Thresholding conditions for Quantization Runs

CASE 1 Before Pin Relaxing After Pin Relaxing
Lyp | Lwrp | # Undet.| Lyp | Lurp | # Undet.
NETLIST Faults Faults
C6941 0.5K | 35K 9 0.5K | 40K 7
C9389 11.5K | 20.5K 0 11.5K| 6K 0
C11657 53K | 27K 9 5.3K 1 37 5K 4
C30989 13.5K | 38.5K 56 13.5K | 39K H4
C35002 15K | 38.4K 17 15K | 38.4K 17

Table 6.10 Quantization Runs for Case 1 - 7 bias levels
and table 6.11 uses the levels <0, 0.25, 0.5, 0.75. 1 >.

The impact of input pin relaxing (phase 2), in terms of coverage. is mixed. This in
itself is an interesting result When a decrease in coverage due to pin relaxing does
occur, tt is very small but is accompanied by a reduction in the number of scan cells

to be replaced. Thus there is possible merit to phase 2 modifications. Furthermore, it
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CASE 4 Before Pin Relaxing After Pin Relaxing
Lrp Lwrp | # Undet.| L,p Lirp | # Undet.

NETLIST Faults Faults
C6941 0.4K | 39K 36 04K 39K 10
(9389 11 5K |20 5K 0 1t Hlk 6K 0
C11657 53K | 28K 7 53K 36K R
C30989 11.5K | 39K 73 11.0K | 39 5K 71
C35002 IbK |30 8K 25 15K 130 8K 25

Table 6.11 Quantization Runs for CASE 4 - 5 bias levels
is incorrect to assume that quantization performs the same degree ol pin relaxing a~
phase 2. For example, using case 1 thresholding, a pin with bias 0.10 will be forced to

0.125 whereas phase 2 operations may force it to 0.5,

The result of using a joint scheme with 7 bias levels, in terms of both coverage and
test length, 1s much better than that of uniform random generation alone. In a more
practical sense, the cowrser weight set of 5 levels uses onlv the less complex GSCAN cells
and also produces a significant improvement The unplementation overhead (heyond
scan) for each circuit of this latter case is approximately 3" This is calculated by using
an industrial standard cell library to estimate the size of each circuit and to this amount,
the extra area needed in order to modify the scan chain is added. The distribution of
pin biases and the size overheads cited in section 6.3.4 are used to approximate the
additional area. Information concerning input distributions and additional runs can be

found in the appendix.

6.3.6 LFSR-Based Scheme

In the previous experimental analysis, software random pattern genetation (therefore
almost no correlation between generated input bits) was used to evaluate the potential ol
a dually weighted generation scheme and examine the effect of using a coarse weight <ot

In order to evaluate the mixed-weighted implementation scheme, this section presents
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the results of simulating a model of the distributed test structure using a 32-bit LI'SR
(table 6.12) and 5 bias levels. The performance is compared to that of ‘idcal’ uniform

random pattern testing implemented in software.

For cach circuit a 70 thousand mixed-weighted pattern test sequence (Test Len.) is
generated with a weighted contribution indicated by the bias of the WT-SEL signal.
The number of undetected faults at th» 50 thousand and 70 thousand mark is shown

along with the random pattern (R P.) test length needed for equivalent coverage

NETLIST | WT . SELj,,. | Mixed-Weighted | # Undet | KLquiv R.D.
Test Len. Faults Test Len.
C6941 75%% 50K 19 1 9M
70K 15 1 9M
(9389 13% 50K 4 120K
T0K 1 125K
C11657 75% 50K 23 15M
70K 13 ~30M
C30989 63% 50K 95 IM
70K 55 17TM
150K 23 5M
200K 18 ~5M
C35002 37% 50K 58 144K
T0K 28 2 5M

Table 6.12 Comparison of LFSR-based Mixed—Weighted Scheme and Random Pat-
tern Teuting

Higher fault coverage is expected if the entire analysis (partitioning fault sets etc.) was
performed using an LFSR. It has also been found from expericnce that changing the
LFSR seed during test mode positively affects the rate of coverage.

Graphs of the progression of coverage of both the uniform random and the LFSR-base
mixed-weighted testing techniques are given for all 5 circuits in figure 6.13 L0 6.17 The
test lengths are plotted on a log scale and the fault coverage is the percentage of all
irredundant faults which are detected.
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For these cases it is shown that random pattern test length can be reduced by orders of

tnagnitude using the proposed mixed-weighted generation technique.

6.4 Other Test Circuits

Recently, other large benchmark circuits became available [ISC89]. These sequential
circuits are similar in structure to the five test circuits already considered and were
adapted for experimentation by replacing flip-flop elements bv input and ostput pins
The sizes of the converted structures are indicated by the uamber of lines (e g €9234
is a combinational circuit with 9234 hnes) Experiments were performed to develop
a non-quantized refined weight set. As in the previous test cases, no claim is made
concerning the optimality of the weight however the intention is to signilicantly reduce

the random test length needed for equivalent coverage.

Table 6.13 contains some basic circuit information. Here, the total number of irredun-
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dant faults is in terms of a collapsed fault set, and the redundancies were identified!?

Analogous to table 6.4, table 6.14 is the initial random pattern data used to derive the
weight sets, and in order to aid evaluation of the generation scheme the results of some

extended random pattern simulations are given in table 6.15.

NETLIST HFaults # Faults | # Inputs | # Outputs
irredundant | redundant
9234 6475 452 247 250
13207 9664 151 700 790
C15850 11336 189 611 684
138417 31015 165 1664 1742
38584 34797 1506 1464 1730

Table 6.13 General Circuit Information

I 11 i v \4 VI
NETLIST | R.P. Test | # Undet { Max. R.P. Test | # Undet # Target
Length Faults Length (L.,) Faults | Faults (V - TII)

C9234 5 5K 781 3M 31 750
C13207 11.5K 589 0.6M 0 289
C15850 6K 682 IM 78 63
C38417 16K 1766 2M 32 1734
38584 15K 338 2M 29 309

Table 6.14 initial (random pattern) Circuit Data

Using the developed refined weight set, the performance of the complete generation
scheme is outlined in table 6.16. Software random pattern generation is used for this
evaluation. In each case a set of 200K WRPs are simulated. Shown for each circuit is

the weighted test length (Lyrp) and corresponding fault coverage at the point at which

the 452 faults for C9234 are not proven redundant at this time
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NETLIST| L. | #Undet.
Faults
9234 20M 2
C13207 | 06M 0
C15850 1200 0
C38417 1OM )
C38584 10M 17

]

Table 6.15 Extended Uniform Random Pattern Circuit Data
fault detection ceased. Also, in cases where this length is in excess of 40K (92341,

C38417 and C38584), the number yet undetected faulls at the 40K mark is listed.

Refined WRP Data Equiv Test.
NETLIST | Lyp | Lwrp | # Undet | Rand. Pat. Length
Faults Test Len | Reduction

C9234 5.5K | 40K 31 3M 98"%
55K | 150K 0 >20M 9977

C13207 11.5K | 74K 0 0.6M 96"%
C15850 6K 29K 0 120M 997
C38417 16K 40K 17 10M 990
16K | 186K 0 >10M ~90%

C38584 15K 40K 9 ~»10M ~99"%
15K | 77K 3 ~10M 99"

Table 6.16 Weighted Testing vs Random Testing

Again, it is seen that the proposed generation scheme dramatically reduces the otherwise
needed random test length In all cases the random pattern test length is reduced by

more than 96 % for an equivalent level of coverage.
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6.5 Comments on Overhead and Testability

6.5.1 Computation Overhead

As mentioned, the thrust of this work is to provide an easily generatable test sequence
and a corresponding BIST implementation. Defining overhead as the extra amount
of work required to realize the weighting algorithim, the effort involved in gencrating
the initial test set is neglected since it must be coustructed anyway The overhead of
the method as presented then, is due to only the bit fipping process and the extia
simulation needed to verify and fine tune the determined weight sct. Other tasks such
as partitioning the test sequence and calculating the weight set from processed vectors
require negligible effort. In terms of the amount of patterns simmula.ed, the computation

penalty is O(nv) + O(m) simulated patterns where :

- n = number of bits per vector.

- v = number of vectors processed.

m = imposed maximum number of vectors in the test sequence.

- O(m) = rough _ontribution of simulation needed to verify and modify

determined weight set (e.g. phase 1 and phase 2).

O(nv) is the contribution of the bit-flipping process. The work involoved in computing
the weight set from the set of processed vectors is neglegible. In the cases examined., +
was roughly 200 but this value varies with the chosen partition threshold hetween casy
and difficult faults. Also, as mentioned previously, not all bits need be flipped when
the vectors are processed since some simulators and DTPG tools can provide a partial

estimate of the required bits.

6.5.2 Accuracy of Extracted Data

Even with steps taken to reduce redundancy, the data extracted sing the bit flipping

algorithm may not be optimal. This is best demonstrated by an example
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1 _A__ s—o-0
1 _B )-—X—

1 _C i:

L D)

Figure 6.18 Sample Circuit for Bit Flipping

Figure 6.18 shows a simple 4 imnput cucuit with test vector ‘1111" used to detect the
illustrated stuck at O fault. Stepping through the bit flipping process (table 6 17), onls
the inputs to line A and B are tagged as needed. The resulting processed vector 1o

‘11XX" where ‘X’ denotes a discarded bit.

A BCD|NEEDED
TEST VECTOR| 1111
Bitl 0111 v
Bit2 1011 v
Bit3 1101
Bit4 1110
EXTRACTED
VECTOR 11xx

Table 6.17 Bit flipping for sample arcut

By definition of a discarded bit, the specified fault should be detected regardless of the
assignments to lines C and D. This 1s not true however, if C and D are assigned 00 ( 1o
the test vector generated is ‘1100°). The experimental results show however, that this

first order approximation of the needed bits is sufficient.

6.5.3 Testability of Modified Scan cells

In the implementation scheme of section 6.3, no redundant faults are introduced This

is demonstrated for figure 6.10 (0.75 bias) but a similar argument can be made for the
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other modified scan cells In figure 6.19 it is assumed that line 4 (CUT INPUT) is fully
testable. This is not an unreasonable assumption since this line already exists in the
unmodified circuit. The problem of showing that lines 1,2,3 and 5 are testahle reduces

to propagating the effec. of a fault on those lines to line 4

SCAN WI_SEL

|

RS

MUX D"L CUE INPUT

CUT DATA a 6 }———
SCAN OUT

Figure 6.19 Introduced Fault Sites for a Modified Scan Cell

SCAN IN

There are 8 possible single stuck-at faults on the target lines. Using a fault dropping
scheme and recalling that line 4 is testable, four faults remnain. each of which can be

tested with the pattern(s) shown below in table 6.18 -

Line| Fault | WT-SEL | SCAN-IN Q
s-a-1 0 1 |

s-a-1 1 0 1

s-a-1 1 1 1

0 0 0

5 s-a-1 0 1 0
1 0 0

Table 6.18 patterns

Of course, this only shows that the introduced circuit faults are not redundant, whether
or not they are actually detected depends on the test length. If they are not detected
within the specified test interval, a feedback loop could be added to the structure en-

abling the undetected fault(s) to be covered in the functional test of the scan chain.

Note that @ is used as input to the weighting logic in order to save a pair of transistors
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If this were not done, tests for stuck faults on line 5 (now mux output Q) could he

included in the functional test of the scan chain.

6.5.4 Possible Missing Input State (F).

By permuting the bits at neighbouring input sites to form weighted stimuli, it is ex-
pected that some correlation between neighbouring input bits is created duing weighted

pattern application.

Examples where this can occur are instances where a generic scan cell, at position 1,
is immediately followed by one modified to conditionally generate a bias of 0.25 or one

modified to conditionally generate a bias of 075 The prior scenario is illustrated m

figure 6 20.

SCAN BCAN WI_SEL
| -
SCAN IN
BCAN IN_ | jp Q SCAN ml J_D Qb
MUX MUX
CUT DATA | q CUT DATA 3 CUT_DrPUT
SCAN OUT
Scan Celly Scan Cell j+1
(Blas = 0.5) (Blas = 0.26 or 0.6)

Figure 6.20 Scan Chain Ordering for Possibie Missing State

Using the GSCAN cells designed, if scan cell i+-1 conditionally generates a hias of 0 25,
during weighted mode the pattern ‘11’ can never occw at posttions ‘1at ', Sunilarly il
cell i+1 conditionally generates a bias of 0.75. during weighted mode the pattern * 1)
can never occur at positions ‘i,i+-1’ Note that the state which is absent depends on the

particular logic design used to produce the weighted ontput of the GRCAN cell

A possible remedy to ungeneratable states is as follows By observing the test vectors,
for the difficult faults missed, the sites where the missing input state 1s critical can he

identified. If the coriesponding modilied scan cell is replaced by a generic one (1e the
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bias is relaxed to 0.5) the problem is eliminated with little effect to the test length if the
number of positions relaxed is small. Further investigation into the impact of correlation

introduced by modifying the scan chain and due to LFSR generation is refquired
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6.6 CONCLUSIONS

A circuit independent weighted random pattern generation scheime was proposed in (lus
thesis. Here, a uniform randomn sequence and a single weighted random sequence was
shown to be highly effective in testing very large circuits containing up to thirty eight
thousand lines. The off-line weighting process i1s based on existing fast fault sintla-
tion techniques, and can be easily incorporated into most existing design automation

environments (development of additional sophisticated algorithis is not required)

The testing schemne is geared to be suitable for a BIST application DBy modifving
specific scan cells, the BIST hardwate conditionally generates the weighted bhit stieam
locally at specific input sites This design concept can also be adapted to a global test

genieration strategy and external testing

Apart from demonstrating that in the cases examined, one weight set was sufficient
for a notable decrease in test length, it was also noticed that a very coarse weight sel
(i.e. restricting biases to 0, 0.25, 0.5, 0.75 and 1) provides excellent results  Using
finer resolution within the weight set usually results 1n a shorter test length but at the

expense of a much higher area penalty.

In the future, a joint scheme involving test point insertion may provide Lthe means ol
attaining 100% fault coverage in an even shorter test length. Also. it would be intersting
to examine the extent in which the correlation introduced hy the BIST generation

hardware and due to LFFSR generation aflects the target fault coverage of such large

circuits.
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A Extended Experimental Results

Appendix A. Extended Experimental Results

This section contains a more detailed tabulation of results for the quantization results
using all four threshclds of section 6.3.5.1 For each circuit, three tables are presented
The first is the test lergth and coverage before and after phase 2 modification of the
weight set The second and third tables are the distribution of different scan cell ty pes
and a formal breakdown of the input biases. These tables give the absolute nuinber of

inputs which correspond to a cell type or bias.
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A Extended Experimental Result

C6941 | Before Pin Relaxing After Pin Relaxing
Lrp | Lwrp | # Undet. | Lyp | Lurp | # Undet
CASE Faults IFaults
B 1 0.5K | 35K 9 0.5K | 410K 7
2 0.5K | 40K 8 0.5K | 40K R
1.8K | 39K 38 1.8K | 39K 42
0.4K | 39K 36 0.4K | 39K 10)
Table A.1 Quantization Runs for C6941
C6941 Number of Pins Biased to Specified Levels
Phase 1 Phase 2
CASE} 0 |.13|.25{ .50 |.75| .87 1 0 |.13].25) .50 | 75| .87 1
1 34 110|119 1[126| 24|28} 6 33110 1711311241261 6
2 34 113|116 | 126|321 20} © 33 [ 12 V15 131} 30| 20 6
3 4 - | 17 | 149 | 41 ] - 6 33 | - 15115439 | - 6
4 34 - 129|129} 49| - 6 33 | - 27 1 134 | 47 | - 6

Table A.2 Pin Bias Distribution for CG941
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A Extended Experimental Results

C9389 DBefore Pin Relaxing After Pin Relaxing
Lrp Lyrp | # Undet Lrp | Lwrp | # Undet
CASE ffaults FFaults
1 11.5K | 20.5K 0 11.5K | 6K 0
2 11.5K {20 5K 0 115K | 6K 0
3 ILOK |20 5 0 115K | 6K
4 11.5K | 20.5K 0 115K | 6K
Table A.3 Quantization Runs for C9389
C9389 Number of Pins Biased to Specified Levels
I’ hase 1 Phase 2
CASE} O |.13({.25] .5601.75| .87} 1 0 |.13].251 .50 |.75| 87| 1
1 2274 - 140 | 3181 31§19} 90 227 - 1401318731 |19 90
2 2271 4 |36 318|145 5 | 90 227 4 | 36 (318] 45| 5 | 90
3 227 - |37 | 328 42 - | 91 227 - [ 33 ({33342 - | 90
4 227 - |45 | 314 | 48 - | 91 | 227 - | 40320148 | - [ 90

Table A.4 Pin Bias Distribution for C9389
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C11657 | Befote Pin Relaxing Atter Pin Relaxing
Lrp | Lwrp | # Undet. | Lyp | Lysp | # Undet,
CASE Faults Faults
1 53K | 27K 9 53K {37.5K 4
2 |[53K| 27K 8§ |53K|[375K| |
3 53K |37 5K 18 53K 375K 20
4 |53K| 28K 7 5.3K | 36K R
Table A.5 Quantization Runs for C11657
C11657 Number of Pins Biased to Specified Levels
Phase 1 Phase 2
CASE 0 [.13].25 ] .50(.75].87[ 1| 0 131 .25 1 .00 |.7h | 87T |
1 100} 36 {106 {2861 17 | 36 | 34 | 100 36 | 90 | 206 | 17 | 33 | 34
2 100 56 | 86 286 | 27 | 26 | 34 | 100| 55 | 80 296 25 | 25 | 34
3 100 - | 106 {335 40 | - 34 1100 - [ 102({342{ 37} - 34
4 100} - {142 ]286) 53 | - 34 1100} - 1352061 50 | - 34

Table A.6 Pin Bias Distribution for C11657
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A Extended Experimental Results

C30989 | Before Pin Relaxing After Pin Relaxing
Lrp Lyrp | # Undet. | L,p Luwrp | # Undet.
CASE Faults Faults
1 13.5K | 38.5K 56 135K | 39K 54
2 13.5K | 38.5K 58 135K | 39K H5H
3 13K | 39.5K 108 12K | 39.5K 121
4 115K | 39K 73 11.5K | 395K 73
Table A.7 Quantization Runs for C30989
C30989 Number of Pins Biased to Specified Levels
Phase 1 Phase 2
CASE 0 |.13].25} 50 .75 { .87 1 0 1.131.25 7] .50 751 .87 1
1 261120 | 114 | 1117 75 | 47 ] 34 | 261 ] 20 | 108 {1134 | 70 | 41 | 34
2 261139 | 956 | 1117 95 | 27 | 34 | 261 | 38| Q0 | 11314 | 85 | 26 | 31
3 261 - 85 | 1202 ] 86 - 34 | 261 - 7 1218 | 78 - 34
4 261 | - 134 [ 1124 | 115 | - 34 1261 - | 128 | 1137 | 108} - 34

Table A.8 P Bias Distribution for C30989
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A Extended Expenimental Results

C35002 | DBefore Pin Relaxing After Pin Relaxing
Lrp | Lusp | # Undet. | Lyp | Linp | # Undet.
CASE Faults Faults
1 15K | 38.4K 17 16K | 38 4K 17
2 15K | 30.8K 25 15K | 30 8K 25
3 |15K|30.8K| 30 |I5K |308K | 30
4 15K | 30 8K 25 15K | 30.8K 25
Table A.9 Quantization Runs for C35002
C35002 Number of Pins Biased to Specified Levels
Phase 1 Phase 2
CASE 0 |.13].25|.50 .75 87| 1 0 {.13].25) .50 .75] .87 !
1 4220 11 [ 41 | 8341 19 | 5 [ 132422 11 | 40 | 837119} 5 | 130
2 422119 133 | 834 21 3 | 13214221932 837 21| 3 |130
3 422 - |51 | 844 | 15 | - 132 |422] - |50 {847 | 15| - | 130
4 lazz| - |se|sss|za| - |usefaze] - [ s [sssfon| - [ino

Table A.10 Pin Bias Distribution for C35002
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A Extended Experimental Resuits

The results of simulating the modeled mixed-weighted scheme with varving biases on

the WT-SEL control line, are presented in table A 11 The coverages at 50K and 70k

are given.
NETLIST | W_SELy, .. | #Undetggy | #Undetzgx

C6941 5% 19 15
87 27 17
M 26 19
97 32 29

C9389 6 ) [
9 4 1
13 4 1
25 10 7
50 13 10

C11657 63 23 14
70 25 15
75 23 15
85 31 23

C30989 50 101 KT
63 95 55
70 101 62
5 95 71

C35002 25 62 48
37 o8 28
50 71 36
63 68 41
70 02 51

Table A.11 Extended Results for the modeled BIST Implementation with 32 bit
LFSR

Figures A.1 through A.5 compare the test application time for the mixed-weighted
simulation and the uniform random pattern testing. Application time and test length
are linearly related, however these figures are given since the log scales used when
discussing test lengths may tend to obscure the magnitude of the actual time saved. A

test frequency of 2MHz is used.



-

Coverage

A Extended Experimental Results

%
941 rvlom
.................................. ;—;;.-——Tf - — — weighted time
: ------
[
]
]
]
)
:
t
)
1
]
]
|
]
1
[]
]
]
)
t
t
)
1
1
1
(]
]
]
(]
|
]
]
1
t
t
L]
1
]
]
]
1
'

_ . S R " s min
0 1 2 3 4 5 6 7
Test Time

Figure A.1 Coverage vs. Application Time Plots for C6941
%
e ¢Y18Y random
— = = weighted_time
100 f--~=--mrare-go--cccosamee———————— L
99 b
*T
]
!
98 :
b '
g [
o L
3 97 !
|
1
96 ¢
!
|
|
95 fi
|
]
: E
o4 b ] . y  min
0 | 2
Test Time

Figure A.2 Coverage vs. Application Time Plots for C9389
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