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ABSTRACT A reliable, scalable, and low-delay information collection network is an essential component
in cyber-physical systems (CPS). Cluster-based sensor network is a good candidate because of its advantage
in increasing scalability, improving energy efficiency, and providing QoS guarantees. However, in such net-
works, frequent interactions between the intra-cluster communication and the inter-cluster communication are
inevitable, which may severely downgrade the communication efficiency and hence the network performance
if not handled properly. Proper synchronization among these two types of communications is required. In this
paper, we propose two approaches to schedule the communications in clustered wireless sensor networks
aiming at delay-sensitive applications. In the first approach, an efficient cycle-based synchronous scheduling
is proposed to achieve low average packet delay and high throughput by optimizing the cycle length and
transmission order. In the second approach, a novel clustering structure is introduced to eliminate the necessity
of communication synchronization so that packets are transmitted with no synchronization delay, yielding
very low end-to-end packet delay. Our extensive experimental results demonstrate the superior performance
of both the approaches. These two approaches are then integrated as a hybrid scheme that allows smooth
switching between them. The hybrid scheme takes advantage of both the approaches and enables cluster-
based sensor networks to serve as the fundamental network infrastructure for information collection in CPS.

INDEX TERMS Clustering, wireless sensor networks, communication synchronization, delay-sensitive,
data gathering.

I. INTRODUCTION
The emerging Cyber-Physical System (CPS) has been grad-
ually changing the society and the world by interacting with
people’s everyday life. Its research and use can be found in
various applications of different societal services, including
efficient energy control systems, intelligent traffic monitor-
ing, medical care system and etc. [1]. In general CPS, infor-
mation of physical world is collected and analyzed for the
computing system to make appropriate decisions and controls
responding to any physical situations and changes. While
there are design challenges in different aspects of CPS, we
focus on providing a fundamental infrastructure for informa-
tion collection in CPS.

Wireless sensor network (WSN), as originally designed
to perform sensing tasks, is a natural fit for information
collection in CPS. Compared to conventional WSNs, WSNs
adopted in CPS faces more stringent design challenges.

• WSNs should have good scalability to adapt to the
increasing geographical range covered by CPS.

• WSNs should be performed in a low-latency fashion to
support real-time interaction with the physical world.

• WSNs should still be energy efficient to support long
and stable service for CPS. Notice that previous energy
efficient solutions in WSNs may not be suitable in CPS
as theymay not satisfy the other two requirements simul-
taneously.

Of all kinds of topologies in WSNs, clustering is a good
candidate to meet the above challenges, considering its wide
use in WSNs to increase scalability, improve energy effi-
ciency and provide QoS guarantees. With clustering, sen-
sor nodes are organized into clusters and a cluster head
(CH) node is selected for each cluster according to certain
rules, while other nodes act as members in the clusters. In
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cluster-based data gathering, data collected by cluster mem-
bers are first sent to CHs, which in turn deliver the data to the
data sink either by direct communication or through relays on
intermediate CHs. While clustering is initially introduced to
achieve energy efficiency, it can also helpmaintain low packet
latency in delay-sensitive data gathering. This is because that
packets from different members can be combined as aggre-
gated packets at CHs to reduce the transmission overhead
of packet headers and control packets (e.g., ACK packets),
leading to shortened transmission delay and increased energy
efficiency. In addition, clustering simplifies the routing from
the source node to the sink, and shorter routing paths reduce
network traffic as well.

To support low-latency data gathering, however,
cluster-based WSNs encounter a new communication syn-
chronization problem due to their more complex communi-
cation patterns compared to WSNs with a flat topology. In
general, the communication in a cluster-based WSN includes
intra-cluster communication among sensors in the same clus-
ter and inter-cluster communication among different CHs.
Intra-cluster communication in each cluster is usually con-
trolled by the CH with a Time-Division-Multiple-Access
(TDMA) based protocol to avoid transmission collisions.
For inter-cluster communication, CHs can be considered
to form a smaller relay network where either TDMA or
Carrier-Sense-Multiple-Access (CSMA) based protocols can
be utilized. To avoid interference between intra- and inter-
cluster communications, different channels are used for two
types of communications, which implies that CHs have to
switch between two channels accordingly as most of sensors
can operate on only one radio channel at a time. Let i-
state and o-state denote that a CH uses the channel for
intra-cluster communication and inter-cluster communica-
tion, respectively. Such state switching thus incurs a syn-
chronization problem which is critical for delay-sensitive
applications: the sending CH and the receiving CH should
be in o-state simultaneously and any inter-cluster packet
transmission may endure an unacceptable long delay before
the receiver switches to o-state. In such a case, the inter-
cluster packet that consists of multiple sensing packets may
become useless and be discarded, causing severe performance
loss.

Previous work that targets at the energy efficiency of clus-
tering handles this synchronization problem by simply group-
ing the intra- and inter-cluster communications involved in
all clusters into two global and non-overlapping periods.
In this approach, since the intra- and inter-cluster commu-
nications are guaranteed to be performed separately, the
synchronization problem can be avoided. However, by inten-
tionally separating two types of communications, such an
approach may cause low channel utilization and hence long
end-to-end delays, rendering it not suitable for delay-sensitive
applications. In this paper, we first propose two communi-
cation scheduling approaches to solving the synchronization
problem from different angles and support delay-sensitive
data gathering applications with different requirements.

We then discuss the integration of the two approaches and
its suitability to use in CPS.
We first propose a TDMA based, synchronous scheduling

approach to achieve low end-to-end packet delay by con-
verting the cluster synchronization problem into a schedul-
ing problem in generic wireless networks. Due to the
NP-completeness of the scheduling problem, we propose an
efficient heuristic scheduling algorithm. Compared to other
cycle-based approaches in the literature, our approach owns
three unique features. First, the cluster heads can individu-
ally decide their intra-cluster packet collection time, rather
than a globally synchronized collection time. Second, since
all packets are sent to the sink, we schedule transmissions
according to the order of nodes in the routing path tominimize
the queueing delay. Third, we efficiently overlap the trans-
missions so that the cycle length and the average end-to-end
packet delay can be reduced asmuch as possible. Experiments
show our approach can achieve 50% shorter average packet
delay than the existing approach.
The cycle based approach may have some restrictions in

a harsh environment due to its vulnerability to the clock
drift, topology changes and irregular interferences occurred
in WSNs [18]. We thus propose a CSMA based approach that
solves the communication synchronization problem asyn-
chronously. The approach is constructed on a new cluster-
ing structure with a new type of node, called relay node,
rather than the conventional CH-member structure. The relay
nodes stay in o-state and replace the CHs to receive and
forward the aggregated packets. With the assistance of relay
nodes, inter-cluster communications are automatically syn-
chronized. Compared to the first approach, the asynchronous
approach better utilizes the wireless channel and yields even
lower packet delay. The performance of both approaches has
been verified through extensive ns-2 simulations.
While these two approaches can fulfill different perfor-

mance requirements, they are then integrated as a hybrid
scheduling scheme that fully exploits the benefit from both
approaches and allows dynamic switching among them to
adapt to various network conditions. When emergency occurs
or wireless signal quality if poor, the second approach is
preferred to enjoy lower latency and higher interference toler-
ance; when the emergency ends, the first approach can be used
to achieve higher energy efficiency based on the nature of
TDMA.We believe the hybrid approach is suitable to support
the fundamental network for information collection in CPS.
The rest of the paper is organized as follows. Section II dis-

cusses the related work. Section III and Section IV describe
the design of synchronous and asynchronous approaches,
respectively. The integration of the two approaches is then
elaborated in Section V. Section VI presents the experimental
results for the proposed approaches. Finally, SectionVII gives
the conclusion.

II. RELATED WORK
Clustering is a popular topology control approach to achiev-
ing energy efficiency and scalability inWSNs. In this section,
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we briefly review the cluster formation algorithms and then
discuss some existing work concerning communication pro-
tocols in cluster-based networks.

Cluster formation algorithms have been extensively studied
in the literature. Their primary purpose is to consider load
balance and energy efficiency to prolong network lifetime.
While some algorithms consider a heterogeneous environ-
ment where CHs are more powerful than regular sensor nodes
[2], [5], [6], other algorithms consider a homogeneous envi-
ronment where CHs are ordinary sensors [7]. In this paper, we
mainly focus on clustering in a homogeneous environment.
Typical algorithms in this category include LEACH [3] and
HEED [4] LEACH selects CHs randomly and distributes
energy consumption evenly among all nodes by cluster head
rotation. HEED selects CHs by considering the residual
energy in the nodes and the communication cost. A com-
prehensive survey on different clustering algorithms can be
found in [7].

There is also some work on communication proto-
cols in cluster-based networks. While intra-cluster com-
munication in these protocols is always TDMA-based, the
inter-cluster communication adopts different approaches in
different works. In [8], a round-based data collection scheme
with direct sink access was proposed. It was assumed that
CHs can directly access the sink, which has the capability of
multiple packet reception. The intra- and inter-cluster packet
delay was considered separately and the end-to-end delay was
not studied. A similar round-based protocol was proposed
in [9], where the routing path for inter-cluster communication
consists of either cluster heads or a combination of CHs and
members. In [10], a pure TDMA-based scheme was proposed
to achieve optimized energy efficiency andminimumdelay, in
which the packet delay is directly associatedwith the length of
TDMA frame. In addition, theMAC protocol defined in IEEE
802.15.4 can be utilized in cluster-based networks [11]. In
particular, a cluster-tree topology is constructed with each CH
corresponding to a coordinator, whichmaintains a superframe
with 16 slots. The members are allowed to communicate with
the CH in any slot in the superframe. In general, superframes
for different coordinators do not overlap so that the interfer-
ence among different clusters can be avoided.

In the above protocols, communication synchronization
is handled by either setting a complete transmission sched-
ule for every CH, or globally separating the intra- and
inter-cluster communications. As will be seen in the perfor-
mance evaluation section later, compared to our proposed
approaches, these approaches do not perform well in delay-
sensitive data gathering.

Finally, many communication protocols in cluster-based
networks adopt hybrid approaches that utilize both TDMA
and CSMA. Such hybrid approaches are also commonly
seen in general WSNs, such as S-MAC [12], T-MAC [13],
Z-MAC [23] and funneling-MAC [24]. S-MAC maintains
continuous duty cycles and employs CSMA in each cycle for
transmissions. T-MAC follows a similar hybrid approach and
improves S-MAC in terms of energy consumption by using a

listening window at the beginning of each cycle. Z-MAC tries
to pertain the advantage of both TDMA and CSMA such that
the hybrid approach acts like CSMA under light traffic and
TDMA when traffic becomes heavier. This goal is achieved
by assigning ownership to each time slot and giving the owner
higher priority to access the channel. Funneling-MAC also
utilizes the hybrid approach to solve the funneling problem,
i.e., nodes closer to the sink have much heavier traffic and
incur more communication control overhead. Thus, TDMA
is used for these nodes to avoid frequent contentions while
CSMA is used for other nodes with less contentions. These
protocols, however, are designed for general WSNs and can-
not be directly applied in cluster-based WSNs.

III. SYNCHRONOUS SCHEDULING
In this section, we present Cycle-Based Scheduling (CBS),
a TDMA based, synchronous scheduling approach. To begin
with, we describe the assumptions for the system, which are
also shared by the asynchronous scheduling approach.

A. ASSUMPTIONS
The network considered is a WSN with n sensor nodes ran-
domly distributed in a 2D region. We consider a typical data
gathering application in WSNs where all sensor nodes send
collected data to a single sink. We also make the following
assumptions on the WSN.

• The clustering topology is pre-constructed by a clus-
tering algorithm, such as the algorithms mentioned in
Section II, which indicates that the size of the different
clusters may be different. In addition, we assume the
topology of the relay network is stable during the data
gathering. This is reasonable if the CHs are properly
selected with adequate energy.

• Sensors can transmit on different radio channels. How-
ever, they can only transmit or receive packets on one
channel in any instant. Different radio channels do not
interfere with each other.

• Sensors have the same sensing rate λ and sensing packets
are of the same length. The packet generation process is
assumed to be Poisson.

Under the above assumptions, which are applicable in
many real-world networks, next we describe the details of
CBS.

B. BASIC COMMUNICATION CYCLE
CBS schedules communications in consecutive cycles and
each node is assigned some fixed conflict-free intervals to
transmit and receive packets in each cycle. Nodes only wake
up in the assigned intervals and sleep otherwise to reduce
energy consumption. Each node is assigned a single inter-
val for transmission so that the synchronization overhead
between the transmission pair is minimized. The goal of
the scheduling is to minimize the average end-to-end packet
delay. We consider this problem by separating the intra- and
the inter-cluster communications.
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1) INTRA-CLUSTER COMMUNICATION
Intra-cluster communication includes all transmissions from
cluster members to the CH. Since interferences from other
clusters can be avoided by assigning different radio channels
to adjacent clusters, the communications within a cluster are
independent and hence it is reasonable to only consider a
single cluster.

We limit all communications for a cycle in a consecutive
period so that the CH needs not to frequently switch between
intra- and inter-cluster communications. As will be seen later,
the duration of this period is relatively short compared to the
cycle length, we simply consider a general TDMA scheme
for the intra-cluster period. The whole period is divided into
multiple identical time slots whose length τ is set equal to
the time required for a packet transmission. Packets are sent
in these time slots directly from cluster members to the CH.
Each node is assigned the same k time slots given their same
packet generation rate. For simplicity, we assume the CH
is also assigned k time slots for necessary control packets.
Assume the cluster has m nodes, the duration of the intra-
cluster period is thus m · k · τ .
For such scheduling, we are concerned with the determi-

nation of k and the packet collection delay, which is defined
as the elapsed time between the packet is generated and
the end of the intra-cluster period in which the packet is
collected.
Lemma 1: The lower bound of k is dλT e, where T is the

cycle length.
Proof: The expected number of packets generated by

each node in a cycle is λT . Since a cluster member
can transmit one packet in a time slot, in order to col-
lect all packets in one intra-cluster period, it must satisfy
k ≥ λT . Since k can only be an integer, the lower bound of
k is dλT e.
Lemma 2: If k is large enough for collecting all

packets in a cycle, the expected collection delay is
T+m·k·τ

2 .
Proof: Consider a packet generated by node i, whose time

slots assigned end at si. Since k is large enough for collecting
all packets in a cycle, this packet must be generated between
the end of slot si of two consecutive intra-cluster periods
and this interval is T . Since the packet generation process
is Poisson, the time a particular packet is generated within
a fixed interval is uniform [19], thus the expected generation
time in this interval is T

2 and the expected collection time is
T
2 + (m · k − si)τ . Therefore, the expected collection time for
all packets will be

E(Dc) =
T
2
+ m · k · τ − E(si)

=
T + m · k · τ

2
. (1)

Lemma III-B.1 indicates that the intra-cluster period can
be placed at any position in the cycle without affecting the
collection delay, which is only dependent on the cycle length
and the period duration. It also suggests that k can be selected

at its lower bound dλT e to minimize the collection delay,
which monotonically increases with k .

2) INTER-CLUSTER COMMUNICATION
Inter-cluster communication includes transmissions in the
relay network, which consists of CHs and the sink. For data
gathering, as the relay network is stable, the CHs are orga-
nized into a fixed routing tree rooted at the sink at the same
time when the clusters are formed. The construction of the
routing tree is independent of our scheduling approach and
thus is not discussed in this paper. Within a cycle, each CH
is assigned an interval to send all packets, including packets
collected by itself and packets received from other CHs, to
its parent. The practical length of this interval should be
slightly longer than the transmission time of all packets to
accommodate the necessary control packets such as ACK
and potential synchronization errors. However, since we are
focusing on the cycle scheduling, we set the length equal to
the transmission time of all packets for simplicity.
The relay network can be viewed as a general wireless net-

work except that the CH is not available during intra-cluster
period. We introduce an intra node for each CH to represent
the intra-cluster packet collection. Intra node i generatesmi ·k
packets in each cycle with zero queueing delay before the
packets are sent out. It transmits packets to the CH within
an interval whose duration equals mi · k · τ . The transmission
does not affect other nodes except for the associated CH. Thus
the considered problem becomes to schedule intervals for all
nodes in the transformed network.

C. INTERVAL SCHEDULE
To obtain an efficient interval schedule, we first present an
analytical model for the problem and then show an illustra-
tion example. Guided by the example, we will propose our
scheduling approach.

1) MATHEMATICAL MODEL
The network is represented by a graph G = (V ,E). V is the
set of nodes, including the sink, the CHs and the correspond-
ing intra nodes. Denote pi as the parent of node i in the routing
tree and (i, j) as a transmission link between node i and node j,
then E = {(i, pi)|i ∈ V }. Since every node has a fixed parent,
it is easy to see |V | = |E| + 1.
To model the interference of transmissions, we construct

a conflict graph G′ = (V ′,E ′). V ′ represents all the trans-
mission links in E . For simplicity, we use i to represent link
(i, pi) such that V ′ = V\{vs}, where vs represents the sink.
E ′ is constructed such that if (i, j) ∈ E ′, nodes i and j cannot
transmit at the same time due to that the distance between any
two of nodes i, j, pi and pj is within the transmission radius.
Such construction is valid if we assume that the receiver may
send ACK packets and transmissions will not only be affected
by the sender, but also by the receiver. For an intra node i,
there is only one conflict edge (i, pi) corresponding to the fact
that the CH cannot send packets during the transmission of its
corresponding intra node.
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The interval scheduling problem is to find a feasible time
interval (si, fi) for each node i in V ′, where si and fi are the
starting and finishing time instant with 0 ≤ si ≤ fi. The cycle
length is then set as t = maxi∈V ′ fi. Here we normalize the
cycle to time slots with length k · τ so that the actual cycle
length T = k · τ · t . Since the interval equals the transmission
time of all packets, we have fi = si + ni, where ni is the
maximum number of packets node i sends in a cycle and can
be obtained by

ni =

{
mi, if i is an intra node∑

j∈Ci nj, if otherwise.

Here, Ci denotes the child set of node i. For an interval of
node i to be feasible, its transmission link should not conflict
with any other transmission links, thus ∀(i, j) ∈ E ′, si ≥ fj or
sj ≥ fi.
The end-to-end packet delay can be broken down into

transmission delay and queueing delay. The transmission
delay from an intra node to the corresponding CH is simply
the collection delay in the intra-cluster period while the trans-
mission delay from CH i to its parent pi is ni. The queueing
delay, defined as the waiting time of a packet at a node before
it is sent out , will be (spi− fi+ t) mod t for a parent pi. Thus
the average packet delay is

D = k · τ ·

∑
i∈V ′ ni(di + (spi − fi + t) mod t)

nvs
(2)

where

di =

{
t+m
2 , if i is an intra node

ni, if otherwise.

The optimal scheduling problem was proved to be NP-
complete by reducing the K-Colorability problem to the
scheduling problem [20]. Thus, we will design a heuristic
algorithm for the problem. Before that, we examine an exam-
ple to reveal some interesting property in the scheduling
problem.

2) EXAMPLE OF CHAIN TOPOLOGY
This example considers a network with chain topology as
shown in Fig. 1(a). Each CH has a corresponding intra node,
which generates one packet in a cycle. Thus, node i will send
i packets in a cycle.

Fig. 1(b) shows an intuitive scheduling, where node i is
sequentially assigned an interval of i and all intra nodes are
assigned an interval of 1 at the beginning of the cycle. This is
actually a not-so-bad scheduling as it eliminates the queueing
delay in the relaying: a CH will immediately send out all the
packets upon its receiving from its child. The average packet
delay D = 32.5.
The intuitive scheduling does not consider the fact that

packets have zero queueing delay on the intra node. An
improved scheduling in Fig. 1(c) schedules the intervals for
intra nodes as close as possible to the corresponding CHs. The
average packet delay D = 29.2.
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Sink
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Cycle
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(c)

1

2

3

4

5

6

Cycle
(d)

FIGURE 1. An example network with chain topology.

In the improved scheduling, the collection delay on intra
node, which is 11.5 according to Eq. (1), takes a large part
in the total delay. Since the delay mainly depends on the
cycle length, we can further reduce the average packet delay
by reducing the cycle length. Fig. 1(d) shows the optimal
scheduling that minimizes the cycle length. In the scheduling,
the cycle length is exactly the sum of the interval lengths
of nodes 4, 5 and 6. Since these nodes are conflicting with
each other, their intervals cannot overlap and thus the cycle
length reaches its minimum. On the other hand, the intervals
of nodes 1, 2 and 3 are placed at the end of the cycle so that no
extra queueing delay is introduced. The average packet delay
D = 25.7.
Following this example, we obtain three guidelines to

design the scheduling algorithm.
• Interval assignment should follow the order of the nodes
in the routing path.

• Intervals for intra nodes should be as close as possible to
the intervals for the corresponding CH.

• The cycle length can be reduced by overlapping as much
intervals as possible. However, the reduction is bounded
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by the intervals that cannot be overlapped due to the
conflicts. In fact, although each interval will have a
number of conflicted intervals, it is the longer intervals
that decide the lower bound of the cycle length.

3) ALGORITHM
The algorithm is summarized in Tables 1 and 2. Table 1
describes a basic scheduling algorithm that strictly schedules
the nodes according to their orders in the routing path: a
node is always scheduled before its parent. From the second
guideline, we see that nodes should be scheduled as late as
possible. Thus, the algorithm actually schedules nodes in the
reverse order so that nodes can be scheduled closer to the end
of the cycle. For illustration, we define function I (·) on nodes
such that

I (i) =

{
1, if i is scheduled
0, if i is not scheduled.

During the scheduling, a set Vt is maintained to include nodes
whose parents are already scheduled. The algorithm tries to
find the earliest possible scheduling interval for all nodes in
Vt and the node with the earliest starting time is scheduled.
Then the algorithm schedules the next node with no earlier
starting time until all nodes are scheduled or no intervals
can be scheduled within the required range. Then the reverse
schedule is obtained.

TABLE 1. Basic Scheduling Algorithm.

Table 2 utilizes this basic algorithm to perform the actual
scheduling. The idea is to first determine a tentative cycle
length and then try to schedule all the intervals within this
cycle. Given the third guideline, we start to schedule the inter-
vals from the nodes that are closer to the sink. For assistance,
we construct two node sets Vn and Vc. Let

Vn = {i|I (i) = 0, I (pi) = 1, i ∈ V ′}.

Initially we assume I (vs) = 1 so that Vn includes all nodes
that directly send packets to the sink. Clearly, these intervals
cannot be overlapped. In addition, their conflicting intervals
cannot be overlapped with these intervals either. For that, we
construct

Vc = Vn ∪ {j|(i, j) ∈ E ′, I (j) = 0, i ∈ Vn}.

We then schedule Vc with the basic scheduling algorithmwith
no range requirement and obtain the tentative cycle length.
For other nodes that are not scheduled, since they are not in
the current Vc, it is guaranteed that their scheduled intervals
can be overlapped with intervals for nodes in Vn. Thus we can
schedule the rest of nodes from the beginning of the cycle.
Thus we update Vn and Vc according to current schedule
and repeat the basic scheduling algorithm. Since nodes that
are closer to the sink have longer intervals, in most cases
the updated Vc can be scheduled at the beginning part of
the cycle, leaving the rest part of the cycle available for
further scheduling. We then schedule the rest of nodes to fill
in the available part of the cycle to avoid queueing delays.
This process is repeated until all nodes are scheduled. The
finiteness of this process is guaranteed by the construction of
Vn, which guarantees that all children of already scheduled
nodes will be scheduled in the next iteration. In fact, our
experiments show that two iterationswill suffice inmost cases
as the tentative cycle length is large enough for the rest of
nodes to schedule sequentially. Notice that since the basic
scheduling algorithm schedules nodes reversely, the actual
schedule should be in the exactly reverse order of the obtained
schedule.

TABLE 2. Actual Scheduling Algorithm.

4) ANALYSIS
With this cycle-based scheduling, we are also interested in
determining the maximum packet generation rate. Recall
k ≥ λT . We have

k ≥ λT = k · λτ t,

λ ≤
1
τ t
.

Therefore, the maximum packet generation rate is 1
τ t . On the

other hand, when the generation rate does not exceed the
maximum rate, it is always satisfied that k ≥ λT . Thus, we
can always set k = 1 to minimize the packet delay.

IV. ASYNCHRONOUS SCHEDULING APPROACH
In this section, we present the second scheduling approach,
which is called New Cluster Scheduling (NCS), adopts an
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asynchronous approach that essentially avoids the synchro-
nization problem by introducing a new clustering structure.
Next we first introduce the new clustering structure and then
describe the approach in detail.

A. NEW CLUSTERING STRUCTURE
Instead of designing another algorithm to globally sched-
ule all the inter-cluster communications for synchronization,
NCS attempts to simplify the synchronization by changing
the communication pattern. To achieve this goal, NCS intro-
duces a new clustering structure, which includes a new type
of node: relay node.

Relay node

Member node

Cluster head

Sensing packet

Aggregated packet

FIGURE 2. The new clustering structure includes CHs, relay
nodes and members. The packet transmissions for the center
cluster are shown.

The new clustering structure is illustrated in Fig. 2, in
which a cluster contains a CH node, a relay node and multiple
cluster members. The relay nodes always stay in o-state and
only participate in inter-cluster communications. During data
gathering, while cluster members still send sensing packets to
the corresponding CH, the CH no longer sends the aggregated
packet to the next-hop CH but sends to the relay node of its
own cluster instead. Upon receiving the packets, the relay
node further combines them with its own sensing packets
and forwards the packets to the next-hop relay node until the
packets reach the sink. With such communication pattern, the
communication synchronization is greatly simplified. CHs
can continue intra-cluster data collection immediately after
sending out the aggregated packet, reducing the data col-
lection delay. In the meanwhile, inter-cluster communica-
tion can be performed without any restrictions, incurring
no waiting delays for synchronization. The wireless channel
thus can be better utilized and lower packet delay can be
achieved.

On the other hand, the new clustering structure does not
substantially increase the complexity of the cluster formation
process. A network with the new clustering structure can
be simply converted from a network with the conventional
clustering structure by selecting the member with the highest
residual energy as the relay node in each cluster. The rout-
ing algorithms for creating routes among different CHs in

conventional cluster-based networks can also be utilized to
create routes among CHs and relay nodes.

B. APPROACH DETAILS
NCS adopts the same TDMA protocol as CBS for intra-
cluster communications and CSMA protocol for inter-cluster
communications. While member nodes and relay nodes are
fixed in i-state and o-state, respectively, CHs still need to
switch between two states, which is the major task of NCS.
Since there is no synchronization required among different
CHs, the state switching, or the duration at each state, can be
determined independently for each CH.
We first determine the inter-cluster duration a CH stays in

o-state. When a CH switches to o-state, it cannot transmit a
packet immediately. Consider the case that CH 1 is sending
a packet to CH 2 at o-state while CH 3, a neighbor of CH 2,
switches to o-state. If CH 3 is not in the transmission range
of CH 1, it will not detect the ongoing transmission, which
would be interrupted by any transmission initiated at the CH
before the end of the current transmission. In this case, the
protection from RTS/CTS handshake fails as they were not
received by the CH who was in i-state then. We call the
period in which such collisions may occur the blind period
and its duration equals the transmission time of a packet of a
maximum allowable packet length. After this blind period, the
CH sends the aggregated packet to the next-hop relay node on
the routing path. Once the transmissions are completed, the
CH can immediately switch back to i-state to continue data
collection.
Next we consider the intra-cluster duration of a CH in

i-state. Since the CH does not participate in inter-cluster
communications for other CHs, the duration in i-state only
affects its own collection delay. Intuitively, to minimize the
collection delay, the CH can switch to o-state immediately
after the end of the time frame in which a packet is collected.
However, such an approach yields relatively small aggregated
packets, which underutilizes the wireless channel due to the
overhead of packet headers and control packets, lowering
the maximum achievable throughput. Alternatively, we use a
fixed collection duration, denoted as Tc. A larger Tc indicates
less frequent data collection, yielding a smaller number of
larger aggregated packets. Consequently, the channel is better
utilized and higher throughput can be achieved. On the other
hand, a larger Tc also leads to longer collection delay and
hence the end-to-end packet delay. Therefore, adjusting Tc
can obtain different tradeoffs between the packet delay and
the maximum achievable throughput.
Tc determines the number of time slots in an intra-cluster

period. Following a similar analysis to that in Section III-
B, we see that the necessary number of time slots for a
member in an intra-cluster period is k = dλ(Tc+To)e, where
To represents the duration of the last inter-cluster period.
When Tc > m · k · τ , a portion of the intra-cluster period is
actually wasted. For energy efficiency, we organize the intra-
cluster period into time frames with each consisting m time
slot, allowing each node to send a packet in a time frame.
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Then the CH can remain active only in the last k frames and
sleep in other times. The entire process for a CH is described
in Fig. 3.

time frame
Intra−cluster

STOP packetSTART packet

period
Sleep

noissimsnartdoirep
PacketBlind

Data

Slot for CH

collection

Intra−cluster period Inter−cluster period 

FIGURE 3. Timing of data gathering at a CH in NCS.

C. DELAY GUARANTEE
Thanks to the relay nodes, NCS avoids the synchronization
delays during the inter-cluster communications, allowing the
relay network to operate similarly to a general WSN. There-
fore, although it does not directly provide delay guarantees, it
greatly facilitates the utilization of real-time routing protocols
at the upper layer, such as SPEED [21] and MMSPEED
[22], which relies heavily on the one-hop packet delays.
These delays could be very long and irregular in a cluster-
based network where communications incur synchronization
delays, degrading the performance of the real-time routing
protocols. On the contrast, with NCS eliminating the syn-
chronization delays, real-time routing protocols can be eas-
ily implemented to provide optimal performance on delay
guarantees.

V. INTEGRATING CBS AND NCS
CBS and NCS are designed to satisfy different network
requirements, with each having its own tradeoff. CBS is
more energy efficient due to the nature of TDMA: nodes
can sleep in any idle slots to preserve energy. On the other
hand, NCS yields lower end-to-end packet delay as will be
shown in the evaluation in Section VI. Moreover, the CSMA
based protocol makes NCS more tolerant to interference and
collisions. In a general CPS application, we envision that the
targeted emergencies do not occur often. As a result, CBS
will be sufficient to monitor the environment in most time,
and the network can switch to NCS to track the emergency
for prompt reaction. Thus, A hybrid scheduling scheme that
integrates CBS and NCS can meet the CPS requirements of
both achieving low latency when necessary and preserving a
long life time.

The major challenge in the hybrid scheme is the switching
between the adoptions of CBS and NCS. Intuitively, schedul-
ing switching can be performed concurrently with the next
round clustering which reconstructs clusters. However, such
reconstruction is both energy and time consuming, causing
interrupts on the current monitoring task as well. Therefore,
the switching should be smoothly performed on the current
clusters, which we discuss in this section.

A. SWITCHING FROM CBS TO NCS
The switching from CBS to NCS occurs when the emergency
or severe channel interference is detected by the sink through

the analysis of the received data. This process can be divided
into two major tasks: to adapt the current cluster structure
to NCS while maintaining the connectivity, and to notify all
clusters to perform the switching smoothly.

1) CLUSTER STRUCTURE ADAPTION
Switching to NCS requires a node in each cluster to be
selected as the relay node. Such selection should be very
carefully done since in NCS, the relay nodes are responsible
for the connectivity of the relay network. In practice, we select
the current CH as the relay node for each cluster so that
the topology of the relay network keeps unchanged and the
network naturally remains connected during the switching.
Such selection also eliminates the potential updates of the
inter-cluster routing information for all clusters, minimiz-
ing the inter-cluster communication overhead. In addition,
maintaining a connected relay network during the switching
facilitates the possible cluster reorganization: in each newly
constructed cluster, the CH simply needs to find a relay node
to keep the cluster connected. We do not further articulate the
cluster reorganization process as it is beyond the scope of the
paper.
With the CH becoming the relay node, we select the node

with the highest residual energy from the remaining nodes as
the newCH. A new intra-cluster scheduling can then be easily
performed according to the specification of NCS.

2) SWITCHING NOTIFICATION
Switching is initiated by the sink, which spreads the switching
notification in the reverse order of data collection: the sink
and the CHs are responsible for notifying their direct children.
The notification can be simply piggybacked in the ACK
packet when a data packet is received from an un-notified
child. The notified child can then switch to NCS accordingly
and notify its own children in the next cycle until the switch
is completed on the whole network.

B. SWITCHING FROM NCS TO CBS
When the sink decides that the network can return to regular
monitoring, a switching from NCS to CBS is necessary to
increase energy efficiency. Similarly, we also consider the two
major tasks in the switching: cluster structure adaption and
switching notification.
The more challenging task is the cluster structure adap-

tion, which is essentially the CH selection problem for CBS.
Letting the relay node or the current CH in NCS become
the next CH in CBS can have certain advantages. Selecting
the relay node can easily maintain the network connectiv-
ity while selecting the current CH can maintain the current
TDMA scheduling with a slight modification of adding a slot
for the relay node. However, both may not be the optimal
decision from the perspective of energy efficiency. Since
the relay node and the CH in NCS both are major energy
consumers, their residual energy may not be sufficient for
the subsequent monitoring. In this case, selecting them as
the CH can deplete their batteries quickly, causing connec-
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tion failure and subsequent clustering reconstruction. There-
fore, we propose a CH selection algorithm to determine the
adaption.

1) CH SELECTION
Through the CH selection, we attempt to maximize the
remaining network lifetime while maintaining network con-
nectivity. The remaining lifetime can be defined as the inter-
val between the current instant and the time when the first CH
exhausts the energy and a cluster reconstruction is needed.
Achieving this goal requires global optimization because
locally selecting the node with the highest residual energy
as a CH for each cluster cannot guarantee the connectiv-
ity. A possible solution may be to gather the energy of all
nodes at the sink, calculate the CH selection for all clusters
and disseminate the selection to all clusters. However, the
information gathering and dissemination cost both time and
energy; the centralized algorithm itself is inflexible to adapt to
the network dynamics. Alternatively, we propose a heuristic
approach to determining CHs distributively. This distributed
algorithm may not obtain global optimization due to lack of
global information, however, it can achieve a slightly modi-
fied goal: ensure network lifetime longer than some threshold.
This threshold can be set to be the expected duration before
the next switching so that the network can be alive as long
as this goal can be achieved in every switching from NCS to
CBS.

Guaranteeing the global connectivity by local CH selection
is not an easy task. Recalling that a routing tree must be deter-
mined before CBS can be used, we perform the CH selection
based on the routing tree. For a typical cluster that needs to
select a CH h, a parent list is maintained as P = {p1, . . . , pk},
in which any node could be potentially the parent of h in the
routing tree. The construction of this list will be described
later in Section V-B.2. A cluster also records a child list C =
{C1, . . . ,Cl}, where Ci is a cluster whose CH is potentially a
child of h in the routing tree. This child list is created before
the switching. Each relay node randomly chooses a next-hop
relay node on the routing path as a candidate parent, which
in turn adds this relay node in the child list. In addition,
the cluster should know all the neighboring nodes that can
communicate with any node in the cluster, which can be
obtained by exchanging information at the cluster creation
stage. Finally, the cluster is aware of the residual energy of
all cluster members, which can be easily obtained by the
CH.

With the above information, we can now describe the algo-
rithm, which is run on the relay node. The notations used in
the algorithm are listed in Table 3 and the pseudo code is listed
in Table 4.

The algorithm starts with the selection of the parent CH.
The relay node randomly selects a candidate parent from
the parent list P (line 2). Given the selected parent, the
candidate CH can only be a node that can communicate
with the parent. Meanwhile, to ensure the remaining network
lifetime to be longer than the threshold tl , the residual energy

TABLE 3. Notations used in the CH selection algorithm.

TABLE 4. CH selection algorithm.

in the candidate should be more than ε · tl , where ε is the
energy consumption in a unit time. Thus we can obtain the
candidate CH set by S = {i|i ∈ N ∩ Bp, ei > ε · tl} (line
3). For each node in this set, we calculate the number of
nodes this node can reach in each cluster in the child list
(lines 5–7) and choose the minimum number as the weight of
this node (line 8). Then the node with the maximum weight
is tentatively selected as the CH (line 11). The idea behind
such selection is that the more nodes this CH can reach in
the child clusters, the higher the probability that the child
clusters can select proper CHs to ensure the connectivity.
There is also a possibility that the maximum weight is zero,
indicating that there is at least one child cluster in which
none of the nodes can connect to a node in the candidate
set. In this case, we remove the selected parent from the
parent list (line 15) and repeat the above procedure until a
feasible CH is selected. Otherwise, we conclude that con-
nectivity cannot be maintained and a cluster reconstruction is
necessary.

2) SWITCHING PROCEDURE
The entire switching is completed in three steps. The first
step starts at the sink, which notifies all the neighboring relay
nodes about the switching. For illustration purpose, we call
relay nodes that take i hops to reach the sink hop-i nodes.
These relay nodes perform the CH selection algorithm and
send the selection along with the switching notification to
all hop-2 relay nodes they can communicate with. The hop-2
relay nodes will then insert all the received selection in their
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parent list and perform their own CH selection. This iteration
will continue until all relay nodes receive the notification and
complete the CH selection. Notice that if a cluster selects a
CH, it also determines the parent CH in the routing tree in
CBS. Then after this step, the routing tree in CBS is actually
determined.

The second step starts at the leave clusters with each relay
node notifying the parent cluster the selected CH. Eventually
the sink obtains the new clustering structure and perform the
scheduling in CBS. Till now, the whole network is still oper-
ated in NCS and the third step performs the actual switching.
Starting at the sink, each relay node notifies its children (if
any) their scheduling and lets the new CH manage the cluster
under CBS.

VI. EXPERIMENTAL EVALUATIONS
In this section we evaluate the performance of CBS and
NCS and their integration through ns-2 simulations. For com-
parison purpose, we also evaluate two existing scheduling
approaches used in cluster-based WSNs, for which we first
give a brief description.

A. COMPARED SCHEDULING APPROACHES
The first approach we compare is a modified version of the
scheduling approach used in IEEE 802.15.4, whichwe simply
call 802.15.4 in this section. To adapt 802.15.4 in a cluster-
based network, it is required to construct a cluster tree from
the routing tree by adding members as the children of the
corresponding CHs. Each CH or coordinator then maintains a
non-conflicting superframe for its children in the cluster tree.
For fair comparison, we assume the same cluster tree as in
CBS are used and the length of the superframe for node i
equals ni, which is the maximum number of packets received
in a cycle in CBS. The superframes are scheduled using the
basic scheduling algorithm in CBS without considering the
node order in the routing tree. In a superframe, we assume
that each slot is collision-free so that a packet transmission in
a slot never fails. When multiple children contend in a time
slot, we randomly select a child to transmit while others wait
for the next slot.

The second approach is a simple synchronous approach
that defines a global frame for all clusters. The global frame
includes intra- and inter-cluster periods. In the intra-cluster
period, CHs collect data from members using the same pro-
tocol as in NCS. At the end of the intra-cluster period, all
clusters enter the inter-cluster period simultaneously. The
duration of intra-cluster period is also calculated in the
same way as in NCS, while the duration of inter-cluster
period To is considered as a parameter in the experiments.
Although the scheduling approach is quite simple, similar
ideas of this global frame have already been adopted in prac-
tice [8], [9] and we call this approach GF in the following
evaluation.

B. EXPERIMENT SETUP
We first describe the cluster formation algorithm adopted
before elaborating other network configurations. According
to the system model in Section III-A, there are no restrictions
on the cluster formation algorithm. For simplicity, in our
experiments we form clusters based on their geographical
positions, which are assumed already known to the nodes.
Specifically, we assume the whole region is a unit square,
which is divided into square cells with side length l and
the sensors in the same cell form a cluster. The number of
clusters is then d 1l e

2. The CH and relay node are randomly
selected in each cluster. The transmission range is set to be
√
5l, which is the maximum distance between two nodes in

neighbor cells. Such a range allows nodes within a cell or
any two neighbor cells to communicate with each other and
hence guarantees the connectivity in all clusters and the relay
network.
To evaluate the network performance, we consider two

networks with 300 nodes and 1200 nodes randomly scattered
in the unit square. The sink is positioned at a corner of the
square to create relatively long routing paths. The side length
l is selected to be 1

5 and 1
10 , resulting in 25 and 100 clusters,

respectively. The cluster size ranges from 5 to 18. Some
approach dependent parameters are listed in Table 5. Sensing
packets have a uniform length of 30B and the transmission
bandwidth is set to 1Mbps. For 802.15.4 and CBS, we assume
0 header length to focus on comparison of cycle scheduling.
For NCS and GF, we adopted the default header length of
MAC 802.11 in ns2, which are 44B, 38B, 52B and 44B for
RTS, CTS, DATA and ACK. The performance metrics eval-
uated are packet delay and network throughput. Packet delay
is defined as the average end-to-end delay for all packets
received at the sinkwhile the network throughput can be inter-
preted as the maximum packet generation rate with which the
network can operate steadily. The evaluation time is set to 100
seconds to obtain the network performance at the stable state.
Each experiment is repeated 10 times to obtain the average
value.

TABLE 5. Parameters of approaches.

The inter-cluster communication in NCS and GF utilizes
the common IEEE 802.11 MAC protocol. Practical WSNs
may adopt some simplified versions of 802.11, however, the
variation among these versions only affects the inter-cluster
communications but does not substantially affect the overall
performance evaluation.We thus adopt the default controlling
packet length of MAC 802.11 in ns2, which is 44B, 38B,
52B and 44B for RTS, CTS, DATA header and ACK, respec-
tively. For TDMA based 802.15.4 and CBS, we assume 0
header length to focus on comparison of cycle scheduling. To
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construct the routing tree, the CH or the relay node randomly
selects a node in the neighbor cells that are closer to the sink
as its next-hop. The aggregated packets at the source are not
further aggregated at the intermediate nodes in the routing
tree.
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FIGURE 4. End-to-end packet delay of four scheduling
approaches under different packet generation rates.

C. PERFORMANCE RESULTS
Fig. 4 shows the average packet delay among four approaches
with allowable packet generation rates. The standard devi-
ations of these delays are less than 0.02 and 0.2 for
300-node and 1000-node network respectively, indicating sta-
ble performance of the examined approaches. We first exam-
ine the result in the network with 300 nodes. We can observe
that NCS yields the shortest packet delay when the network is
not saturated under lower packet generation rates. Due to the
introduction of relay nodes, packets are transmitted quickly at
each hop without undertaking any extra delay caused by the
state switching. On the opposite, GF, which also uses 802.11
for inter-cluster communications, yields the longest packet
delay. In GF, the synchronization of the inter-cluster peri-
ods for different CHs incurs many concurrent packet trans-
missions with high contentions, eventually resulting in long
delay. Two TDMA based approaches have shorter delay than
GF since they completely avoid the transmission contention.
However, since the transmissions in these two approaches are
strictly scheduled, packets inevitably incur some queueing

delay before they can be relayed by the intermediate nodes
in the routing path. Thus both have longer delay than NCS.
In particular, delay in CBS is about 30% shorter than that in
802.15.4, due to the efficient design of the cycle scheduling.
While the cycle length of two approaches does not have much
difference, packets in CBS endure less queueing delay with
the ordered interval scheduling.
The performance comparison is similar in the network with

1200 nodes, where GF exhibits poor performance with allow-
able generation rate under 0.05, which was not shown in the
figure. While NCS still shows the shortest delay, we observe
that CBS obtains a higher performance gain compared to
802.15.4, whose delay is nearly twice of CBS. This contrast
indicates that the scheduling in CBS enjoys more benefits in
larger-scale networks.
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FIGURE 5. Network throughput with four scheduling approaches.

Fig. 5 shows the network throughput, or the maximum
packet generation rate for four approaches in both networks.
GF has the worst throughput, besides its longest delay as
seen in Fig. 4. This is because that GF requires a long
inter-cluster period to accommodate long delay and therefore
causes low allowable packet generation rate. NCS also has
lower throughput compared to two TDMA-based approaches.
This is mainly due to the intrinsic of CSMA-based 802.11
protocol, which spends much longer time than the actual
transmission time in transmitting packets. For two TDMA-
based approaches, CBS slightly outperforms 802.15.4. The
similar performance is due to the fact that the cycle length,
a dominating factor for the throughput, is similar in both
approaches.
Recall in NCS, the data collection duration affects the

number and length of aggregated packets and eventually the
maximum achievable throughput. In the next experiment,
we further reveal the relationship between the maximum
generation rate and the data collection duration in Fig. 6.
Clearly, the maximum generation rate increases faster when
the duration is relatively short. Specifically, it increases about
2 times when the duration is increased from 0.1 s to 0.5 s, and
only 14%when the duration continues to increase to 1 s. Since
increasing the data collection duration directly increases the
collection delay, such observation indicates that the data
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FIGURE 6. Maximum generation rate achieved with different
collection durations in NCS.

collection duration should be chosen properly to achieve the
best tradeoff between the maximum generation rate and the
packet delay.

D. INTEGRATION PERFORMANCE
We evaluate the integration performance in the network with
300 nodes. In the integration, we are concerned with the
achievable network lifetime, which is defined as the duration
between the network creation and the time instant when the
relay network is no longer connected. This terminating sit-
uation corresponds to the following three cases: 1) the first
node depletes its energy during data gathering; 2) a cluster
cannot complete the CH selection algorithm in Section V
during the switching from NCS to CBS; and 3) A relay
node or a CH loses connection with its parent during the
switching.

To evaluate the network lifetime, we simulate the switch-
ing by setting the consecutive time durations in CBS and
NCS to be randomly distributed between 30 ∼ 90 min-
utes and 30 ∼ 90 seconds, respectively. The packet
generation rate is fixed at 1 packet/s. To model the energy
consumption, we assume the power ratio for sending, receiv-
ing and idle listening is set to 1.67:1:0.88 as adopted in
[14]. In CBS, we assume each data packet is associated
with an ACK packet. The length of all control packets is
of default values in ns-2. The initial energy of every node
is normalized to energy consumed in 24-hour continuous
packet receiving. This value is reasonable if we assume the
receiving power of a sensor is of order of 10mW and the
battery energy is of order of 1000 J. Similarly, the threshold
energy is set to the energy consumed in 90-minute packet
receiving.

With the above parameters, network lifetime is heavily
affected by the performance of the CH selection algorithm,
which in turn is affected by the transmission range. A
too small transmission range will cause failure of network
connection and hence the CH selection algorithm. On the
other hand, when the transmission range is set to

√
5l, the

connectivity is guaranteed in the experiment and the CH

selection algorithm can be reduced to selecting the node with
the highest residual energy. Thus we evaluate the selection
algorithm by varying the transmission range to change the
connectivity. Here we assume the transmission power does
not change with different transmission ranges to focus on
the performance of the CH selection algorithm. In addition,
since network lifetime could be as long as several hun-
dreds of hours, we simplify the simulation such that in each
CBS duration, we only simulate the network for 1 minute
and use the obtained energy consumption to estimate the
actual energy consumption for the whole duration. That is,
if the CBS duration lasts for m minutes and a node con-
sumes energy e in a minute, its total energy consumption
for this duration is m · e. We expect such approximation
will not cause much difference on the results because of
the fixed packet generation rate and hence the stable traffic
pattern.
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FIGURE 7. Box plot of network lifetime under different
transmission ranges. The dashed line represents the network
lifetime when CBS is adopted.

Fig. 7 shows the network lifetime under different transmis-
sion ranges. We use the box plot to better reveal its variation.
For comparison, the dashed line represents the lifetime when
only CBS is adopted and CHs cannot be changed. It can be
seen that when the transmission range is short and the selec-
tion of CH to maintain connectivity is limited, the lifetime
with scheduling switching is similar to or sometimes worse
than the lifetime under CBS. In this case, transmissions in
NCS consume more energy and lower the lifetime. However,
when the transmission range slightly increases, its benefit
becomes more evident with lifetime growing exponentially.
When the range is above 1.72 · l, the lifetime reaches a
maximum at about 720 hours, approximately 16 times of
the lifetime under CBS. Notice that 16 is the number of
nodes in the cluster closest to the sink, which consumes more
energy than other clusters. This maximum lifetime demon-
strates that the algorithm can efficiently and fairly dissipate
the energy consumption among all possible nodes in the
cluster to maximize network lifetime. On the other hand, the
increasing network lifetime also indicates that the switching
between CBS and NCS does not affect the connectivity of the
network.
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VII. CONCLUSION
In this paper, we have presented a hybrid scheme that inte-
grates two communication scheduling approaches CBS and
NCS to enable cluster-based WSNs to serve as network
infrastructure of information collection in CPS. In CBS, a
cycle based schedule for each CH is constructed based on
the pre-determined routing tree. CBS minimizes the cycle
length while maintaining the node order in the routing tree,
which minimizes the intra-cluster collection delay and allows
continuous packet forwarding from the source to the sink. In
NCS, a CH-relay-member structure is proposed to replace
the conventional CH-member structure. The introduction of
relay nodes releases the CHs from the heavy burden of packet
relaying so that the intra- and inter-cluster communications
can be performed more efficiently. Our simulation results
have shown that the proposed approaches exhibit much better
performance than existing scheduling approaches in terms of
packet delay and throughput. The hybrid scheme integrates
CBS and NCS without any interruption on data gathering
during switching, allows the network to enjoy the bene-
fits of both approaches to meet the stringent requirement
for CPS.
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