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ABSTRACT Due to the nature of wireless transmission, communication in wireless mesh networks
(WMNs) is vulnerable to many adversarial activities including eavesdropping. Pairwise key establishment
is one of the fundamental issues in securing WMNs. This paper presents a new matrix based pairwise key
establishment scheme. Mesh client in our scheme only needs to prestore a key seed, which can be used
to generate a column of secret matrix. It can establish pairwise keys with other clients after mesh routers
broadcast public matrices. Our scheme is motivated by the fact that in WMNs, mesh routers are more
powerful thanmesh clients, both in computation and communication. Besides, we employ the pre deployment
knowledge to reduce the computational cost of mesh clients. Security and complexity analysis show that the
new scheme possesses several desirable features: 1) neighbor mesh clients can directly establish pairwise
keys; 2) the new scheme is updatable, scalable, and robust against node capture attacks; and 3) communication
and storage costs at mesh clients are significantly reduced.

INDEX TERMS Pairwise key, matrix, deployment knowledge, wireless mesh networks, wireless sensor
networks.

I. INTRODUCTION
Cyber-Physical Systems (CPS), which bridge the cyber-world
of computing and communications with the physical world,
are expected to change the way of interacting with and con-
trolling the physical world around us. It is typically designed,
not as a network of standalone devices, but as interacting ele-
ments with physical input and output. It’s applications, such
as transportation vehicles and intelligent highways, robotic
systems, factory automation, and smart building, do have
enormous societal impacts and economic benefits. As a repre-
sentative network type of CPS, wireless mesh networks (here-
inafter, WMNs) have attracted great attention from academia
and industry. WMNs are dynamically self-organized and
self-configured, with the nodes in the network automati-
cally establishing an Ad Hoc network and maintaining mesh

connectivity [1]. A WMN consists of two types of nodes:
mesh clients andmesh routers. Mesh clients are either station-
ary or mobile devices, and mesh routers form the mesh back-
bone for mesh clients. Each node (including mesh clients and
mesh routers) in WMNs operates as a host and as a router, but
mesh routers are not as power-constrained as mesh clients in
WMNs and thus can accommodate more resource-intensive
tasks. As shown in Fig. 1, the gateway/bridge functionalities
of mesh routers enable the integration of WMNs with other
networks, including vehicular networks, Ad Hoc networks,
Wi-Fi, cellular networks, wireless sensor networks [2].
The nature of wireless transmission is the major factor

contributing to the vulnerability of WMNs under a variety
of malicious cyber attacks. For example, adversaries can
eavesdrop, interrupt and modify transmission, impersonate
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FIGURE 1. Network architecture: Infrastructure/backbone WMNs
presented in Akyildiz et at. scheme [2].

legitimate nodes, and even capture nodes in WMNs. Many
security mechanisms have been proposed to countermea-
sure potential attacks in WMNs, and a non-exhaustive list
includes location technology [3], [4], intrusion detection tech-
nology [5], [6], secure routing technology [7], [8] and key
management technology [9]–[23].

As a fundamental problem, key management has been
both extensively and intensively studied in CPS and other
similar situations. Taking wireless sensor networks (which
are often integrated with WMNs) for example, asymmetric
key cryptographic algorithms are generally considered infea-
sible for computing and communicating between energy-
constrained sensor nodes [9]. Though such a constraint has
been partially alleviated with the development of modern
technology, it is still a fact that sensor nodes are not able to
afford frequent asymmetric cryptographic operations. Other
mechanisms, such as Kerberos, cannot be directly applied to
sensor networks due to the lack of trusted infrastructure [10].

According to its characteristics, key management
can be classified by Self-enforcing Schemes, Arbitrated
Keying Schemes and Key Pre-distribution Schemes [11],
where Key Pre-distribution Schemes (hereinafter, KPS) is
the focus of this paper. In KPS, a key management authority
(also known as key distribution center) loads keys into nodes
prior to deployment, then neighbor nodes can establish secure
communication keys using their pre-loaded keys. Arguably
the most straightforward KPS is to equip all nodes with a
common master key, and any node can negotiate a session
key with each other using the master key after deployment.
However, an inherent weakness of this approach is that all
communications within the network will become insecure
if one node is captured by the adversary. Here, we assume
that node-capture provides adversaries with all sensitive data
stored in that node. Note that tamper-resistance can increase
the difficulty of data retrieving, it is more preferable that KPS
remains a certain level of security if tamper-resistance fails
to achieve its purpose due to numerous known attacks (e.g.,
microprobing and power analysis) and other unknown attacks
in the short future.

Whenwireless sensor networks are integratedwithWMNs,
as shown in Fig. 1, there are a large number of energy-
constrained sensor nodes (i.e., mesh clients) in WMNs.
In some applications, these power-constrained nodes need to
establish communication keys in a short time after deploy-
ment. In this paper, we propose a new matrix-based pair-
wise key establishment scheme to meet the need of such
applications.
Our Contribution. The major contribution of this paper is a
new design of pairwise key establishment for network type of
CPS: WMNs.
In WMNs, sensor nodes are power-constrained but mesh

routers are much more powerful, both in computation and
communication. Such a nature of heterogeneity makes it fea-
sible for sensor nodes to establish pairwise keys by delegating
costly operations to mesh routers. In this paper, we modified
Blom’s scheme and showed a new design of matrix G. In our
scheme, G is a secret matrix and an independent key seed
si is given to the ith node, which can only generate the ith

column ofG but does not have any other information aboutG.
Furthermore, we employ the pre deployment knowledge to
reduce the computational cost of sensor nodes.
Security and complexity analysis indicates that our scheme

possesses the following properties:

1) Neighbor sensor nodes can directly establish pairwise
keys;

2) The scheme is updatable, scalable and robust against
node capture attacks;

3) Our scheme has significant advantages in terms of stor-
age cost and communication cost at sensor nodes; and

4) While our scheme is specifically designed for key
establishment in WMNs, it is also applicable in other
CPS situations with the similar feature of heterogeneity.

Organization of This Paper

The remainder of this paper is organized as follows.
In Section II, we overviews related works in wireless sensor
networks. The proposed scheme is described in Section III,
and its security and performance analysis is given in
Section IV. Section V concludes this paper.

II. RELATED WORK
A widely accepted requirement of robust KPS is that an
adversary, after capturing several nodes, should be difficult to
derive the communication keys of other nodes or disrupt the
entire networks. For this purpose, a pairwise key between two
nodes is necessary. A naïve way of designing robust KPS is to
pre-distribute each sensor node with N − 1 keys, where N is
the total number of nodes and each one ofN−1 keys is shared
with each one of N − 1 nodes. After deployment, any pair of
nodes will share a pairwise key. Adversaries with captured
nodes will have keys associated with compromised nodes
only, but not those among un-compromised nodes. Such a
mechanism provides a high level of robustness but a low level
of scalability: the performance of key distribution phase will
be time, computation and storage consuming whenN is large,
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and pairwise key establishment between any current node and
newly added one needs a system-wide update.

A. CLASSICAL KEY PRE-DISTRIBUTION SCHEMES
A number of KPS have been proposed to provide different
tradeoffs between robustness and scalability. The scheme
by Eschenauer and Gligor [12] is based on symmetric
encryption. In key pre-distribution phase, system authority
pre-distributes each node with m keys (called key rings)
and key identifiers from a large key pool P before nodes
deployment. Neighbor nodes then can broadcast key identi-
fiers and successfully establish session keys using their shared
pre-distributed keys. The major drawback of Eschenauer-
Gligor’s scheme is that different pairs of nodes may share a
same session key, and as a result there is a risk that the com-
munication among un-compromised nodes may become inse-
cure after the compromise of other nodes. This security flaw is
partly improved by Chan et al. by extending Eschenauer and
Gligor’s idea to a q-composite random key pre-distribution
scheme [13], where neighbor nodes can establish a session
key only if they share t (t ≥ q) common keys. Nevertheless,
there still exist constrains between the key pool size P, the
security parameter q and m.

B. MATRIX-BASED SCHEMES
Matrix is a commonly used mathematic tool for pairwise key
establishment. The pioneering work is introduced by Blom,
who proposed a KPS allowing any pair of nodes to establish
pairwise key directly [14]. In Blom’s scheme, there exists a
(λ+ 1)×N public matrix G over a finite field GF(q), where
N is the size of network nodes and q > N . System authority
generates a random (λ+ 1)× (λ+ 1) symmetric matrix D as
the secret key information over GF(q) in key pre-distribution
phase and computes an N × (λ + 1) matrix A = (D · G)T ,
where (D·G)T is the transpose ofD·G. Then system authority
loads the k th row of matrix A and k th column of matrix G for
the k th node, k = 1, 2, . . . ,N . It is easy to see that K =
A ·G is a symmetric matrix. The pairwise key between the ith

node and the jth node is Kji = Kij, which can be calculated by
the ith node and the jth node after exchanging their columns
ofG. Blom’s scheme is λ-secure, namely the network remains
secure if there are no more than λ compromised nodes.
Du et al. [15] improved Blom’s scheme by giving a new

design of matrix G. Instead of storing the whole column of
matrix G, a sensor node in Du et al.’s scheme only needs
to store a key seed which can be used to generate a column
of G. A key seed is the second element in each column of
matrixG in [15] (as shown in Fig. 2). This helps to reduce the
storage cost at the node and the communication cost during
key establishment. Another advantage of Du et al.’s scheme is
the employment of multiple key-space KPS. By viewing the
set of keys generated from A · G in Blom’s scheme as a key-
space, the system authority in Du et al.’s scheme generates
ω secret symmetric matrices D1,D2, . . . ,Dω and computes
Ai = (Di · G)T for each Di. As a result, there are totally
ω key-spaces A1 · G,A2 · G, . . . ,Aω · G. For the jth sensor

node, the system authority randomly selects τ Ais and loads
the jth node with the jth row of each selected Ai and the key
seed of the jth column of G. Neighbor nodes can successfully
establish a pairwise key only if they are loaded with columns
from same matrices, which contributes to the improvement of
network resilience.

FIGURE 2. The public matrix G given in Du et al.’s scheme [15].

Parakh et al. proposed a matrix-based key agreement algo-
rithms for sensor networks in [16]. System authority in their
scheme chooses a diagonalizable N × N symmetric matrix
Y at random and diagonalizes Y such that Y = M−1DyM ,
where Dy is a diagonal matrix with eigenvalues of Y . It then
randomly picks a diagonal matrix Dx and computes N × N
matrixX = M−1DxM . It is easy to see that those twomatrices
commute with each other, i.e., XY = YX . Then, system
authority randomly picks row-column pairs for each sensor
node. For example, system authority randomly picks r from
a uniform distribution over [1,N ] and assigns node i with
the r th row and column of X , and the r th column of Y . After
deployment, two sensor nodes i and j can compute two keys
Kij andKji by exchanging their stored columns of Y and agree
on a session key K = Hash(Kij ‖ Kji). However, scheme
in [16] have an inherent flaw: Different links may share the
same key due to the random selection of row-column pairs,
and thus the security of other links may at risk if a sensor
node is captured by adversaries.

C. KEY ESTABLISHMENT SCHEMES EMPLOYING
DEPLOYMENT KNOWLEDGE AND/OR MATRIX
Nodes may be deployed following a pre-defined method in
certain situations. In nodes deployment using airplane [17],
for example, sensors nodes are partitioned into a sequence
of groups and dropped out of the airplane sequentially as the
airplane flies forward. It is easy to see that sensor groups
that are dropped next to each other have a better chance
to be close to each other after deployment. By exploiting
deployment knowledge in such situations, Du et al. [17]
extended Eschenauer-Gligor’s scheme and proposed a key
management scheme. In their scheme, target deployment
area is divided into rectangular regions. During key pre-
distribution phase, sensor nodes are divided into equal groups
Gi,j for i = 1, . . . , t and j = 1, . . . , n. This provides the
possibility of setting up multiple key pools with the property
that for a key pool Pi,j, it shares a · |Sc| keys with key pools
Pi,j−1, Pi,j+1, Pi−1,j and Pi+1,j (0 ≤ a ≤ 0.25), and b · |Sc|
keys with key pools Pi−1,j−1, Pj−1,j+1, Pi+1,j−1 and Pi+1,j+1
(0 ≤ b ≤ 0.25), where |Sc| is the number of keys each key
pool possesses and 4a + 4b = 1. For each sensor node in
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group Gi,j, system authority selects m keys randomly from
its corresponding key pool Pi,j and stores those keys into the
node. After deployment, neighbor sensor nodes can establish
shared keys as in Eschenauer-Gligor’s scheme. As claimed
in [17], KPS with deployment knowledge can substantially
improve a network’s connectivity and resilience against node
capture with a lower cost of storage.

Du et al. further extended the scheme in [17] and proposed
a new KPS using deployment knowledge [18]: In key pre-
distribution phase, system authority divides N sensor nodes
into equal groups Gi,j (for i = 1, . . . , t and j = 1, . . . , n) and
generates key-space pools Pij. Employing the similar method
in [17] for key-space pools setup, the scheme in [18] achieves
the property that two horizontally or vertically neighboring
key pools share exactly a|Sc| key-spaces, and two diagonally
neighboring key pools share exactly b|Sc| key-spaces, where
0 ≤ a ≤ 0.25, 0 ≤ b ≤ 0.25 and 4a + 4b = 1. For each
sensor node in group Gi,j, system authority randomly selects
τ key-spaces from its corresponding key-space pool Pi,j and
stores the corresponding rows of selectedmatricesAis into the
node. After deployment, neighbor sensor nodes need to find
their shared key-space and use the Blom scheme to derive a
pairwise key. Their scheme is resilient against node capture
with the memory requirement τ (λ + 1)|q| for each sensor
node, where key seeds are chosen from GFq.

Liu et al. proposed a key pre-distribution in static sen-
sor networks using both pre-deployment knowledge and
post-deployment knowledge [19]. Zhou et al. combined the
pre-distributed pairwise key scheme with the hash chain,
and presented an efficient and scalable pairwise key pre-
distribution scheme using deployment knowledge in [20].
Considering that location discovery for sensor networks is
very difficult, [21] uses the theory of the signal range and
deployment error knowledge to analyze sensor nodes location
information, and proved that novel deployment knowledge is
also expected to provide superior performance with different
types of key distribution schemes.

III. OUR KEY ESTABLISHMENT IN WIRELESS MESH
NETWORKS
This section is denoted to the description of our scheme. We
will first present preliminaries required in this paper, then
followed by a basic scheme (to explain our main idea) and
our full scheme.

A. PRELIMINARIES
There are three types of participants in our key establishment
scheme, namely system authority, mesh routers and sensor
nodes (mesh clients). At a high level, the scheme consists of
three phases:

• System Setup: System authority generates system
parameters;

• Key Pre-Distribution: System authority loads each
node (including mesh routers and sensor nodes) with
pre-loaded key information; and

• Pairwise Key Establishment: With the assistance of
mesh routers, two sensor nodes establish a secret pair-
wise key using pre-loaded key information.

We are concerned about:

1) Operations associatedwith the system authority are car-
ried out in a secure environment, but mesh routers and
sensor nodes are not physically secure; In particular,
once being captured by adversaries, any sensitive data
stored in the nodes will no longer be secret;

2) The area of sensor nodes is within the wireless trans-
mission radius of mesh routers; and

3) Pre-deployment knowledge is available: Most sensor
nodes will be deployed to designated regions and only
a small number of nodes are deployed to neighbor
regions of designated regions, Sensor nodes are static
after deployment.

In Table 1 we provide indices of important expressions and
equations used throughout this paper.

TABLE 1. Indices.

B. BASIC SCHEME
Our basic scheme is a variant of Blom’s scheme [14] reviewed
in Section II.
In Blom’s scheme with λ-security, the storage cost at each

node is 2 × (λ + 1) × 128 bits (if q is a 128-bit number and
AES-128 is the encryption algorithm). Similarly, each sensor
node needs to store τ × (λ + 1) × 128 bits in the variant of
Blom’s scheme introduced in [18]. To reduce the storage cost
at each sensor node, we modify Blom’s scheme as follows.
System Setup: System authority

• Chooses N independent key seeds s1, s2, ..., sN from a
finite field GFq, and let idi be the identifier of key seed
si; and
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• Generates a secret (λ+ 1)× N matrix G:

G =


s1 s2 . . . sN

(s1)2 (s2)2 . . . (sN )2
...

...
. . .

...

(s1)λ+1 (s2)λ+1 . . . (sN )λ+1

. (1)

Note that in contrast to other matrix-based schemes, G is a
secret matrix in our scheme.
Key Pre-Distribution: System authority completes the fol-
lowing operations.

Step 1. Operations associated with sensor nodes:
• Stores each key seed si and its identifier idi to the ith

sensor node.

Step 2. Operations associated with mesh routers:
• Creates a secret symmetric (λ + 1) × (λ + 1) matrix D
in GFq;

• Computes the public matrix A = (D · G)T ; and
• Pre-loads mesh routers with matrix A.

Pairwise Key Establishment:
Step 1. After deployment, each sensor node broadcasts its key
seed identifier idi and keeps a record of all neighbors’ key
seed identifiers;

Step 2. Mesh routers broadcast matrix A; and

Step 3. Upon receiving matrix A, any two neighbor sensor
nodes can establish pairwise keys directly.

Without the loss of generality, let the ith node and the jth

node be two neighbors who need to establish a pairwise key.
The process is described as follows.

Calculation at the ith node:
• The ith node uses its key seed si to calculate the ith

column of matrix G: (si, s2i , . . . , s
λ+1
i )T ;

• Let (aj1, aj2, . . . , aj(λ+1)) be the jth row of matrix A,
which is broadcast by mesh routers; and

• The ith node calculates the key shared with the jth node
as

kji = (aj1, aj2, . . . , aj(λ+1)) · (si, s2i , . . . , s
λ+1
i )T

=

λ+1∑
t=1

ajt · (si)t .

Calculation at the jth node:
• The jth node uses its key seed sj to calculate the jth

column of matrix G: (sj, s2j , . . . , s
λ+1
j )T ;

• Let (ai1, ai2, . . . , ai(λ+1)) be the ith row of matrix A,
which is broadcast by mesh routers; and

• The jth node calculates the key shared with the ith node
as

kij = (ai1, ai2, . . . , ai(λ+1)) · (sj, s2j , . . . , s
λ+1
j )T

=

λ+1∑
t=1

ait · (sj)t .

It remains to show that kij = kji. Note that matrix K = A · G
is a symmetric matrix:

K = A · G = (D · G)T · G = GT · D · G = (A · G)T . (2)

It follows that kij = kji, i.e., kji calculated by the ith node is
the same as kij calculated by the jth node.

This completes the description of key establishment
between two neighbor nodes.
Remark 1. The major difference between our scheme and

others (including Blom’s scheme) is the generation of the
matrix G. In our scheme, G is a secret matrix and the key
seed si is given to the ith node, which can only generate the ith

column ofG but does not have any other information aboutG.
Recall that, as shown in Eq. (1), we chooseN independent key
seeds and generate secretGmatrices. It also explains why we
do not generate G matrices as [15], where node i can use its
stored key seed si to calculate node 2i’s key seed s2i = (si)2

(as shown in Fig. 2). Generating matrix G in this way does
not introduce any security issue to other schemes where G is
a public matrix but is not applicable in our scheme since G
must be a secret.
Remark 2. Another difference between our scheme and

others is the involvement of mesh routers during key estab-
lishment. Mesh routers in our scheme must broadcast the
matrix A, which will be used by sensor nodes to establish
pairwise keys. While it also works if system authority pre-
loads each sensor node with matrix A, this will introduce
additional storage cost at sensor nodes (which are usually
resource-constrained devices). In contrast to sensor nodes,
mesh routers in WMNs are more powerful and capable of
costly operations. By exploiting this heterogeneity, sensor
nodes in our scheme can generate pairwise keys in an efficient
way.
Remark 3. It is evident that λ must be a large number to

provide a certain level of resilience, but a large λ will lead
to the increase of computational cost during pairwise key
establish phase. To further reduce the computational cost, we
employ the deployment knowledge introduced in [17]: target
deployment area is divided into multiple regions and most
nodes are assumed to be deployed in the pre-defined regions.
With this approach, multiple regions correspond to multiple
key-spaces which leads to the same level of resilience with a
small λ in each key-space. The detailed description is given
in Section III-C.

C. OUR FULL SCHEME
Our full scheme is made up of the following phases.

System Setup: System authority

• Divides target deployment area into r regular hexagons,
denoted by Ri, i = 1, 2, . . . , r (as shown in Fig. 3). It
follows that there are around β = dNr e nodes in each
region.

• Divides N sensor nodes into r groups denoted by Pi,
i = 1, 2, . . . , r .
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FIGURE 3. Target deployment area is divided into regular
hexagons.

• Deployment knowledge: Nodes in group Pi are assumed
to be deployed in region Ri.

• Generates N independent key seeds sij, i = 1, 2, . . . , r
and j= 1,2,. . . ,β: Let idij be the identifier of sij, and key
seeds associated with the region Ri are si1, si2, . . . , siβ .

• Generates εH = dr−4.32
√
r+4.6e secret (λ+1)×(7·β)

matrices Gt for non-edging hexagons, t = 1, 2, . . . , εH :
The calculation of εH is shown in Section IV.

Each matrixGt is generated by the key seeds of region Rt and
its six neighbor regions in Fig. 3. As an example, G1 has the
form shown in Eq. (3), as shown at the bottom of the page.

Key Pre-Distribution: System authority completes the fol-
lowing operations.

Step 1. Operations associated with sensor nodes:
• LetNuw be the set identifier ofGmatrices containing key
seed suw; and

• For thewth node in groupPu, load the node with key seed
suw, the corresponding key seed identifier iduw and Nuw.

Step 2. Operations associated with mesh routers:
• Generates εH secret (λ+1)×(λ+1) symmetric matrices
Dt and computes public matrices At = (Dt · Gt )T ,
t = 1, 2, . . . , εH ; and

• Stores εH A matrices in mesh routers.
Pairwise Key Establishment:

Step 1. After deployment, each sensor node broadcasts its key
seed identifier iduw and matrix identifier Nuw, keeps a record
of all neighbors’Nuw, and chooses a shared public matrix with
each neighbor.

Step 2. Mesh routers broadcast all A matrices; and

Step 3. Upon receiving matrix A, any two neighbor sensor
nodes can establish pairwise keys as described prior.

Remark 4. In our scheme, matrix Gt is generated by the
key seeds of region Rt and its six neighbor regions. This is
due to the fact that while nodes in group Pt are assumed to
be deployed in region Rt , it is also likely that some nodes
in group Pt may be deployed to the six neighbor regions
of Rt . Generating Gt with our approach ensures that any
node in group Pt can directly establish pairwise keys with its
neighbors if it is deployed to neighbor regions of Rt .

IV. ANALYSIS
This section is devoted to the analysis of our scheme, by
comparing it with others [14], [16], [18].
The calculation of εH . Let (L×L) = L2m2 be the size of the
target area, divided by r subregions, either regular hexagons
or squares (as shown in Fig. 4). It follows that each subregion
has the size Are = L2

r m
2.

FIGURE 4. Division of target area.

When target area is divided into squares, there are (
√
r−2)

non-edging squares in each row and (
√
r − 2) non-edging

squares in each column. Therefore, the number of non-edging
areas (i.e., the number of G matrices) is εS = (

√
r − 2)2.

If the same area is divided into regular hexagons, it follows
that

Are = t ×

√
3t
2
×

1
2
× 6 =

L2

r
.

Thus, we get

t =

√
2L

4
√
27
√
r
.

Compute

d = 2×

√
3t
2
=

2L
4√12
√
r
,

we have
L
d
=

4√12
√
r

2
.

G1 =


s11 . . . s1β s21 . . . s2β . . . . . . s71 . . . s7β

(s11)2 . . . (s1β )2 (s21)2 . . . (s2β )2 . . . . . . (s71)2 . . . (s7β )2
...

. . .
...

...
. . .

...
. . .

. . .
...

. . .
...

(s11)λ+1 . . . (s1β )λ+1 (s21)λ+1 . . . (s2β )λ+1 . . . . . . (s71)λ+1 . . . (s7β )λ+1

 (3)
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Namely, there are
4√12
√
r

2 regular hexagons in each row.

Similarly we can get that there are 6
√
r− 4√12
3 4√12

regular hexagons
in each column. Therefore, the number of non-edging regular

hexagons is εH = (
4√12
√
r

2 − 2) × ( 6
√
r− 4√12
3 4√12

− 2) ≈ (r −

4.32
√
r + 4.6) < (

√
r − 2.16)2. Remind that the number of

G matrices is εS = (
√
r − 2)2 when the area is divided into

squares. It follows that εS = (
√
r−2)2 > (

√
r−2.16)2 > εH

if r ≥ 4, i.e., dividing the area into regular hexagons helps to
reduce the number of G matrices.

A. SECURITY ANALYSIS
In a hostile environment, an adversary can mount physical
attacks on a sensor node after it is deployed and retrieves
secret information from its memory. A successful attack on x
sensor nodes may affect the security of the network. In this
part, we evaluate our full scheme’s resilience against node
capture attacks. As in [15], our evaluation aims to investigate:
the probability that at least one key-space is broken after x
nodes are captured. Here we assume that the adversary has
no priori knowledge of key seeds stored at nodes so that he
compromises nodes randomly.

Probability of at least one key-space being broken. Let
Si be the event that the ith key-space is compromised, for
i ∈ {1, ..., εH }. We have

Pr(B | Cx) = Pr(S1 ∪ S2 ∪ ... ∪ SεH | Cx).

Applying the union bound, we get

Pr(S1 ∪ S2 ∪ ... ∪ SεH | Cx) ≤
εH∑
i=1

Pr(Si | Cx).

The fact is that each key-space is broken with equal probabil-
ity, we have

εH∑
i=1

Pr(Si | Cx) = εH · Pr(S1 | Cx).

Thus, we get,

Pr(B | Cx) ≤
εH∑
i=1

Pr(Si | Cx)

= εH · Pr(S1 | Cx).

(4)

Pr(S1 |Cx) is the probability that the first key-space is com-
promised after capturing x nodes. There are εH key-spaces
in our full scheme, so the probability that a compromised
node carries a key seed from the first key-space is p = 1

εH
.

Thus, when x nodes are compromised, the probability that j
out of these x nodes carry key seeds from the first key-space is(
x
j

)
pj(1−p)x−j. Recall that a certain key-space can be broken

only if at least λ+ 1 nodes are compromised, we get:

Pr(S1 | Cx) =
x∑

j=λ+1

(
x
j

)
pj(1− p)x−j. (5)

Combining Inequality (4) and Eq. (5) , we get the following
upper bound:

Pr(B | Cx) ≤ εH ·
x∑

j=λ+1

(
x
j

)
pj(1− p)x−j

= εH ·

x∑
j=λ+1

(
x
j

)
(
1
εH

)j(1−
1
εH

)x−j (6)

We plot analytical results in Fig. 5 where we letN = 10000
and r = 100. It follows that there are about β = 100 nodes in
each sub-divided region. The figure indicates that: when the
system’s security parameter is λ = 19, the adversary have
to randomly capture about 100 nodes in order to break at
least one key-space with a reasonably-high probability; when
λ increases to 29, he need to capture around 150 nodes for the
same purpose.

FIGURE 5. Probability of at least one key-space being broken
after x nodes are compromised.

Comparison of the number of shared key-spaces. As
mentioned above, schemes [14], [16] are single key-space
schemes. For the scheme in [18], each sensor node randomly
selects τ key-spaces from its corresponding key-space pool.
The number of shared key-space is Nunhv = (a · Pl · τ ) for
neighbor sensor nodes from horizontally or vertically regions,
Nund = (b · Pl · τ ) between neighbor sensor nodes from
diagonally regions, and Nus = ((1 − 2a − 2b) · Pl · τ )
between neighbor nodes from the same regions at average.
For example, let a = 0.15, b = 0.10, τ = m

λ+1 =
200
19+1 = 10,

Pl = 0.3, then Nun = (Nunhv + Nund ) = 0.75, Nus = 1.5;
let Pl = 0.5, then Nun = (Nunhv+Nund ) = 1.25, Nus = 2.5.
In our scheme, the number of shared key-space is Nun = 4
between neighbor nodes from neighbor regions and Nus = 7
between neighbor nodes from the same region. Fig. 6 shows
their relationship when a = 0.15, b = 0.10 and τ = 10.
It is easy to see that a large number of key-spaces con-

tributes to a resilient network, i.e., the probability of x cap-
tured nodes belong to a unique key-space decreases with the
increase of the number of key-spaces. To achieve a high level
of security, system authority can compute enough A matrices
for each region in key pre-distribution phase. This will lead
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FIGURE 6. The number of shared key-sapce.

to the increase of storage cost at mesh routers, while the
consumption at sensor nodes keeps unchanged.
Local connectivity. Local connectivity refers to the proba-
bility of any two neighbor nodes sharing at least one key-
space [18]. Schemes [14], [16] are single key-space schemes:
Key materials stored in sensor nodes are chosen from a sin-
gle key-space which ensures that any pair of sensor nodes
can establish pairwise keys, i.e., local connectivity is 1
in [14], [16]. While scheme [18] makes use of multiple key-
space, its local connectivity is affected by a number of param-
eters, e.g., a, b, τ and |Sc|. In our scheme, any pair of neighbor
nodes can directly establish a pairwise key, under the assump-
tion that each sensor node is deployed to the designated region
or its neighbor regions. So local connectivity in our scheme
is 1.

B. OVERHEAD ANALYSIS
Storage complexity. We consider the storage cost of our
scheme from two aspects: sensor nodes and mesh routers.

Each sensor node in Du et al.’s scheme [18] is associated
with τ key-spaces, and for each key-space, the node is loaded
with the corresponding row of its matrix A. So, the total
number of storage cost is about τ · ((λ+ 1)|q| + |q|) (Recall
that key seeds are chosen from GF(q)). Storage costs are
2(λ + 1)|q| and 3N |q| in scheme [14] and scheme [16],
respectively. In our scheme, each sensor node needs to store
a unique key seed (|q|), a key seed identifier (logN2 ) and Nuw
(logεH2 ). Therefore, our scheme has a significant advantage
over [14], [16], [18] from the aspect of storage cost at sensor
nodes.

The light storage cost at the sensor node is achieved by
exploiting the heterogeneity of wireless mesh networks: mesh
routers have more storage space than sensor nodes. In our
scheme, mesh routers need to store εH A matrices. The size
of each A matrix is determined by the size of G matrix.
Again, dividing the area into regular hexagons helps to reduce
the size of each G matrix. Recall that each matrix Gt is
generated by the key seeds of region Rt and its neighbor
regions.
Therefore, the storage cost at mesh routers is εS × 9β × (λ+
1)|q| = 9β(λ + 1)(

√
r − 2)2|q| when deployment area is

divided into squares, and the number is εH×7β×(λ+1)|q| <
7β(λ + 1)(

√
r − 2.16)2|q| when deployment area is divided

into regular hexagons. Here, β = N
r is the number of sensor

nodes in each group. Fig. 7 shows a specific case when
N = 10000, and λ = 19 (we take AES-128 as an example).
From Fig. 7 we can see that dividing the area into regular
hexagons helps to reduce storage cost at mesh routers.

FIGURE 7. Storage cost at mesh routers.

In scheme [14], each sensor node needs to store 2(λ+1)|q|
bits key material, and the total storage cost is 2(λ+ 1)|q|×N
bits for the whole networks; Similarly, the total storage cost
is τ · ((λ + 1)|q| + |q|) × N in scheme [18], 3N |q| × N in
scheme [16] and εH×7β×(λ+1)|q|+(|q|+logN2 + logεH2 )×
N in our scheme. Fig. 8 shows their relationship when
λ = 19, τ = 10 and β = 100. Obviously, the total storage
cost of our scheme is slightly higher than that of [14], which
is lower than that of [16], [18].

FIGURE 8. Storage cost of networks.

Computation complexity. Schemes [18] need 2λ− 1 multi-
plication operations in the field GF(q): λ− 1 multiplications
to regenerate a column of G matrix, and λ multiplications to
calculate the inner product of the corresponding row-column
pairs. Pairwise key establishment between neighbor nodes in
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scheme [14] needs about λ + 1 multiplication operations,
in scheme [16] needs about 2N multiplication operations.
In our scheme, pairwise key establishment between neighbor
nodes requires about 2λ + 1 multiplication operations. So,
computation complexity is almost the same for our scheme
and scheme [18].

We compare the performance of four schemes in Table 2.

TABLE 2. Performance of four schemes.

Communication complexity. It is analyzed in [11] that
communication costs much more than computation during
pairwise key establishment. In pairwise key establishment
phase, sensor nodes in schemes [14], [16] need to broadcast a
column of public matrix; sensor nodes in scheme [18] need to
broadcast the indices of selected τ key-spaces, a key seed of
public matrixG; and sensor nodes in our scheme only need to
broadcast key seed identifier iduw and matrix identifier Nuw.
It is also pointed out in [18] that local connectivity is one of
the dominating factors of communication overhead: If neigh-
bor nodes cannot establish pairwise keys directly, additional
operations such as path-key establishment will be necessary
which leads to additional communication cost. Comparing
with scheme [14], [16], [18], our scheme has a very light
communication cost.

C. OTHER ANALYSIS
Key updating. In order to further increase the resilience of
networks, we can update pairwise keys when needed.

Firstly, we can update those unexposed key seeds by com-
pleting the following operations:

• system authority generates Esij (s
′

ij) (s
′

ij is the update of
unexposed key seed sij);

• system authority stores Esij (s
′

ij)s in mesh routers; and
• mesh routers broadcast Esij (s

′

ij)s. Obviously, only node
with key seed sij can computes and gains its updated key
seed s

′

ij.

As described in our full scheme, pairwise keys can be
updated by completing the following operations:

• system authority generates matrices G
′

ts, D
′

ts, and com-
putes corresponding matrices A

′

ts;
• system authority stores matrices A

′

ts in mesh routers;
• mesh routers broadcast A

′

ts; and
• sensor nodes update their pairwise keys as described in
Pairwise Key Establishment.

Scalability. New nodes may be added to the system to replace
existing nodes (which are running out of power), or there is a
need to sense a new region and extend the network.

To add a new node to replace an existing node in region Ri,
system authority
• Selects a new independent key seed si(β+1) and key seed
identifier idi(β+1) for the new node;

• Updates Gmatrices associated with Ri and its six neigh-
boring regions;

• Updates corresponding A matrices stored in mesh
routers, by choosing new symmetric D matrices;

• Let Ni(β+1) be the set identifier of Gmatrices containing
key seed si(β+1); and

• Loads the new node with si(β+1), idi(β+1) and Ni(β+1).
After deployment, new added sensor nodes can establish
pairwise keys with their neighbors as described in the phase
of Pairwise Key Establishment.
To discover a new region, we should execute similar oper-

ations described in our full scheme.

V. CONCLUSION
Key establishment is a fundamental security issue in wireless
mesh networks. This paper presents a new design of matrix-
based pairwise key establishment using deployment knowl-
edge in wireless mesh networks. The new scheme has a very
light overload of storage and communication at sensor nodes,
without introducing any significant computation operations.
Furthermore, our scheme is updatable, scalable and secure
against node capture attacks. The essential design philosophy
of our scheme is the heterogeneity of wireless mesh networks:
mesh routers are more powerful than sensor nodes and can
afford expensive operations during key establishment. We
believe the same idea is also applicable in other situations
with the same feature of heterogeneity.
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