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ABSTRACT In academia, scientific research achievements would be inconceivable without academic
collaboration and cooperation among researchers. Previous studies have discovered that productive scholars
tend to be more collaborative. However, it is often difficult and time-consuming for researchers to find the
most valuable collaborators (MVCs) from a large volume of big scholarly data. In this paper, we present
MVCWalker, an innovative method that stands on the shoulders of random walk with restart (RWR) for
recommending collaborators to scholars. Three academic factors, i.e., coauthor order, latest collaboration
time, and times of collaboration, are exploited to define link importance in academic social networks for the
sake of recommendation quality. We conducted extensive experiments on DBLP data set in order to compare
MVCWalker to the basic model of RWR and the common neighbor-based model friend of friends in various
aspects, including, e.g., the impact of critical parameters and academic factors. Our experimental results
show that incorporating the above factors into random walk model can improve the precision, recall rate, and
coverage rate of academic collaboration recommendations.

INDEX TERMS Most valuable collaborators, academic recommendation, big scholarly data, random walk,
link prediction.

I. INTRODUCTION
In an academic environment, collaboration among researchers
has been increasingly popular and necessary. Previous studies
confirm that there is a strong relationship between collabora-
tion and productivity, and productive scholars tend to be more
collaborative [1], [2]. Therefore, it would be instrumental for
scholars to get acquainted with their most valuable collabora-
tors (MVCs) [3]. Meanwhile, research on big scholarly data
and academic social networks [4], [5] shows that, scholars
in a collaborative context prefer to find valuable collabora-
tors not yet known to them, or be in contact with distant
researchers, in addition to staying in touch with their close
colleagues. Considering the inherently social element, there
has been difficulties in finding and recommending the MVCs
on academic social networks (ASN) [6].

Unfortunately, the huge size of big scholarly data makes
it a significant challenge to find most valuable collaborators
or totally new valuable collaborators. Common approaches

to the problem are to proactively make personalized link
predictions by predicting future connections, which is similar
to what friend recommendation systems do in social net-
working sites (SNS). Specifically, a feature in SNS namely
‘‘People You May Know’’ has been proved meritorious in
recommending users based on a common neighbor-based
model FOF (friend of friends) [7], [8], which is popular in
some social sites. Typical SNS such as Facebook, usually
recommend friends that users already know offline [9]. How-
ever, recommending researchers in ASN based on big schol-
arly data is dissimilar from traditional recommendation of
friends in social networks. In the academic context, traditional
friend recommended systems have inherent weaknesses in
satisfying scholars’ requirements of discerning valuable col-
laborators. For instance, when making a decision about a col-
laborator, researchers often have to consider questions such
as whether he/she has common research interests, if he/she
is valuable in research from a collaboration perspective, and
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how to get connected with him/her. In order to satisfy schol-
ars’ special requirements, it becomes vital to develop special
collaboration recommendation methods based on ASN.

FIGURE 1. Extraction from a Binary Graph to a Simple Graph.
U is a list of papers, V is the list of authors. The figure shows
three cases: (1) If a scholar has no collaborator, he/she is an
isolated node, just like v3; (2) If two authors coauthor a paper,
there is a link between them, such as (v1, v2) and (v6, v5).
(3) If two scholars coauthored multiple papers, the number of
links between them increases, like (v2, v5) and (v5, v4).

A co-author network is an extraordinary social network
due to its academic property of co-authorship, which can be
modeled by a simple graph evolving from the author-paper
binary graph as shown in Fig. 1. The links represent the
relationships between researchers, and it should be noticed
that the importance of the links are different. There are many
factors which influence the measurement of relationships
between researchers, e.g. latest collaboration time, times of
collaboration and coauthor order. Consequently, as pointed
out in [6], when recommending new co-authors in academic
social networks, social interactions and its relational aspects
should be taken into consideration.

In this paper, we propose a novel random walk model
named MVCWalker for recommending the most valuable
collaborators to scholars, which explores the use of academic
factors. This paper substantially extends our previous pre-
liminary work in this line [10]. MVCWalker is a kind of
Random Walk (RW) model in which the rich information
of both nodes and links are taken into account when being
used for recommendation technology [11]. Random Walk
with Restart (RWR) is a classic instance of RWmodel, which
can provide a good relevance score between two nodes in a
weighted graph, it has been successfully used in numerous
settings, such as personalized PageRank and social recom-
mendation [12]. Hence, we take advantage of RW model,
by utilizing RWR and optimizing it through guidance for
the random walker on the coauthor networks. Additionally,
we define link importance based on some academic factors
(i.e. the latest collaboration time point, the times of collab-
oration and the coauthor order). We further explore these
three factors to measure co-authors’ link importance. This
can provide the random walk with more possibilities to visit

the MVCs on a weighted network and help improve the
recommendation quality and accuracy.
In summary, we make the following contributions in this

paper:
• To deal with scientific collaborator recommendation in
the context of big scholarly data, we develop a model
based on random walk with restart that learns how to
bias a random walk on the network so that it can visit
the potential collaborators with higher probability than
others.

• In order to improve the recommendation quality and
accuracy, we propose and define the link importance of
researchers in academic social networks by exploiting
three specific factors including coauthor order, the latest
collaboration time and collaboration times.

• We conduct extensive experiments on DBLP data set
to evaluate the performance of the proposed method
in various scenarios and compare it to RWR and FOF.
Promising results are presented and analyzed.

The remainder of the paper is structured as follows.
Section 2 briefly surveys the related work regarding of aca-
demic social recommender systems, features of coauthor
networks, link prediction and RWR. We discuss the details
of our proposed model in Section 3, which highlights our
problem statement, workflow and computation of link impor-
tance. In Section 4 we discuss our experimental settings and
analyze the results achieved. Finally, Section 5 concludes
the paper.

II. RELATED WORK
A. ACADEMIC SOCIAL RECOMMENDER SYSTEMS
Social networks have been studied for decades in an effort to
comprehend the relationships between people and detect pat-
terns in such interactions [13]. Recently much research work
has been done on how to utilize social network information
to improve recommender systems [14], [15]. For instance,
Ma et al. [16] elaborated on how social network information
can benefit recommender systems and provided a general
method for improving recommender systems by incorporat-
ing social network information. Perugini et al. [17] suggested
that recommendation has an intrinsic social element and is
essentially intended to connect people.
In this paper, we specifically aim to recommend MVCs

in academic social networks (based on e.g. big scholarly
data), which is different from recommending normal friends
or items in academic context. Chin et al. [18] learned how
Offline to Online interactions in a conference can help
link people together, and improve friend recommendations.
Lee et al. [19] studied how well content-based, social and
hybrid recommendation algorithms predicted coauthor rela-
tionship, and the result show that a hybrid algorithm combin-
ing expertise and social network information outperformed
better. Pavlov and Ichise [20] proposed a method that extracts
structural attributes from graph of past collaborations and
uses them to train a set of predictors using supervised learning
algorithms, these predictors can then be used to predict future
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links between existing nodes in the graph. Lopes et al. [6]
considered researchers’ publications area and the vector space
model to make collaboration recommendation in academic
social networks. A search engine for collaboration discovery
named Collabseer was proposed in [3]. In academic social
networks, to make MVC recommendations, there are many
aspects we should consider, the influential of academic col-
laboration relationships. In this work, we utilize three specific
academic factors into consideration.

B. COAUTHOR NETWORKS
Scientific collaboration is a complex social phenomenon in
research that has been systematically studied since the 1960s.
Furthermore, co-authorship is one of the most tangible and
well documented forms of scientific collaboration [21]. As a
kind of complex social networks, coauthor networks have
been studied comprehensively. In these networks two scholars
are normally connected if they have coauthored one or more
papers together. By mapping the electronic database contain-
ing all relevant journals in mathematics and neuro-science for
an 8-year period (1991-1998), Barabasi et al. [22] inferred
that the dynamic and the structural mechanisms govern the
evolution and topology of coauthor networks. They analyzed
the basic network properties of academic social networks in
terms of degree distribution, average separation, clustering
coefficient, average degree and so on. Their results indicated
that the scientific collaboration network is scale-free, and that
the network evolution is governed by preferential attachment,
affecting both internal and external links.

Newman [23] studied a variety of statistical properties of
scientific collaboration networks, including the number of
papers written by authors, numbers of authors per paper,
numbers of collaborators that scientists have, existence and
size of a giant component of connected scientists, and degree
of clustering in the networks. At the same time Newman [23]
found out that a number of differences are apparent among
the fields studied. Researchers in different disciplines have
different numbers of collaborators on average and the degrees
of network clusters are also different.

Coauthor networks can be regarded as rich-information
and weighted graphs that can fit many famous models.
Liu et al. [24] conducted a coauthor network, for which he
defined AuthorRank as an indicator of the impact of an indi-
vidual author in the network. Their results show clear advan-
tages of PageRank and AuthorRank over degree, closeness
and betweenness centrality metrics. Based on these informa-
tion of coauthor networks and theoretical support, we propose
our model and design our metrics.

C. LINK PREDICTION
We can formalize academic collaboration recommendation
as a link-prediction problem. Many approaches have been
proposed for various link predictions [25]. For instance,
David et al. [26] defined the link-prediction problem as fol-
lows: given a social network at time t , how to accurately
predict the edges that will be added to the network in the

future time t ′. They developed approaches to link prediction
based on measures for analyzing the ‘‘proximity’’ of nodes
in a network. Their approaches were applied to large social
networks and the results suggested that fairly subtle measures
for detecting node proximity can outperform direct measures.
Lichtenwalter et al. [27] examined important factors for

link prediction in networks and provided a general framework
for the prediction task. They cast link prediction as a problem
in class imbalance. As a result, their consideration of some
important factors leads to a general framework that outper-
formed unsupervised link prediction methods.
The work more closely related to ours is [28], which

emphasizes recommending academic friends and considering
the link semantics. The authors proposed two new metrics
respectively representing the institutional affiliation and the
geographic location of the researchers for recommending new
collaborators. Our work differs from [28] in that we consider
the details of coauthor relationship.

D. ACADEMIC RANDOM WALK MODEL
Random walk model is often used in daily recommendation
scenarios, etc. Mohsen et al. [29] proposed a random walk
model that combines the trust-based and collaborative filter-
ing approaches for recommendation. They took advantage of
random walk to define and measure the confidence of a rec-
ommendation. Fouss et al. [30] presented a new perspective
of characterizing the similarity among elements of a graph.
Their method was based on a Markov-chain model involving
random walk through the database. In this paper, our work
stand on the shoulder of RWR, a famous random walk model,
which provides a good way to measure how closely related
two nodes are in a graph [31]. It has been successfully used in
numerous areas including e.g. collaborators recommendation
and link prediction. Konstas et al. [32] created a collaborators
recommender system that adopts the generic framework of
RWR in order to provide with a more natural and efficient
way to make recommendation. They conduct some com-
parative experiments between RWR and CF (collaborative
filtering). Their experimental results show that the graph
model benefits from the additional information embedded in
social knowledge and outperforms the standard CF method.
Backstrom et al. [11] proposed a supervised random walk
based on RWR, to predict and recommend links in social
networks.
These studies are quite close to our previous work

ACRec [10]. The main goal of ACRec is to model both
the attributes of authors and co-authorship at recommended
MVCs so that further recommendation can be generated for
researchers. In this paper, we extend ACRec, inject academic
factors and buildMVCWalker to guide randomwalk.We con-
duct much more extensive experiments in this paper than
those on ACRec. We examine the influence of two more
parameters, iteration times in random walking process and
partition of training and testing data sets. We perform fur-
ther optimizations over the settings of these two parameters.
In addition, to further verify the superiority of our method,
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we compare MVCWalker to both the basic RWR and the
popular FOF model in this paper.

III. DESIGN OF MVCWALKER
In this section, we describe the details of MVCWalker.
Following problem statement, we give an overview of
MVCWalker. Furthermore, we explain how to compute the
link importance by considering the academic factors one by
one. The symbols used in this paper are listed in Table 1.

TABLE 1. List of symbols.

A. PROBLEM STATEMENT
In this paper, our goal is to find and recommend collaborators
to researchers. According to Section 2, the aforementioned
research efforts exploit collaborators recommender systems
by considering various information in big scholarly data.
Some factors will be helpful when making collaboration rec-
ommendation based on academic social networks. In addi-
tion, the random walk model can be adopted for its remark-
able characteristic of integrating the rich information of both
nodes and links. In particular, we are targeting the following
problems.
Problem 1: Academic collaboration recommendation is

different from the traditional social recommendation. Schol-
ars need collaborators who have common research interests,
valuable and connectable. To recommend MVCs to a scholar,
what factors should be considered? How can a recommenda-
tion algorithm (or model) be designed to achieve this goal?
Problem 2: As mentioned in Section 1, social interactions

and its relational aspects can help recommend collaborators.
Various academic social network features could be consid-
ered. However, what relations are featured in academic social
networks? What features are available?

B. OVERVIEW OF MVCWALKER
The MVCWalker collaborator recommendation model is
inspired by the truth that scholars usually desire to co-operate

with people who have high academic value. Such people nor-
mally have fruitful high-quality papers, which can generally
be used to represent their academic achievements. Besides,
as the RWR model has been proved to be competent for
calculating the similarity of nodes in network, we use it as
a basic model for the coauthor social network. Furthermore,
we introduce edge attributes information into the network
structure to bias the random walk such that it will more easily
traverse to the positive nodes.
In MVCWalker recommendation, finding one’s MVCs

depends on the importance of other nodes to the target node.
According to the importance, each recommended node has a
rank score, which is determined by two factors, the number
of nodes connected to this node and the importance of these
nodes. It can be described as:

MR(pi) =
1− α
N
+ α

∑
pj∈M (pi)

MR(pj)
L(pj)

(1)

whereMR represents the rank score vector, andMR(pi) is the
rank score of node p, which is the quantized importance of
node pi to the target node. M (pi) is the set of nodes incident
to node pi, with L(pj) being the number of all the neighbors
of node pj. α denotes the probability that the walker will con-
tinue to walk to the next neighbor. Above all, in MVCWalker
model, the walker has the probability to randomly skip to
any other nodes. Equation (1) represents only the step to get
the rank score of a node. With respect to each node in the
whole graph, the personalized randomwalk process is defined
by (2), which is an iterative process.

MR(t+1) = αSMR(t) + (1− α)q (2)

where S is the transfer matrix, representing the probability for
each node to skip to other nodes. MR(t) represents the rank
score vector at step t, and q is the row vector, and its form is
(0, . . . , 1, . . . , 0). In fact, at the beginning, MR(0) = q, and
the rank score of target node is 1, while others’ are 0.

Consider a single random walker that starts from node pi.
The walker iteratively transmits to its neighborhood with the
probability αSi,j, which is proportional to their link impor-
tance. At each step, it has the probability of (1−α)qi to return
to node pi.
The relevance score defined by MVCWalker has many

good properties: as compared with those common neighbor
models, it can capture the global structure of a graph; while
compared with those traditional short distance models, it can
capture the multi-facet relationship between two nodes [33].

Basic randomwalk models usually assume that the weights
of edges are the same [12], and define the cells of matrix S
as Si,j = 1

L(pj)
. In contrast, here we define matrix S by link

importance based on academic factors. We will introduce the
link importance in Section 3.3.
The detailed process of MVCWalker is described below

and the corresponding pseudocode is shown in Algorithm 1.
The structure of MVCWalker is illustrated in Fig. 2.
• The initial input data of MVCWalker is a set of several
years’ papers published by many scholars. To extract the
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Algorithm 1 MVCWalker(R, a, MaxIteration, MinDelta)
1: S← ComputeTransferMatrix()
2: MR0← R
3: Q← R
4: for k ← 0 to MaxIteration− 1 do
5: diff ← 0
6: for i← 0 to len(Q)− 1 do
7: MRki = α

∑len(Q)
j=0 Si,jMRj + (1− α)Qi

8: diff ← diff + (MRk −MRk−1)
9: end for
10: if diff < MinDelta then
11: break
12: end if
13: end for
14: Predictions← predictions(MR)
15: return Predictions

FIGURE 2. Structure of MVCWalker.

coauthor network, we regard authors as nodes in the net-
work. Before that, it is necessary to filter out the isolated
nodes andweak nodes (with small degree).We define the
graph G as the coauthor network, and P as the set of the
nodes.

• If some authors have worked for one publication
together, add edges among all those authors, which are
defined as set E . In this step, we calculate the weight
of each edge which is called the link importance in
MVCWalker. Some attributes of collaboration should
be taken into account (e.g. coauthor order, latest col-
laboration time point, and collaboration times), which
will be described in the next section. We define the link
importance between the nodes Pi and Pj as LIM (Pi, pj).

• Before starting the random walk, we need to acquire the
transfer matrix S as described in Algorithm 1. To be
specific, we denote Pi as the current node while Pj as
the next node. S is the set of probabilities for each Pi
in G skipping to next node Pj. This can be described

as Si,j =
LIM (Pi,pj)∑

Pk∈M (Pi)
LIM (Pi,pk )

, while M (Pi) is the set of

neighbors of Pi.
• MVCWalker starts with initializing the rank score
vector MR(0) and the restart probability vector q as
(0,. . . ,1,. . . ,0). The target node Pi is set to 1 while
others are set to 0. MVCWalker iterates the traversal
starting with node Pi until random walk stops walking
and assigns each candidate node Pk a stable probability
MR(pk ). Thus we get the rank score vector MR. Then
sort the nodes in accordance to their corresponding rank
scores.

• Finally, the Top N nodes in theMR list are recommended
to the target nodes. Of course, we can take out the nodes
which have been in its coauthor list before recommend-
ing. That is the new co-authors recommendation.

We present below the details of how the link importance is
computed by taking into account the three academic factors.

C. LINK IMPORTANCE
As mentioned in Fig. 1, when extracting a simple graph
from a binary graph, considering the information about link
features will be better, which indicates the importance of
cooperation relationship between nodes. In reality, people
might be more willing to choose certain nodes with high
feature value for them. Therefore, a critical requirement of
the MVC recommendation algorithm is to assign cooperation
graph edge with related weight, to measure the cooperation
relationship strengths between one user and his/her (poten-
tial) collaborators. We define the edge weight as LIM (Link
Importance of MVCWalker).
Common sense depicts that, when choosing a collab-

orator, a scholar might prefer a researcher with whom
he/she coauthored papers within the past year, rather than
ten years ago. Consequently it seems that, closer rela-
tionships between authors are established through frequent
collaboration, because coauthored papers can reflect the
interest similarity of the authors. Even the coauthor order
can reflect the similarity of the authors to some extent.
This is why we choose these three factors, coauthor order,
latest collaboration time point, and times of collaboration, to
calculate LIM.

1) COAUTHOR ORDER
There is always a list of (co)authors for one paper. Normally,
their contributions to the paper differ from each other, which
we can measure generally by the author order. For example,
the first two authors usually make more contributions than
the rest authors. In such cases, the cooperation relationship
between the first two authors is competently strong. That
is, the coauthor order can reflect cooperation relationship
strength. As a general rule, the contribution value is inversely
proportional to the coauthor order, and the weight of rela-
tionship is contributed by the relevant two nodes. Therefore,
we propose a measure of the link importance based on the
coauthor order: DCL (distance in coauthor list).

368 VOLUME 2, NO. 3, SEPTEMBER 2014



F. Xia et al.: Random Walk-Based MVCs Recommendation Exploiting Academic Factors

IEEE TRANSACTIONS ON

EMERGING TOPICS
IN COMPUTING

Consider two nodes pi, pj in a coauthor list. Assume that
j > i, and there are more than one author of a paper. For the
sake of simplicity, we calculate DCL(pi, pj) as follows.

DCL(pi, pj) =


1
i +

1
j j ≤ 3

1
i +

2
j j > 3, i ≤ 3

2
i +

2
j i > 3

(3)

According to this definition, it is clear that the DCL value
between the first and the second authors is 1.5, which is the
maximum. The relationship between first two authors is the
closest, while the relationship between the first author and
the rest authors is relatively weak.

2) LATEST COLLABORATION TIME POINT
In recent years, more and more social recommendation
systems introduced time dependence models (see [34]). Espe-
cially, academic social networks are obvious time-varying,
where the links among scholars change over time. For
instance, scholars might be more willing to collaborate with
whom coauthored a paper last year, as compared to the
co-authors of ten years ago. Hence, we measure the link
dynamics using LIMt (pi, pj) (i.e. Link Importance):

LIMt (pi, pj) = DCL(pi, pj) ∗ k(t) (4)

To reflect the dynamic feature of coauthor-ship, we introduce
the equation k(t), a monotonically increasing function over
time. We can measure the impact of different coauthoring
time points by adjusting the parameter k(t). Here, we define
k(t) as:

k(t) =
ti − t0
tc − t0

(5)

where ti is the published time of the paper i two researchers
coauthored (in year here), tc is the current time (i.e. 2014 in
this paper) and t0 = Published year of the first coauthored
paper − 1. In fact, this is a process of normalization.
The experimental results in section 4 demonstrated its
effectiveness.

3) TIMES OF COLLABORATION
In academic social networks, if two authors coauthor a paper,
there will be a link between them. Furthermore, these two
authors may collaborate many times. It is necessary to take
the times of collaboration into account when measuring the
link importance between two authors. Here we measure the
impact of different times of coauthoring as follows:

LIM[t1,t2](pi, pj) =
t2∑
t=t1

LIMt (pi, pj)

=

t2∑
t=t1

DCL(pi, pj) ∗ k(t) (6)

According to above equation, we will calculate the sum of
each link importance if there are n links between pi and pj
during time period t1 ∼ t2 (t0 < t1 ≤ t2 < tc).

TABLE 2. Seven papers by five researchers.

FIGURE 3. Coauthor network with link importance over these five
researchers.

D. AN EXAMPLE
As shown in Table 2, there are seven papers created by five
researchers including paper id, orderly authors and published
year. We can get the coauthor network (Fig. 3.) according
to the coauthor activities, and then, calculate the LIM by
making full use of these information. e.g. David and Eden
have coauthored two papers (4 and 7) in 2011, 2012. The
authors order are respectively (2, 1) and (3, 2). According to
equation (6) and these data from their first cooperation time to
now, We can compute that the LIM of David and Eden is 17

12 .
Similar to the other authors, we can get the LIM values of all
coauthor relationships, which have been displayed in Fig. 3.
Assume that we make some academic collaborators

recommendations for Eden. We know that she has two
co-authors now, Bob and David. Regarding Eden as a random
walker with initial MR value 1 (others 0), when deciding
next jump, she has two equiprobable choices in basic RWR
model, i.e. 0.5 probability to Bob and 0.5 probability to
David. In MVCWalker model, we utilize a guidance proce-
dure for this decision making process. She has probability of
0.602 (i.e. 77/36

17/12+77/36 ) jumping to the node Bob, and 0.398

(i.e. 17/12
17/12+77/36 ) to node David. The result of our experiment

has proved the effectiveness of the guidance work. After
limited times of iteration (19 times in this case), each of the
nodes have have their own MR values which represent the
importance to Eden. In this case, The MR values of Bob,
Charlie, David, and Alice are 0.500, 0.391, 0.384, 0.376
respectively. Hence we know that Bob is the most suitable
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partner in this circle, and Charlie can be recommended to
Eden as a new cooperator (even though Eden has never
worked with Charlie).

IV. EVALUATION AND ANALYSIS
We conducted extensive experiments using data from
DBLP [35]. In this section, we describe the processing of
DBLP data set, the evaluation metrics we employed and our
experimental procedure for evaluating the performance of
MVCWalker, as well as detailed analysis of the results.

To improve the effectiveness and efficiency of our
MVCWalker model, we examined the influence of dif-
ferent parameters by conducting a series of experiments
and optimization of some parameters. Within the same
period, we embarked on different experiments to compare
MVCWalker to the RWR and FOF models in terms of
multiple metrics (i.e. precision, recall rate and coverage
rate).

Similar to popular random walk models, the details and
verification method of RWR is just like MVCWalker, except
for the definition of link importance. FOF is a common
neighbor-based model. Its basis of recommending collabora-
tors is the number of common neighbors. For two researchers,
the more common neighbors they have, the more suitable to
recommend each other.

All experiments were performed on a 64-bit Linux-based
operation system, Ubuntu 12.04 with a 4-duo and 3.2-GHz
Intel CPU, 4-G Bytes memory. All the programs are imple-
mented with Python.

A. DATA SET
DBLP indexes more than 2.3 million articles on com-
puter science and contains many links to home pages of
computer scientists. Generally, each DBLP record con-
tains these attributes, authors, title, pages, years, crossref,
(in)proceedings or journals, etc. According to the methods
provided by [35], we can extract a subset of the entire data
set using the required information. The reasons why we use a
subset of the data set are as follows.
• It is possible that the subset of the researchers’ publi-
cations be represented by a social network [28] and the
analysis of published papers are of great significance to
recommend most valuable collaborators.

• In a coauthor graph, there are some isolated authors
who write publications without any cooperation. Thus,
they nearly have no relationship with other scholars.
Furthermore, we define these isolated authors as the
weak nodes, since their degree values are 0. It is clear that
the weak nodes have little impact on the random walk.
Therefore, to measure the performance of MVCWalker
better, we ignore the weak nodes whose degrees are less
than 1.

The data sets we extracted are all in the field of data
mining involving 34 journals and 49 conferences altogether.
The statistics about the data sets are shown in Table 3. The
data sets contain 59659 nodes (authors) and 90282 edges

TABLE 3. Statistics of data set from DBLP.

(coauthor relations). In additionally, the average degree is
1.513, which indicate that these data sets are very sparse.

TABLE 4. Possible results of recommendation.

B. METRICS
We chose three popular metrics, precision, recall rate
and coverage rate, to evaluate the performance of
MVCWalker [36], [37]. Usually, the output of a recommen-
dation system including MVCWalker model is a recommen-
dation list. After some time, there will be a new list of
co-authors for the target node. We can divide all nodes into
four groups according to the following four cases (as shown
in Table 4):
• A: collaborating with target nodes and recommended;
• B: collaboratingwith target nodes but not recommended;
• C: not collaboratingwith target nodes but recommended;
• D: not collaborating with target nodes and not
recommended.

The metric precision is defined as:

P =
A

〈A+ C〉
(7)

The metric recall rate is defined as:

R =
A

〈A+ B〉
(8)

From the definitions, we can see that the higher precision
and recall rate, the better performance.
In this work, we modified the general definition of the

metric coverage rate, the average of shortest path from rec-
ommended nodes to the target node.We believe that, it will be
a pleasantly surprised and interesting recommendation if we
get the high ‘‘coverage rate,’’ which means we recommend
more ‘‘file-new’’ and ‘‘wide-selected’’ possible cooperators
to the target researcher.

c =

∑
d
n

(9)

where d denotes the shortest path from recommended node to
target node, and n is the total number of recommended nodes.
With this definition, a higher c means a better coverage.

C. IMPACT OF VARIOUS PARAMETERS
In this section, we examine the impact of different experi-
mental parameter settings, including range of target nodes’
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TABLE 5. Simulation parameters.

degree, time point of data set partition, iteration times, damp-
ing coefficient and the number of recommended nodes. The
ranges and default values of the parameters are summarized
in Table 5. When the effect of a parameter is under exami-
nation, the other parameters are set to the default values. For
each experiments, we randomly chose 100 constant nodes as
recommended targets, and compute the average of precision,
recall rate and coverage rate. Through the experiments, we
can attain the best values of them for later tests.

1) TARGET NODES’ DEGREE
In an academic social network, there are some ‘‘strong nodes’’
and ‘‘weak nodes,’’ which are defined by the number of
collaborators in our model. Strong nodes have many more
collaborators than weak nodes. In other words, the degree of
a strong node is larger than that of a weak node. To examine
the influence of the target nodes’ degree in the experiments,
we conduct four experiments in this part. When choosing
the 100 target nodes each time, we controlled the degree
respectively in range of 0 ∼ 10, 10 ∼ 20, 20 ∼ 30, >30.
Other parameters are set to the default values as Table 5. The
results of the four experiments are displayed in Fig. 4.

As shown in Fig. 4, the target node’s degree has an influ-
ence on the metrics with a clear trend. From a practical per-
spective, it is different to recommend co-authors to those who
have different number of collaborators. In terms of precision
in Fig. 4(a), the larger the target node’s degree, the better the
model’s performance. Besides, we can see that MVCWalker
has relatively higher precision than RWR. At the range from
0 to 10, MVCWalker performs similarly to RWR. But when
the target node’s degree gets larger than 30, the precision can
be as high as 18.1%, much more than RWR. Thus we can

conclude that, as compared against RWR, MVCwalker has
higher precision for strong nodes, but performs almost the
same for weak nodes.
Fig. 4(b) shows the comparison of recall rate with the

changing degree. The first two columns are almost the same
for recall rate, while the gaps between the two models get
larger for other columns. Similar to the results on precision,
when the degree becomes larger than 30, the corresponding
recall rate of MVCWalker is 12.3%, much higher than that
of RWR (10.4%). Hence it can be realized that MVCWalker
performs better than RWR on recall rate with varying target
node’s degree.
We can see the effect of target nodes’ degree on the cov-

erage rate from Fig. 4(c). The overall trend of coverage is
distinct from the former metrics. The values of both models
decrease respectively from 2.3 to 0.95 and 2.3 to 0.9. The
results indicate that, for weak nodes, the neighbouring net-
work becomes sparser with less valuable information, leading
to the random walk going further; while for strong nodes,
there are enough valuable nodes to be recommended in the
neighbouring network.
This phenomenon is also due to that weak nodes are not

so active as strong nodes, and there is not enough valuable
information for analysis and making recommendation. The
analysis above leads us to the conclusions that MVCWalker
outperforms RWR and it can make a better recommendation
especially for strong nodes.

2) PARTITION OF TRAINING AND TESTING DATA SETS
The DBLP data set contains the information ranging from
1970 to 2013. In the experiments, the data set was divided
into two subsets (Training Set and Test Set) by the year of
publication, based on the concept of split [38]. In this paper,
we call the year as the partitioning time point. For example,
the value of 2010 on X-axis in Fig. 5. means that the data
before 2010 constitutes the training set while the data after
2010 make up the test set.
The effect that partitioning time point has on the perfor-

mance of MVCWalker and RWR is depicted in Fig. 5. From
the figures, we can see that MVCWalker performs better than
RWR.

FIGURE 4. Performance of MVCWalker and Basic RWR over Target Nodes’ Degree. (a) Precision. (b) Recall Rate. (c) Coverage Rate.
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FIGURE 5. Performance of MVCWalker and Basic RWR over Dataset Partitioning Time Point. (a) Precision. (b) Recall Rate. (c) Coverage Rate.

FIGURE 6. Performance of MVCWalker and Basic RWR over Iteration Times. (a) Precision. (b) Recall Rate. (c) Coverage Rate.

The results in Fig. 5(a) and 5(b) illustrate that both lines
of precision and recall rate are similar to parabolas. In the
case of MVCWalker, it recommends with higher precision
and recall rate than RWRwhen partitioning time point ranges
from 2008 to 2012. But in Fig. 5(a), the peak point is 2009,
which means that when the partitioning time point is 2009,
we can get the highest precision 22.5%. While the recall rate
in Fig. 5(b) gets the best performance with the value 12.3%
at the point of 2011. It is worth mentioning that, the trend
of precisions for MVCWalker and RWR are similar. But for
recall rate, the gap between MVCWalker and RWR is larger
for the last three partitioning time points than before. In terms
of coverage rate, it drops when the partitioning time point is
increasing as shown in Fig. 5(c). The explanation for this is
that the academic social network extracted from the data set
enlarges in scale and tightens its topology, making it faster to
find a collaborator when the partitioning time point increases.
Fig. 5(c) validates our thought that there is a trade off between
precision and coverage.

3) ITERATION TIMES
Fig. 6 describes the performance of recommendation under
different iteration times, which represent the number of
matrix multiplication operations in the relevant equation.
A higher number of iterations means that the random walk
will conduct more matrix multiplication operations before
getting the recommended list.

The three sub-figures share one feature in common. The
three metrics show no significant changes when the iteration
times get bigger. But after having a close-up view of the
results, we can come up with some details. In the case of
RWR, according to Fig. 6(a) and Fig. 6(b), both precision and
recall rate are lower than common values until 15 iteration
times, then the lines become horizontal. The common values
of precision and recall rate are respectively 14.6% and 9.76%,
which means that after the random walker conducts 15 times
matrixmultiplication operations, theMRwill become conver-
gent. So we don’t need to execute too many iterations. Since
several nodes are not able to converge in fewer iterations, we
set the iteration times to 25.

4) DAMPING COEFFICIENT
In Random Walk model, there is a damping coefficient,
which is usually set to 0.85, e.g. in PageRank. According to
Equation (3), the value of damping coefficient determines
the probability of the walker continuing walking to the next
neighbor. This parameter has a realistic significance as it
controls how far the MR value will be dispersed. In this
section, we analyze how the damping coefficient influences
the performance of the two algorithms in terms of the three
metrics.
Generally, as depicted in Fig. 7, MVCWalker and RWR

almost share the same trend for the majority of tested
data, while MVCWalker keeps recommending with higher
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FIGURE 7. Performance of MVCWalker and Basic RWR over Damping Coefficient. (a) Precision. (b) Recall Rate. (c) Coverage Rate.

FIGURE 8. Performance of MVCWalker and Basic RWR over Number of Recommended Nodes. (a) Precision. (b) Recall Rate. (c) Coverage Rate.

precision, recall rate and coverage rate, as compared against
the RWR approach. Thus we prefer to focus on describing the
features of MVCWalker, instead of both of them.

Fig. 7(a) shows that the influence of damping coefficient
on precision is significant. We can see that, the precisions are
generally increasing with the growth of damping coefficient.
In the case of MVCWalker, it can be as high as 18.1%,
corresponding to the damping coefficient of 0.8. In the case
of RWR, we can find that the precision is also high at this
point. According to Fig. 7(b), the recall rate reaches the
highest value of 12.3% when the damping coefficient is 0.8.
From Fig. 7(a) and Fig. 7(b) we can see that both precision
and recall rate decrease when damping coefficient becomes
larger than 0.8 for MVCWalker. Moreover, from Fig. 7(c),
we can see that the coverage rate generally decreases until the
damping coefficient is over 0.8, and then increases rapidly.
Since the point 0.8 is exactly the peak of precision and recall
rate for MVCWalker, it can be verified again that there is
a trade-off between recommendation precision, recall rate
and coverage. Considering the importance of precision and
recall rate, we regard 0.8 as a better damping coefficient for
MVCWalker.

5) NUMBER OF RECOMMENDED NODES
Fig. 8 illustrates how the number of recommended nodes
influences the performance of MVCWalker and RWR with
respect to precision, recall rate and coverage rate.

Fig. 8(a) shows the trend of precision. We can easily find
that the precision decreases dramatically with the number
of recommended nodes increasing. The highest precision of
MVCWalker is 16.2% when we recommend 10 nodes to a
target node while the highest precision of RWR is 13.3%
when we return a 10-node recommendation list. The rea-
son behind this is that according to Equation (7), if we
recommend more nodes, both the values of A and C rise,
but C grows faster than A, resulting in the precision becomes
smaller.
In terms of the performance of recall rate, Fig. 8(b) shows

that the recall rate increases gradually. The result is opposite
to that of precision. According to Equation (8), the increase
of the number of recommended nodes makes A grow while
(A + B) remains the same. Consequently, the recall rate
increases.
Fig. 8(c) also depicts clearly that precision is almost inverse

to coverage. Additionally, it is shown by the figure that
MVCWalker performs slightly better than RWR.

D. COMPARISON WITH OTHER METHODS
As can be seen from the experiments above, the consideration
of academic social factors (i.e. coauthor order, latest collabo-
ration time point and collaboration times) helps MVCWalker
recommend more precisely with higher recall rate, in a wider
scope in a coauthor network, and it performs better than the
benchmark model RWR. Besides, the parameters we take into

VOLUME 2, NO. 3, SEPTEMBER 2014 373



IEEE TRANSACTIONS ON

EMERGING TOPICS
IN COMPUTING F. Xia et al.: Random Walk-Based MVCs Recommendation Exploiting Academic Factors

FIGURE 9. Comparison of MVCWalker, RWR and FOF.
(a) Precision. (b) Recall Rate. (c) Coverage Rate.

account affect the performance in diverse manners and we
have found their best values for MVCWalker.

We carry out experiments to compare the performance of
MVCWalker, RWR and FOF. We run 100 times for each
model, and keep the 100 target nodes same for each model.
The MVCWalker and RWR are conducted over the five
optimized parameters in previous experiments, i.e. target
node’s degree: >30; partitioning time point: 2011; iteration
times: 25; damping coefficient: 0.8; and number of recom-
mended nodes: 10.

The results are shown in Fig. 9. The precision of
MVCWalker is 18.1%, in comparison to 15.3% of RWR and
15.9% of FOF. In the case of recall rate, MVCWalker has the
best value, 12.187%, which is higher than the recall rate of
RWR and FOF, i.e. 10.156% and 9.648% respectively. It is
clear that both precision and recall rate of MVCWalker are
higher than those of RWR and FOF. Moreover the precision
of FOF is a little higher than that of RWR, but its recall rate is
a little lower than RWR. The coverage rate of MVCWalker is
not so good as the first two indicators, better than that of RWR
for our optimizing and lower than that of FOF. However, as
can be seen in Fig. 9. the differences between their coverage
rates are very small.

One more thing worth noting is the time complexity.
We run 100 times for each model, and record the average run-
ning time. In FOF, making recommendation one time spend
1.2 seconds on average, in comparison to 3 seconds in both
MVCWalker and RWR. According to Section 3.3, to acquire
the value of LIM, MVCWalker does more extra computation
than RWR, but why is the recommendation efficiency sim-
ilar? This is because the guidance work in MVCWalker can
enable thewalker to encounter themost valuable node quicker
and make the iteration stop at a faster rate, which we can
identify in Fig. 6, the lines for MVCWalker become smooth
earlier. In terms of time complexity, MVCWalker are not
dominant as compared to FOF. But for most recommendation
system, this disadvantage in time complexity is acceptable
and does not much affect the recommendation effectiveness.

In summary, we can still claim that the three factors we
explore perform quite well, andMVCWalker ismore effective
than RWR and FOF in terms of its precision and recall rate.

V. CONCLUSION
In this paper, we focused on how to find scholars’ MVCs
based on coauthor networks (i.e. big scholarly data) which is

rarely studied in the literature. To this end, we have proposed
a newmodel namedMVCWalker, by injecting three academic
factors into RWR. These factors are coauthor order, latest
collaboration time point and collaboration times, constitut-
ing the weight of link importance between two authors for
recommendation. We conducted extensive experiments on
a subset of DBLP data set to examine the performance of
MVCWalker with respect to various aspects, such as varying
parameters and impact of the factors. We also conducted the
RWR model and FOF model on the data set as comparisons.
The experimental results show that our proposed approach
performs better than RWR and FOF.
Nonetheless, there is still room for future studies in this

direction. We only count on three academic factors while
many other features such as citation relation exist and should
be explored in the direction of MVCWalker. Besides, there
might be some other (possibly unknown) reasons for two
scholars to start collaborating with each other. For example,
theymight attend the samemeeting and get acquainted to each
other by chance, or they are from the same institution. The
relationship among co-authors of a paper is far more com-
plicated than what we have imagined. As future work, more
experiments on the entire DBLP data set could be conducted.
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