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ABSTRACT Meeting reliability targets with viable costs in the nanometer landscape become a significant
challenge, requiring to be addressed in an unitary manner from design to run time. To this end, we propose a
holistic reliability-aware design and lifetime management framework concerned (i) at design time, with pro-
viding a reliability enhanced adaptive architecture fabric, and (ii) at run time, with observing and dynamically
managing fabric’s wear-out profile such that user defined Quality-of-Service requirements are fulfilled, and
with maintaining a full-life reliability log to be utilized as auxiliary information during the next IC generation
design. After introducing our framework and the general philosophy behind it we delve into its key compo-
nents. Specifically, we first introduce design time transistor and circuit level aging models, which provide the
foundation for a 4-dimensional Design Space Exploration (DSE) meant to identify a reliability optimized cir-
cuit realization compliant with area, power, and delay constraints. Subsequently, to enable the creation of a
low cost but yet accurate fabric observation infrastructure, we propose a methodology to minimize the num-
ber of aging sensors to be deployed in a circuit and identify their location, and introduce a sensor design able
to directly capture circuit level amalgamated effects of concomitant degradation mechanisms. Furthermore,
to make the information collected from sensors meaningful to the run-time management framework we intro-
duce a circuit level model that can estimate the overall circuit aging and predict its End-of-Life based on
imprecise sensors measurements, while taking into account the degradation nonlinearities. Finally, to provide
more DSE reliability enhancement options we focus on the realization of reliable processing with unreliable
components, and propose a methodology to obtain Error Correction Codes protected data processing units
with an output error rate smaller than the fabrication technology gate error rate.

INDEX TERMS IC reliablity, reliable computation, lifetime management, aging sensors, aging assessment,
end-of-life prediction

I. INTRODUCTION

As the technology aggressively downscales into the under
100 nanometer regime, ICs reliability targets cannot be any
longer achieved solely by conservative design margins. On
one hand, very large design margins would be required,
which would impede attaining the maximal potential offered
by the technology node and would significantly hurt perfor-
mance and cost. On the other hand, due to faster device
wear-out design guard bands might not be sufficient to
ensure the lifetime reliability expectations. Therefore, for
such technology nodes a significant threat to attaining the
manufacturing yield with a viable cost and maintaining the
reliability envelopes without placing a big burden on power
and performance is posed.

Neglecting the reliability concerns at design-time, is no lon-
ger a viable approach for a highly competitive semiconductor
industry, which emphasizes on short time-to-market, reduced
Non-Recurring Engineering (NRE) costs associated with
mask spins, first-pass success, and long-term reliability goals
(e.g., extended useful lifetime). Specifically, reliability ought
to be integrated into the design-time flow as an additional
objective (besides area, delay, and power), circuit synthesis
carried along such a multi-objective optimization setup, and
reliability enhancing mechanisms providing the means for
reaching the reliability targets during the IC intended lifetime,
integrated within the circuit functionality. Moreover, in order
to meet given in-filed demands, e.g., maximum failure rate,
useful life length, reliability evaluation and mitigation issues
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The remaining of this paper is organized as follows:
Section II presents an overview of the proposed framework
and its main constituents. Section III is dedicated to the
design-time sub-framework, while Section IV is concerned
with the run-time sub-framework. Section V concludes the
paper with a summary.

II. FRAMEWORK DESCRIPTION

As the technology aggressively downscales into the under
100 nanometer regime, as a result of various inaccuracies in
the manufacturing line, of the electrical charge granularity,
and of the matter atomic scale, devices exhibit increased vari-
ability of critical parameters, thus they are not any longer
able to systematically deliver their nominal expected behav-
ior. With each new decananometer technology node, the con-
sequences of scaling are twofold: (i) the IC useful life is
reduced, as the on-set of the final servicing life stage (i.e., the
wear-out stage) is being accelerated, and (ii) the failure rate
during the IC useful life is increased. These two consequen-
ces descend from several variability sources affecting current
nanoscale devices, whose taxonomy is presented in Figure 1.
Device parameter variations can be broadly segregated

into two coarse categories: spatial and temporal (lower half
of Figure 1). The spatial process fluctuations of a device
parameters, caused by manufacturing processes imperfec-
tions (manifested at time t ¼ 0 of post-Si device lifetime),
can be further subdivided into die-to-die variations (e.g., fluc-
tuations of gate width (W), length (L), oxide thickness (Tox),
threshold voltage V th, etc.) and within-die variations (e.g.,
random dopant concentration, line edge irregularities), both
subcategories resulting in detrimental effects such as
increased delay (mean and standard deviation), thermal run-
aways, and increased power and leakage spread. The tempo-
ral variations caused by temperature and voltage fluctuations,
as well as wear-out intrinsic mechanisms such as Negative
Bias Temperature Instability (NBTI), Hot Carriers Injection
(HCI), Time Dependent Dielectric Breakdown (TDDB),
Electro-Migration (EM), affect critical transistors parameters
(e.g., threshold voltage V th, transconductance gm, linear and

FIGURE 1. Structured view of the different types of parameters

variations.

should be also dealt with during the IC useful life “bathtub” 
curve segment. The reliability tasks performed in one phase of 
the IC lifetime, are often the result of the analysis and trade-
offs performed in an earlier phase; thus a robust design consti-
tutes a reliable IC foundation that enables an effective run-time 
lifetime management. Furthermore, the IC reliability has to 
be ensured via a closed-loop process, each phase providing 
feedback to previous phases to enable further reliability 
improvements for the next generation ICs. To this end, the 
knowledge of the reliability profile/history over the complete 
IC life cycle, can serve to prevent failure recurrence by fixing 
its root cause, and not merely its symptom. In consequence, a 
deca-nanometer dependable IC needs an integrated approach 
addressing the reliability challenge both up-front, at design-
time (pre-Si) and at run-time (post-Si). Extensive reliability 
related research has been conducted, from understanding the 
fundamentals of the aging mechanisms (e.g., [1], [2], [3], [4],
[5], [6]), modeling device/circuit level degradation for CAD 
tools (e.g., [7], [8], [9]), designing aging resistant circuits able 
to mitigate/compensate the aging-induced performance degra-
dation (e.g., [10], [11], [12]), to characterizing the dynamic 
aging trend using on-line aging sensors’ measurements (e.g.,
[13], [14]). Most of these existing efforts concentrate on dis-
persed reliability enhancing techniques, i.e., that are suited 
either solely for design-time, or only for run-time, and most 
often without interfacing compatibility and interaction between 
design-time and run-time. However, to be effective, the 
required resiliency techniques for deca-nanometer ICs should 
transcend multiple levels of abstraction, including device, cir-
cuit, micro-architecture, architecture, and system, and envision 
cross-layer cooperation for optimizing the outcome.
In view of the above discussion we conclude that a frame-

work able to deal with IC reliability aspects in a unitary man-
ner, is crucial for the design and realization of dependable 
computing platforms and in this paper, we propose an inte-
grated framework aiming to address the reliability issues in 
a systematic way, from design to run-time. At design-time 
we pursue circuit reliability assessment and End-of-Life pre-
diction for aging mitigation/compensation purpose, which 
further guides a 4-dimensional Design Space Exploration 
(DSE) targeting the identification of an area-power-delay 
optimized architecture able to fulfill the reliability specs 
under various workload and environmental aggression pro-
files. The reliability compliance is ensured via a reliability 
enhanced circuit design (e.g., robust circuit architecture, 
aging sensors, and additional aging mitigation/compensation 
circuitry). At run-time, based on raw aging sensors data, we 
assess the reliability status of the circuit, to be further used to 
decide a best suited circuit resources management policy. 
For instance, if the reliability requirements are violated cor-
rective actions are taken, e.g., workload re-mapping, reliabil-
ity enhancing circuits are activated, in order to isolate or 
rehabilitate the most aging affected circuitry responsible for 
the violations. Additionally, at run-time failure related infor-
mation is logged to serve as guideline to next generation ICs 
design-time betterment.
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saturation drain current ID), induce abnormal delays and
power dissipation, and shorten the device useful life. Another
manner of categorizing variability is deterministic versus ran-
dom, as depicted in the upper half of Figure 1. The system-
atic component is predictable, and once its influence on the
transistor performance has been evaluated, it can be provi-
sioned for in the design process, and thus completely elimi-
nated. The random component on the other hand, can have
its impact predicted only via a statistical characterization of
the transistor/circuit behavior, and it is much more complex
and costly to be accounted for.
As these variability sources impose a high toll on the devi-

ces reliability, IC reliability must be addressed up-scale from
design- time and in synergy with run-time, in order to fully
take advantage of the performance enabled by newer technol-
ogy nodes, while ensuring the IC lifetime reliability targets
are being met. To this effect, we further introduce the basic
principles governing the envisaged reliability-aware design
and life time management framework. In a nutshell, we pro-
pose a holistic framework, which systematically builds upon
each abstraction level from device to system, and ensures
inter-level operability in order to achieve a wear-out aware
IC lifetime orchestration in line with user defined reliability
targets and performance constraints. The framework can be
regarded as being composed out of two sub-frameworks,
which inter-operate as follows: (i) the design-time sub-frame-
work, which provides the reliability-aware adaptive architec-
ture fabric, and (ii) the run-time sub-framework, which (a)
dynamically manages the fabric wear-out profile, while ful-
filling a set of user defined Quality-of-Service requirements
(e.g., power lower than, throughput larger than, keep alive
the key live-support components/tasks until, provide warn-
ings if predicted time-to-failure is smaller than) based on
information acquired by the fabric’s network of sensors, and
(b) maintain a full-life reliability log, to be fed-back to the
design-time sub-framework in order to identify where most
of the failures occurred and obtain hints about how to con-
duct the reliability-aware design of the next IC generation.
Figure 2 depicts a global overview of the proposed reli-

ability-aware framework. Broadly speaking, the framework
relies on device level physical models for the failure

mechanisms that can affect the transistors at run-time (e.g.,
NBTI, HCI, TDDB). Upon those, circuit-level degradation
models associated with the deterioration of a circuit specific
performance parameter (e.g., delay, slope), are built. With
certain modifications (e.g., for faster evaluation at run-time,
increased accuracy at design-time), such degradation models
allow for circuit reliability estimation at both design- and
run-time. At design-time, based on the reliability status of a
circuit design, together with its delay, power consumption,
and area, a multi-objective design process can be enabled.
This yields a circuit realization augmented with aging
mitigation ancillary circuitry, such that specific reliability
requirements can be fulfilled at run-time under the various
environmental and working conditions that might arise. At
run-time, dedicated aging sensors are utilized to dynamically
extract the parameter which quantitatively reflects the aging
status either from the device (e.g., threshold voltage at the
transistor level), or directly from the circuit—alleviating thus
the need of aging information abstractization from device to
circuit-level—(e.g., the circuit power supply current). The
aging sensors raw data are then processed in order to extrapo-
late the circuit aging status that can be further utilized in
failure time prediction and/or reliability-aware resource man-
agement. A dynamic reliability manager makes use of the
obtained information to decide upon a policy of aging miti-
gation/compensation, e.g., reliability-aware task scheduling,
resource allocation, dynamic frequency/voltage scaling.
Subsequently, we address the architectural details pertain-

ing to each main component of the proposed reliability-aware
framework.

III. THE DESIGN-TIME SUB-FRAMEWORK

The design-time sub-framework, schematically depicted in
Figure 3, concerns itself with the reliability optimized and
lifetime manageable hardware platform design, laying the
infrastructure on which the run-time sub-framework operates.
Specifically, it allows the designer to: (i) perform a 4-dimen-
sional Design Space Exploration, in order to obtain a reliabil-
ity optimized circuit realization, that is compliant with given
delay, area, and power constraints, (ii) pre-characterize the
reliability enhanced circuit outputs Word Error Rate (WER)
for a wide range of gate error probabilities, and (iii) generate

FIGURE 2. Reliability-aware circuit design and management

overview.
FIGURE 3. Reliability-aware circuit design sub-framework.
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a reliability wrapper containing the hardware means that
allow the run-time sub-framework to observe and control the
fabric according to Quality-of-Service (QoS) specifications.
The DSE is concerned with the identification of a circuit

realization able to perform the targeted computation, with a
maximum output Word Error Rate aC compliant with appli-
cation/user defined reliability specifications, which could be
much smaller than the targeted fabrication technology spe-
cific gate error rate aG, during the circuit intended lifetime.
More precisely, it is not an optimum circuit realization that is
being sought, but rather a realization that fulfils the reliability
constraints, while minimizing the other 3 design constraints
(i.e., area, delay, and power), possibly with different priori-
ties. The design space exploration is performed via an itera-
tive 2-step process: (i) conduct logic synthesis, and (ii)
evaluate the performance and reliability of the circuit realiza-
tion obtained from (i). To evaluate the reliability of a circuit
realization, the circuit is subjected to an aggression profile
that is likely to be encountered at run-time, and accelerated
life simulation is performed (e.g., a device 10-year useful life
is shrunk down to a very short period, such that the device
reliability can be investigated and dealt with during that
period). Aging models are then employed in order to infer
the circuit reliability after Y years of operation, and predict
its remaining useful life. If the output Word Error Rate
and end-of-life targets are not being met, rewriting the
initial circuit function, such that a more reliable circuit reali-
zation is obtained [15], and/or designing and employing
reliability enhancers, e.g., modular redundancy [16], averag-
ing cell [17], coding [18], are pursued and the entire cycle
repeated until an acceptable realization is identified.
Once the reliability optimized circuit is identified it has to

are different than the typical ones considered at the IC design
phase. The first approach may be prohibitively complex,
increasing unreasonably the 4-dimensional design space
exploration (delay-area-power-reliability) time complexity,
and possibly resulting in a circuit realization with unafford-
able high area/delay/power overheads. Moreover, one may
never be able to account for all scenarios to be encountered
in-field, mostly when designing IP blocks meant to be inte-
grated into various SoC designs. The proposed framework
follows the second line of reasoning and augments the circuit
realization designed to withstand typical stress conditions,
with a reliability management wrapper, which creates the
premises for lifetime adaptive, reliability-aware circuit man-
agement. Thus, circuits designed according to our methodol-
ogy can be smoothly integrated into larger SoCs and stand
different operating conditions without requiring any addi-
tional redesign. At its turn the SoC has to be equipped with a
global reliability wrapper able to manage the IP parts accord-
ing with user requirements and operation conditions. Given
that in-field ICs may have to operate under different (harsher)
aggression profile than the one utilized during the DSE pro-
cess the real wear-out after Y years of operation may be dif-
ferent than the expected one. Due to this, even though the
circuit was designed to provide a smaller than aC WER for
its intended lifetime, it might fail to due so. To handle such
situations the circuit has to be augmented with a reliability
management wrapper, which creates the premises for lifetime
adaptive, reliability-aware circuit management. The wrapper
structure and detailed design depend on the circuit it protects
but in principle it includes: (i) in-situ sensors (e.g., tempera-
ture, aging, radiation) for run-time fabric health status
monitoring, (ii) mitigation/compensation mechanisms (e.g.,
Dynamic Frequency Voltage Scaling (DFVS), adaptive body
biasing), (iii) adaptation knobs to control fabric operation
regime according to the run-time sub-framework decisions,
and (iv) a dedicated communication infrastructure to allow
for sensor observation and knobs control.
In the remainder of the section we detail the design-time

sub-framework key aspects, i.e., the reliability evaluation
and the reliability wrapper generation.

A. IC RELIABILITY EVALUATION

Reliability evaluation at design-time is crucial for the identi-
fication of circuit architectures able to fulfil reliability,
besides the traditional delay, power, and area constraints. To
this end, one may start from inferring the aging status at tran-
sistor level (for not too big and highly accurate reliability
requirements). For this purpose, we propose a design-time
device-level aging assessment and prediction model [19] that
makes use of the transistor output signal slope as aging quan-
tifier, and accounts not only for the intrinsic self-degradation
but also for the influence of the surrounding circuit topology.
The model is able to capture the joint effect of multiple con-
comitant aging mechanisms, e.g., NBTI, HCI. Due to space
limitations, details pertaining to the transistor-level aging
assessment model are suppressed.

be evaluated for gate error rates into a neighbourhood of aG, 
to asses its output behaviour under various (other than the
expected) aggression profiles. To this end a set of Monte Carlo 
simulations are required to estimate the circuit outputs WER 
in a 3-dimensional space, as a function of aging, temperature, 
and radiation, as they constitute the main sources of in-field 
degradation provisioned by sensors. The obtained WER sur-
face is meant to serve as run-time reference for evaluating the 
instantaneous WER (the WER point corresponding to the 
aging, temperature, and radiation values currently sampled by 
the sensors), and as consequence to pursue the actions deemed 
as the most appropriate for that particular situation.
Generally speaking, an IC will be exposed to various in-

field aggression profiles, some of which may be different 
than the profiles accounted for, during the IC design phase. 
In such cases, in order to meet the desired reliability target 
throughout in-field utilization, there are two main avenues 
for designing the reliability-enhanced IC: (i) extensively 
account, during the design phase, for the various stress con-
ditions which might be encountered in-field, and (ii) account 
for the typical stress conditions at design-time, which makes 
the design process less expensive (time consuming), and 
combine this with a run-time approach to adaptively allevi-
ate/mitigate degradation when the in-field stress conditions

4



As aging quantifier at the circuit-level, the circuit propaga-
tion delay (given by the circuit critical path) can be chosen.
This can be justified by the fact that due to aging transistors
will switch slower, or fail to switch altogether, which is
reflected at the circuit level, for instance, in the deterioration/
violation of the circuit timing specifications (i.e., in the
degradation of the circuit critical path propagation delay),
eventually leading to circuit malfunction (i.e., erroneous com-
putation results as the wrong values get sampled). Thus to be
able to combat wear-out, the transistors whose aging impact
the most the aging of the circuit should be actively monitored
via wear-out sensors. As embedded wear-out sensors are
expensive in terms of silicon area and since a circuit may
encompass thousands of propagation paths and transistors, a
reduction of the number of wear-out measurement sites is thus
required for circuit aging derivation tractability purposes.
As far as the paths are concerned, we employ as reduction

criterion the path criticality within the circuit from the timing
point of view. Specifically, if the aging induced degradation
of a certain path P1 is larger than that of the initial (unaged,
at time 0) critical path P0 (which determines the clock
period), then the circuit timing constraints are violated, and
P1 becomes the new critical path. Therefore, in order to
assess the circuit reliability profile, we consider as critical
paths the ones that could violate the timing constraints when
their comprising transistors are subjected to wear-out induced
degradation. By following this principle, the aging of the crit-
ical paths can be determined at design-time by performing
aging-aware statical timing analysis [20].
We note that for a critical path, only a small percentage of

its transistors could potentially cause significant circuit per-
formance degradation due to their aging. As a consequence,
a critical path end-of-life can be estimated from a reduced
subset of all its comprising transistors, i.e., the path’s kernel
of critical transistors. Thus, the circuit kernel transistor set—
to be monitored by sensors—can be formed as the reunion of
the critical transistors for each critical path.
Even though a circuit path may comprise a plethora of

transistors, some of them may be weakly correlated with the
end-of-life of the critical paths, while others may be redun-
dant in the estimation if their aging is highly correlated with
the aging of other transistors. This suggests the selection of a
reduced, common kernel of critical transistors to be utilized
for estimating the end-of-life of all the critical paths, as a
more appropriate approach. More precisely, we are not inter-
ested in selecting the critical transistors that have aged the
most, but in selecting the ones that are useful from a predic-
tion point of view, e.g., the relevant but redundant transistors
can be excluded from the kernel of critical transistors. In
view of the above, we propose to further reduce the cardinal-
ity of the critical transistor kernel, and estimate each critical
path end-of-life from the same, common subset of critical
transistors, regardless of their appurtenance to a particular
critical path. That is, instead of using a separate subset of
transistors for each path, all of them belonging to the path
whose end-of-life is being estimated, we use a common

kernel of transistors, not all belonging to the critical path
whose end-of-life is being estimated.
The problem of selecting the critical transistors kernel, can

be formalized as follows: Suppose we have n end-of-life
measurements of the p critical paths and of the m transistors
encompassed by the p paths. Let the response variables be
denoted by a n� p matrix Y ¼ ½y1 . . . yp�, and the input vari-
ables by a n� m matrix X ¼ ½x1 . . . xm�. A linear model of
the form

bY ¼ X �W; (1)

is employed for estimating the responses matrix Y, where W
denotes the unknown m� p regression coefficients matrix
desired to have a minimal number q of non-zero rows. Hence
q denotes the cardinality of the smallest subset of input varia-
bles used to synthesize all response variables. Matrix bY con-
sists of the end-of-life of the critical paths, for the n
measurements; matrix X consists of the end-of-life of the crit-
ical transistors, and W contains the topology dependent
weights. A detailed description of the afferent mathematical
apparatus can be found in [21].
The validity of estimating a circuit end-of-life from the

end-of-life of the critical transistors in the kernel set, is exam-
ined by considering the ISCAS-85 c499 circuit in 45 nm
CMOS technology and exposing it to several stress profiles
(e.g., varying duty-cycle, temperature, input vectors). Based
on each profile’s fresh and aged timing reports, we determine
the set of aging critical paths, i.e., we select the paths with
propagation delay exceeding the clock period. In our case we
impose an end-of-life target of 10 percent propagation delay
degradation, and retain the first 100 critical paths. The initial
set of transistors that constitute the 100 critical paths and
which is to be reduced to a set of critical ones, consists of 53
transistors. Figure 4 illustrates the normalized (EOL values
between 0 and 1, with 1 corresponding to 10 percent nominal
delay degradation) simulated circuit end-of-life values versus
the normalized estimated circuit end-of-life values in the
case of the new set of input aggression profiles.

FIGURE 4. Error analysis of circuit EOL estimation based on criti-

cal transistor EOL values.
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accuracy achieved by employing the entire kernel of critical
transistors), which makes the proposed approach potentially
feasible for practical implementations.
The previous approach is deterministic and fast. However,

for certain large scale circuits which cannot be subjected to a
divide-et-impera approach, and which exhibit very complex
critical paths, one may opt for a probabilistic circuit level
aging assessment that doesn’t rely on transistors aging
assessment. To this end, we propose a Markovian aging
model that is capable of assessing and predicting the circuit
performance degradation and lifetime [21]. We propose a
model which regards the age not only as a function of the
instantaneous value at time t of a degradation parameter X,
for example, but also of its history (from t ¼ 0 to the time
moment t at which we want to compute the age)

A ¼ Aðt; x1; x2; . . . ; xnÞ; (2)

where x1; x2; . . . ; xn are stochastic processes which enter in
the expression of A by their particular realizations. As a con-
sequence, A is also a stochastic process whose characteristics
(e.g., probabilities, moments) have to be obtained from the
properties of x1; x2; . . . ; xn. This is a very general formula-
tion and for a workable model, obviously, we have to impose
particular restrictions.
The simplest and roughest simplification of this depen-

dency is to express the age solely as a function of the parame-
ter values at time moment t

A ¼ Aðx1ðtÞ; x2ðtÞ; . . . ; xnðtÞÞ: (3)

This brings us back to the point of view adopted in previous
deterministic approaches, thus we do not follow this avenue.
Another simplification can be made based on the fact that we
don’t need all the values between 0 and t but only the values
in a finite number of moments. In fact, we can further assume
that only the value at the current time moment, (denoted in
the sequel by xiðtkÞ) and the one at the previous sampling
moment (denoted from now on by xiðtk�1Þ) are required. In
the general case xiðtkÞ and xiðtk�1Þ are not independent ran-
dom variables, but correlated and passing from one to the
other could be governed by probabilistic laws. The processes
xi could be Markovian processes and this character could be
transferred to A. Moreover, the processes x1; x2; . . . ; xn could
be correlated. In this case, if we describe (via a change of var-
iables) A as a function of other processes X1;X2; . . . ;Xn

obtained from x1; x2; . . . ; xn by a linear transform of Karhu-
nen-Lo�eve (KL) type, the process A can be approximated by
making use of a small number of variables. In this manner,
one can obtain a correct description of A by, e.g., a function
of 4 variables X1ðkÞ; X2ðkÞ; X1ðk � 1Þ; X2ðk � 1Þ. In view
of the above, the following remark is in order: a Markovian
model fitted to the age problem must have the transition
probabilities not only time dependent but also dependent of
the new states. Our approach introduces a Markovian model
fitted to the circuit-level aging problem. Furthermore, instead
of considering a fixed performance boundary, we allow it to

FIGURE 5. Error analysis of circuit end-of-life estimation based 
on the end-of-life values of the critical transistors.

The simulation results reveal a mean estimation error of 15 
percent and a variance of 6 percent, which confirms that the 
determined kernel of critical transistors can be utilized to 
estimate the circuit end-of-life at run-time fairly accurate.
Since the reliability-aware management of integrated cir-

cuits implemented in advanced technology nodes requires 
reasonably accurate but fast run-time reliability profiling, a 
further reduction of the number of aging measurement sites 
could be desired. To this extent, we study the trade-offs 
between the number of critical transistors that are used for 
end-of-life circuit estimation, and the circuit end-of-life esti-
mation accuracy. Figure 5 depicts the error analysis of the 
circuit end-of-life, for different subsets—with different cardi-
nality—of critical transistors, when subjecting the circuit to 5 
new stress profiles. For each stress profile, 5 subsets of criti-
cal transistors with different cardinalities, which are obtained 
by reducing the initial critical transistors kernel with 2, 5, 10, 
25, and 30 percent, are being considered. The percentage of 
estimation accuracy loss is reported relative to the estimation 
accuracy obtained when using the entire kernel of critical 
transistors. The transistors are eliminated based on their rele-
vance in estimating the circuit end-of-life (i.e., the less rele-
vant goes out first).
We observe a similar trend of the end-of-life circuit esti-

mation quality loss when decreasing the number of critical 
transistors for all considered stress profiles. As concerns the 
differences in the rate of estimation accuracy loss, they can 
be attributed to the relevance of the dropped transistors in 
estimating the model responses for considered input stress 
profiles. However, taking into consideration that in most sit-
uations a very precise estimation of the circuit end-of-life is 
not required, a coarse reliability assessment is sufficient to 
enable graceful performance degradation and prolong the cir-
cuit lifetime via aging mitigation and compensation techni-
ques. One can observe in Figure 5 that for the considered 
circuit, the reduction of the number of sensors by 2=3 (5 sen-
sors instead of 15 to monitor the reliability of a 202 gates cir-
cuit) results in less than 18 percent loss in circuit end-of-life 
estimation accuracy (reported relative to the estimation
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vary in time. In this way we obtain a more flexible model,
which takes into consideration that depending on stress dura-
tion, the effects on the circuit statistical parameters could be
remnant or nonremnant. As a result, guardbands selection
and appropriate aging mitigation/compensation techniques,
better fitted to real working conditions are enabled. The
mathematical apparatus for the proposed Markovian circuit
level reliability assessment model is detailed in [21].

B. RELIABILITY ENHANCED CIRCUIT DESIGN VIA ECC

A seemingly natural avenue for the CMOS technology scal-
ing is to perform reliable computation with unreliable nano-
devices. To this effect, in the case of nanoscale memories,
Error-Correcting Codes (ECCs) are traditionally used, prov-
ing to be a viable solution [22], [23]. The data are encoded
with an ECC prior to their storage and afterwards transient
bit flipping faults can be detected and corrected periodically.
For digital logic however a similar line of reasoning is not
applicable any longer, as in this case it is not the ECC pro-
tected memory content that is directly affected by errors, but
the hardware (the logic gates) whose correlated and cumu-
lated errors effect is reflected in the Data Processing Units
(DPUs) outputs. Thus while for memories ECC redundancy
is generated only as a function of the data to be protected,
prior to its storage, for DPUs ECC redundancy has to be gen-
erated during the computation of the to be protected data. To
this end, given a fabrication technology able to provide basic
circuit components, i.e., logic gates, with an error rate of
10�x in certain environmental conditions, we systematically
derive a circuit topology able to implement a given Boolean
function F such that the circuit output Word Error Rate is
10�y with y > x (noting that y can be significantly smaller
than x if no fault tolerance technique is used), while abiding
to a set of design constraints in terms of area, delay, and
power consumption. Specifically, given a combinational
logic circuit subjected to fault inducing conditions, we pro-
pose to augment the original circuit with an ECC codec able
to protect the circuit Primary Outputs (POs) while being itself

subjected to errors, such that after decoding, the correct,
error-free original circuit outputs can be recovered [18].
In Figure 6, the protected circuit POs form a codeword of

the embedded ECC, which, in the error free case, is the same
as the one obtained by encoding the output of F. Hence, the
logical functionality of the ECC protected circuit is the same
as the serial concatenation of F with the ECC encoder, but its
hardware implementation is derived as a function of F Pri-
mary Inputs (PIs). This relates to the fact that, in practice, it
doesn’t make sense to encode the output of F once it has
been computed, since in this case the ECC decoder will
attempt to recover the input of the ECC encoder, i.e., the pos-
sibly erroneous POs computed by F).
The crux of the method is the ability to intimately inter-

twine the ECC codec and the original circuit, enabling a fault
tolerant Boolean function synthesis. More precisely, based
on the circuit topology, dependencies subject to certain con-
straints (e.g., reliability, area) between the encoded outputs
(which may or may not include the original circuit POs
depending on the used code) are identified and used for driv-
ing the logic synthesis process of the ECC protected circuit,
following the methodology: Step 1. The ECC protected cir-
cuit POs (i.e., the codec encoded bits which are a function of
the original circuit POs, and thus also of the original circuit
PIs) are first aggregated in groups of x, with x being the
desired maximum gate criticality, which is defined as the
number of POs one can reach starting from the output of a
gate. The aggregation criteria are given by the outputs affin-
ity with respect to (w.r.t.) the area shared between them. Step
2. RTL synthesis is then performed with area/timing/power
constraints for each group of POs. Thus each group of POs is
synthesized as a function of all the original circuit PIs, and
has its own cone of logic, independent of the other groups
cones. In this way, within each cone of logic, the reliability
constraints (i.e., the gate criticality � the number of group
outputs), are always satisfied.
To demonstrate the proposed scheme we employ for a 6-

bit Brent-Kung parallel prefix adder as discussion vehicle
and investigate the influence of several block linear codes
and design strategies upon the protected adder WER/area
merits. In order to obtain the WER statistics of interest we:
(i) simulate the original circuit error-free (no errors injected)
without any codec, to derive the reference PO values (ii) for
the ECC enhanced circuit, randomly inject errors (single bit-
flip of gate output) assuming an identical gate probability of
failure, simulate the circuit, and derive the PO values, and
(iii) compare the ECC enhanced circuit PO values with the
original circuit PO values, and derive the WER.
We evaluated a multitude of test corners as follows. We

varied the ECC parameters (error correction capacity—from
5 to 17, for a fixed information size 7) and structure. As con-
cerns the ECC structure we varied: (a) the ECC code—Reed-
M€uller codes, linear codes optimal w.r.t. the code length, for
given error correction capacity and information size, (b) the
ECC type—systematic block linear codes which have the
non-intrusiveness advantage, as the original circuit POs are

FIGURE 6. ECC protection for boolean logic F.
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part of the codeword, and non-systematic block linear codes,
for which the original circuit POs are obtained indirectly via
decoding; (c) the ECC modularization - split the adder in two
parts and consider two ECC codes. Subsequently, we investi-
gated the impact of varying gate criticality—from 2 to 14 to
identify an optimumWER/area design point. Finally, we con-
sidered different architectural optimizations for both the
encoder and decoder (gate criticality aware synthesis for the
encoder, low complexity architecture for the decoder). Simu-
lation results, for all design space exploration undertaken sce-
narios, reveal that the proposed approach can be effective
from both WER and area perspective for the Pareto designs
with performance figures of merit situated in-between conse-
cutive Modular Redundancy (MR) based design counterparts.
For illustration, Figure 7 entails the WER and area overhead
of the ECC protected adder relative to the baseline design and
the modular redundancy protected counterparts when using
an optimal systematic code Opt½58; 7; 13� (58-bit codeword, 7
information bits, 13-bit error correction capacity) and vary the
ECC protected adder gate criticality from 2 to 14. We observe
that efficient design points can be identified between the MR
curves, with effective WER/area trade-offs. For instance the
design Opt½58; 7; 13� C9 v1 (Cx denoting the maximum gate
criticality and vy being used for architecture versioning) has
an area penalty of 4:3� baseline (which is 14 percent less than
the MR-5 area and 43 percent more than the MR-3 area) and a
WER curve that lies approximately in the middle between the
MR-3 and the MR-5WER curves.

C. RELIABILITY WRAPPER - CIRCUIT LEVEL AGING

SENSORS

reported [13], [14], [24], [25], [26]. These sensors above have
a common shortage that they cannot provide a direct measure-
ment of the real aging status of the Circuit Under Observation
(CUO). Previous work can be divided into two groups: (1)
sensors that use performance comparison of fresh and stressed
devices to get aging information; and (2) sensors that use tim-
ing violation checking in a predefined “guard band”. For the
former group, the aging information is extracted from an addi-
tional stressed device, which is carefully placed to make it
exposed to the same stressing environment as the CUO.
Though high correlation can be achieved by a smart enough
placement algorithm, such an approach increases the com-
plexity and effort at design-time and still ends up with an indi-
rect aging measurement. The latter group of sensors can
detect the real aging of the CUO, however, they cannot give a
quantitative measurement on aging.
To overcome the common shortage of the existing sensors,

we propose a novel online supply current-based aging sensor
able to directly measure the real circuit degradation under
multiple degradation mechanisms (e.g., NBTI and HCI) [27].
The proposed sensor measures the CUO peak power supply
current (Ipp) value, and converts it into a Pulse-Width Modu-
lated (PWM) signal. The Ipp value accurately captures the
aging information, its value being affected by the degrada-
tion of multiple aging sensitive device parameters such as the
threshold voltage (V th) and the carrier mobility (m).
A salient feature of the proposed sensor is that it allows us

to observe an entire circuit instead of a single transistor (note
that a typical V th sensor can only monitor one transistor),
which substantially reduces the area overhead, alleviates the
problem of finding the optimum location of the sensors and
of extrapolating the overall circuit-level aging from the tran-
sistor-level aging.
As concerns the sensor architecture, a block diagram of the

proposed Ipp-based aging measurement scheme is depicted
in Figure 8(a).
The sensor consists of a Built-In Current Sensor (BICS),

which mirrors the transient Ip current of the CUO, and sends
it to a Current-mode Peak Detector (CPD) (Figure 8(b)). The
CPD detects the peak value of the input current by using a
current comparator, and holds the peak current for an adjust-
able time within a current memory, which allows the Cur-
rent-To-Time converter (C2T) (Figure 8(c)) to translate the
current value into a Pulse-Width Modulated signal. With the
PWM signal, the aging status of the CUO can be extracted
by further processing. This aging information is subsequently
utilized by the run-time design sub-framework, which is
meant to provide the best possible system performance for
the estimated aging and certain given application and reli-
ability requirements.
The proposed aging sensor was implemented by using

TSMC 65 nm CMOS technology to analyze its perfor-
mance. To assess the accuracy of the peak detector and
current-to-time converter circuits, we use a two stage opera-
tional amplifier as test vehicle. The reliability analysis of
NBTI and HCI aging is carried out by using Cadence

FIGURE 7. WER/Area versus gates criticality.

Usually, ICs lifetime requirements are mostly formulated 
based on worst-case assumptions, which leads to highly con-
servative margins on technology parameters, resulting in the 
under utilization of the technology potential. To make better 
use of the technological improvement, the pessimistic 
assumption should be relaxed and combined with a dynamic 
reliability management framework that relies on online sen-
sors to measure the ICs aging status. In the recent past, a num-
ber of approaches for aging/reliability monitoring have been
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RelXpert and Virtuoso Spectre simulators [28]. Figure 9
presents the current-to-time convertion results and the eval-
uation error of the peak detector circuit.The left axis repre-
sents the variation of the time delay T as a function of the
control current Ipeak for a load capacitance C1 ¼ 1 pF. The
right axis represents the measured peak value of Ip com-
pared with the ideal peak value. For the purpose of illustra-
tion, we use a control current in the range 100 uA � 1 mA,
which results in a delay range of 120 ns � 40 ns. Simula-
tion results reveal that a fairly good linearity and accuracy
are achieved.
In order to validate and evaluate the feasibility of our pro-

posal, i.e., use the Ip current peak value as circuit aging mon-
itor, we conducted accelerated testing simulation on the
following ISCAS-85 benchmark circuits: c499, which is a
32-bit single error correcting circuit comprising 202 gates
and c880, which is an 8-bit ALU, comprising 383 gates.
The benchmark circuits are synthesized using the standard

cells from TSMC 65nm technology library. The reliability
analysis is carried by using Cadence RelXpert and Virtuoso

Spectre simulators [28]. As concerns the simulation environ-
ment, we employed several input aggression profiles by
applying different sequences of input patterns to each bench-
mark circuit. As environment parameters, we used a tempera-
ture of 27�C, and a power supply VDD ¼ 1V. We exposed
the benchmark circuits to NBTI/PBTI and HCI wear-out
stress and adopted an EOL target of 10 years. For each
benchmark circuit, we determined its critical path. Then we
measured the percentage degradation of the V th and the drain
current ID for every transistor on the critical path.
The percentage degradation of V th and ID for all devices

in the c499 and c880 circuits are graphically illustrated in
Figures 10(a) and 10(b). It can be observed that for both

FIGURE 8. Current-mode aging sensor.

FIGURE 9. Linearity of peak Ip to time converting (left axis) and

error analysis of peak detection (right axis).

FIGURE 10. The percentage degradations of Vth and ID for all devi-

ces in the c499 and c880 circuits - (a) and (b); and the correlations

between the percentage degradations of Vth and ID - (c) and (d).
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considered circuits, for those devices which are less
degraded (i.e., the percentage of degradation is small), the
ID degradation is smaller than the V th degradation. As the
degradation percentage becomes larger, the ID degradation
value increases faster than the V th value and eventually,
towards the conventional EOL (i.e., 10 percent degradation
of circuit critical parameters), it becomes larger than the
V th value. The improved sensitivity of the proposed sensor
can be attributed to the dependence of ID on multiple aging
critical parameters, such as the threshold voltage V th and
the mobility m. Such aging in-situ sensors sample in a
quasi-continuous manner the circuit state during run-time,
and based on current and possible past sensor readings, the
circuit current aging status can be inferred, as described in
the next section.

IV. THE RUN-TIME SUB-FRAMEWORK

The run-time sub-framework, schematically depicted in
Figure 11, concerns itself with two main functions: (i) eval-
uate circuit outputs WER and based on past and current
raw sensors data, assesses the current circuit health and pre-
dicts its remaining useful life span, and (ii) reasons about
adopting a particular reliability management strategy if the
assessed circuit reliability is not compliant with the QoS
specifications. We note that, in potential practical imple-
mentations the run-time sub-framework goes beyond
reliability management only and deals with other QoS spec-
ifications, e.g., latency, throughput, power consumption,
too. Given that power and performance evaluation is out of
this paper scope we only discuss on the sequel the run-time
sub-framework modus operandi solely from the reliability
standpoint and note that it can in principle interoperate and
potentially (partially) share infrastructure with state of the
art performance targeted resource management platforms,
e.g., [29], [30], [31].

by identifying the circuit operation position, on the design-
time pre-characterized WER surface, corresponding to the
(aging, temperature, radiation) instantaneous values sampled
by sensors. In this way we capture the actual position of the
circuit within the reliability “bathtub” framework both in
terms of age and failure rate and derive the appropriate reli-
ability management policy. In accordance with circuit
reliability status compliance with the user-defined QoS
requirements (e.g., WER smaller than, emit warnings if EOL
earlier than, surviving mode when, graceful performance
degradation when), the operation scenario (i.e., power sup-
ply, frequency, mitigation means) best-suited for the current
circuit status is determined and put in place by means of the
adaptation knobs. For instance, if the delivered circuit out-
puts WER is bigger than the QoS specified acceptable error
rate aC, corrective actions which are changing the circuit
operation mode (e.g., less workload, lower frequency, acti-
vate additional reliability circuitry) can be undertaken such
that QoS acceptable WER figures are reached. On the con-
trary if WER is too low measures can be taken, e.g., power
done reliability enhancers, in order to save energy while still
fulfilling the QoS requirements.
If current wear-out is visibly reflected in the circuit behav-

iour such that (some) QoS constraints are violated, the volt-
age/frequency can be dynamically adapted in order to lessen
the stress on the most affected parts of the circuit, or reliabil-
ity-centric task re-mapping can be performed, such that less
workload is distributed to the most affected by aging compo-
nents. Resources which have pre-maturely aged, or perma-
nently failed, can shift the course of action on surviving
mode, i.e., only application life support functionality is pro-
vided by solely performing its essential tasks. Graceful per-
formance degradation can come into play when certain
circuit resources are either defective of highly faulty, in
which case their tasks are relocated to other parts of the cir-
cuit which are functional, allowing the overall circuit to per-
form all expected tasks, but with a lower performance (e.g.,
slower, lower throughput, higher energy consumption). If the
degradation corrective measures are not effective and certain
degradation thresholds are being reached, warnings are emit-
ted prompting for user intervention for further actions. Once
a line of action has been determined, it is physically enforced
via the design-time reliability wrapper knobs that control the
circuitry responsible with, e.g., voltage/frequency scaling,
reliability enhancing circuits like TMR and aging mitigation/
compensation.
In this section, we only focus on the run-time framework

part dedicated to the transformation of the raw data, acquired
from aging and temperature sensors, into meaningful circuit/
platform level wear-out information. This step is essential as
the runtime reliability management paradigm decisions and
actions builds upon its outcome. Once the reliability evalua-
tion has been performed, a suitable line of action can be pur-
sued by means of a multi-criteria decision process for which
well known solutions exist [32], [33], [34] and can be poten-
tially utilized in practical implementations.

FIGURE 11. Run-time dynamic lifetime resources management

sub-framework.

Specifically, the temperature and aging in-situ sensors that 
are part of the design-time reliability wrapper infrastructure 
sample in a quasi-continuous manner the circuit state. The 
collected raw sensor data are subsequently process by aging 
models to infer the circuit current aging status and predict its 
End-of-Life (EOL), based on current and possibly past sen-
sor readings. Moreover, the actual circuit WER is assessed
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A. SENSOR-BASED CIRCUIT LEVEL RELIABILITY

EVALUATION

Reliability and EOL statistics estimation are regarded as key
components of the proposed dynamic reliability management
framework as the effetiveness of the undertaken lifetime
management policies heavily depends on the reliability esti-
mation accuracy. Thus, for a realistic characterization of
devices aging dynamics, the degradation process nonlinear-
ities, as well as the sensors measurements and the degrada-
tion process uncertainty ought to be accounted for.
Most of past approaches [35], [36], [37] accept the model-

ing simplifying assumptions that the degradation process is
monoton, and/or can be linearized using time-scale transfor-
mations, which can result in a conservative lifetime estima-
tion. Only recently, degradation models that integrate a
nonlinear structure to better trace the degradation dynamics
have been proposed [38], [39], [40], however they either dis-
regard the degradation history or they assume a linear vari-
ance of the degradation process.
To this end, we propose a Wiener process - denoted subse-

quently by WðtÞ, governing the dynamics of an IC wear-out
process

dXðtÞ ¼ mða; tÞ dt þ ffiffiffi
s

p
dWðtÞ; (4)

where XðtÞ describes the degradation state at time moment t.
The Wiener degradation processWðtÞ is specified by its mean
(drift) m, and variance

ffiffiffi
s

p
, which describe the degradation

evolution in time. The nonlinearity of the degradation process
is captured in the nonlinear time variation of the functional m,
with the parameters vector a. In order to accommodate for the
heterogeneity of an IC degradation sources during its lifetime,
the drift m can be regarded as being composed of two terms:
(i) gðx; tÞ, which is a fixed, deterministic component, common
to all ICs (e.g., measurement bias), and (ii) a � f ðxÞ, which is a
variable, a-priori unknown nonlinear component, with f ðxÞ,
the set of basis functions (e.g., Gaussian, polynomial, fuzzy
membership functions) and a, the unknown parameter vector.
Consequently, (4) becomes

dXðtÞ ¼ gðx; tÞ dt þ a f ðx; tÞ dt þ ffiffiffi
s

p
dWðtÞ: (5)

Therefore, the unknown parameters vector u ¼ ða; sÞ
completely defines the degradation process, and has to be
estimated from a set of noisy degradation measurements,
VðtÞ. Having determined the IC degradation model, the
future evolution of the degradation process can be predicted
and the lifetime related properties of interest can thus be
inferred. The general principle of the reliability estimation is
graphically caught in Figure 12(a). Given a set of noisy deg-
radation measurements V (e.g., degradation of an IC perfor-
mance characteristic such as maximum operating frequency),
which constitute the degradation history up to current time
moment tk, the degradation process parameters u are esti-
mated. Based on the relation between a future degradation
value and the up-to-date degradation history, given by the
degradation process model, the potential future evolution
paths of the degradation can be predicted. When a future deg-
radation value exceeds a pre-specified threshold T (e.g., usu-
ally set to 10 percent degradation of the IC performance
characteristic) for the first time, then the IC has reached
its EOL. Hence, the EOL for a degradation path X can be
defined as follows:

EOL ¼ inf t : XðtÞ 	 T XðsÞ < T ; 0 < s < tjf g: (6)

The reliability at a time moment t for the ensemble of pre-
dicted degradation evolution paths, can then be obtained as
the probability at time t of not reaching the EOL.
For a given observation vector V , the parameters u, which

characterize the degradation process, are estimated taking
into consideration the degradation history. The posterior
distribution of the parameters u is updated via a Bayesian
framework [41], which enables to effectively integrate the
historical, up-to-date degradation data together with the
newly in-situ degradation observations. Once u and the deg-
radation path are estimated, the EOL is given by the time
moment when the degradation path exceeds the predefined
threshold. By simulating an ensemble of degradation paths
for the same u, the reliability at a specific time can be derived
as the probability of not exceeding the predefined threshold.
Further details can be found in [42].

FIGURE 12. Noisy sensors based EOL derivation.
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To validate our proposal, we consider the nonlinear pro-
cess modeled by (4), with mean mða; tÞ given by tb

(gðx; tÞ ¼ 0). We conduct the numerical experiments
employing the following parameters values: the number of
degradation paths equal to 100, the Wiener process variance
ffiffiffi

become available, the EOL prediction uncertainty cones get
narrower, and the differences between the two distributions
become smaller. When limited degradation observations are
available, the accuracy of early EOL predictions is more sen-
sitive to the selection of the prior distribution of u ¼ ða; sÞ,
which characterizes the degradation process, i.e., an inappro-
priate selection of these initial parameters, causes the predic-
tions to be less accurate with smaller confidence intervals.
This is the case in the considered simulation setup which
yields less accurate EOL predictions both for our approach
and for the reference linear one, during the transistor early
life, as illustrated by the two PDFs in Figure 12(c) at 1 year
observation time. However, the proposed approach takes into
account the nonlinearities of the degradation process and is
less sensitive to the selection of the prior distribution, exhib-
iting better adaptation ability as far as the u updating is con-
cerned and, as a consequence, better prediction accuracy
when compared to the linear model. Improved accuracy
of EOL predictions during the early life stages, can be
achieved if the prior distribution of u ¼ ða; sÞ parameters is
restricted to meaningful values. However, for the current
technology nodes with the afferent highly dynamic variabil-
ity threats, precise knowledge based on experience with the
same failure mechanisms in similar components may be
harder to obtain. As the amount of available degradation
observations increases, the predictive ability improves for
both approaches, as the posterior PDF becomes dominated
by the likelihood, situation exemplified in Figure 12(c) by
the two PDFs at 8 years observation time.
The previously studied practical case, illustrates the signif-

icance of incorporating nonlinearity in the degradation pro-
cess model when the underlying process is nonlinear,
especially when EOL predictions are desired during the
beginning of the device life, characterized by limited degra-
dation history.

V. CONCLUSIONS

In this paper, we introduced a 2-part holistic reliability-aware
design and lifetime management framework concerned (i) at
design-time, with providing a reliability enhanced adaptive
architecture fabric, and (ii) at run-time, with observing and
dynamically managing fabrics wear-out profile such that user
defined Quality-of-Service requirements are fulfilled, and
with maintaining a full-life reliability log to be utilized as
auxiliary information during the next IC generation design.
We solely focus on the reliability specific key issues, i.e., (i)
the design of reliability enhanced circuits and their envelop-
ing reliability wrappers (sensors, communication infrastruc-
ture, and adaptive control mechanisms), and (ii) sensor data
based reliability assessment for an effective in-field lifetime
reliability management, in compliance with user defined QoS
specifications. We introduced a conceptual framework kernel
which may be embedded in state of the art resource manage-
ment infrastructures for, e.g., multi/many core platforms to
extend their capabilities beyond, e.g., delay, throughput,
energy, with reliability specific counterparts.

p
s ¼ 0:23, and its mean power-law coefficient b ¼ 2. As

concerns the basis functions a modeling the process mean,
without loss of generality, for simulation purposes, we 
employed the Gaussian kernel [43]. The estimation perfor-
mance of the proposed model was studied using noisy obser-
vations sampled from NðxðtÞ; 0:01Þ. For estimation accuracy 
evaluation purpose, we compare with the commonly
employed Wiener processes with linear mean given by a � t 
[35], [36], [37].
In Figure 12(b), the real degradation path is illustrated 

against the two degradation paths, estimated with the pro-
posed nonlinear degradation model and with the reference 
linear model, respectively. In direct relation to ICs aging, the 
degradation path could represent the threshold voltage degra-
dation of a transistor, the maximum operating frequency deg-
radation of circuit, etc. It can be observed that, the proposed 
nonlinear degradation model exhibits a fairly well estimation 
ability, the real and estimated degradation paths almost 
overlapping.
As a test case, we consider the V th degradation of a 45nm 

PMOS transistor, exposed to Negative Bias Temperature 
Instability and Hot Carrier Injection wear-out stress and 
adopt an EOL target (failure threshold T) of 9 years. The per-
centage degradation of the transistor V th is graphically illus-
trated in Figure 12(c). The V th time evolution, as obtained 
from Cadence simulation, serves as the real degradation data. 
Based on the V th data, the noisy observations are then 
obtained in a similar manner with the synthetic example pre-
viously studied, specifically by sampling from the distribu-
tion NðVthðtÞ; 0:01Þ. We derived the transistor EOL values, 
using the proposed approach and the linear model approach,
at two different observation time moments: 1 year and 8 
years, respectively. Based on the EOL values, the transistor 
remaining lifetime values were then obtained, each as the dif-
ference between the EOL time moment and the current 
observation time moment. The corresponding Probability 
Density Functions (PDFs) of the remaining useful lifetime 
values estimated with both proposed and linear approach, 
and the real remaining lifetime values obtained from 
Cadence, are depicted in Figure 12(c) for comparison.
As it can be observed in Figure 12(c), at the beginning of 

the transistor operating life, the uncertainty in the estimated 
remaining lifetime PDFs, under both proposed and the linear 
approach, is high. However, our model outperforms the lin-
ear counterpart, with a more precise estimation spread and a 
PDF mean value closer to the real transistor remaining life-
time value. The early EOL and implicitly the remaining life-
time estimation accuracy differences between the two 
approaches, can be attributed to the ability to capture the 
nonlinearities exhibited by the V th degradation observations. 
As the circuit ages and more degradation observations
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