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ABSTRACT Meeting reliability targets with viable costs in the nanometer landscape become a significant
challenge, requiring to be addressed in an unitary manner from design to run time. To this end, we propose a
holistic reliability-aware design and lifetime management framework concerned (i) at design time, with pro-
viding a reliability enhanced adaptive architecture fabric, and (ii) at run time, with observing and dynamically
managing fabric’s wear-out profile such that user defined Quality-of-Service requirements are fulfilled, and
with maintaining a full-life reliability log to be utilized as auxiliary information during the next IC generation
design. After introducing our framework and the general philosophy behind it we delve into its key compo-
nents. Specifically, we first introduce design time transistor and circuit level aging models, which provide the
foundation for a 4-dimensional Design Space Exploration (DSE) meant to identify a reliability optimized cir-
cuit realization compliant with area, power, and delay constraints. Subsequently, to enable the creation of a
low cost but yet accurate fabric observation infrastructure, we propose a methodology to minimize the num-
ber of aging sensors to be deployed in a circuit and identify their location, and introduce a sensor design able
to directly capture circuit level amalgamated effects of concomitant degradation mechanisms. Furthermore,
to make the information collected from sensors meaningful to the run-time management framework we intro-
duce a circuit level model that can estimate the overall circuit aging and predict its End-of-Life based on
imprecise sensors measurements, while taking into account the degradation nonlinearities. Finally, to provide
more DSE reliability enhancement options we focus on the realization of reliable processing with unreliable
components, and propose a methodology to obtain Error Correction Codes protected data processing units
with an output error rate smaller than the fabrication technology gate error rate.

INDEX TERMS IC reliablity, reliable computation, lifetime management, aging sensors, aging assessment,
end-of-life prediction

Neglecting the reliability concerns at design-time, is no lon-

As the technology aggressively downscales into the under
100 nanometer regime, ICs reliability targets cannot be any
longer achieved solely by conservative design margins. On
one hand, very large design margins would be required,
which would impede attaining the maximal potential offered
by the technology node and would significantly hurt perfor-
mance and cost. On the other hand, due to faster device
wear-out design guard bands might not be sufficient to
ensure the lifetime reliability expectations. Therefore, for
such technology nodes a significant threat to attaining the
manufacturing yield with a viable cost and maintaining the
reliability envelopes without placing a big burden on power
and performance is posed.

ger a viable approach for a highly competitive semiconductor
industry, which emphasizes on short time-to-market, reduced
Non-Recurring Engineering (NRE) costs associated with
mask spins, first-pass success, and long-term reliability goals
(e.g., extended useful lifetime). Specifically, reliability ought
to be integrated into the design-time flow as an additional
objective (besides area, delay, and power), circuit synthesis
carried along such a multi-objective optimization setup, and
reliability enhancing mechanisms providing the means for
reaching the reliability targets during the IC intended lifetime,
integrated within the circuit functionality. Moreover, in order
to meet given in-filed demands, e.g., maximum failure rate,
useful life length, reliability evaluation and mitigation issues
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should be also dealt with during the IC useful life “bathtub”
curve segment. The reliability tasks performed in one phase of
the IC lifetime, are often the result of the analysis and trade-
offs performed in an earlier phase; thus a robust design consti-
tutes a reliable IC foundation that enables an effective run-time
lifetime management. Furthermore, the IC reliability has to
be ensured via a closed-loop process, each phase providing
feedback to previous phases to enable further reliability
improvements for the next generation ICs. To this end, the

knowledge of the reliability profile/history over the complete

IC life cycle, can serve to prevent failure recurrence by fixing
its root cause, and not merely its symptom. In consequence, a

deca-nanometer dependable IC needs an integrated approach
addressing the reliability challenge both up-front, at design-
time (pre-Si) and at run-time (post-Si). Extensive reliability
related research has been conducted, from understanding the
fundamentals of the aging mechanisms (e.g., [1], [2], [3], [4],
[5], [6]), modeling device/circuit level degradation for CAD
tools (e.g., [7], [8], [9]), designing aging resistant circuits able
to mitigate/compensate the aging-induced performance degra-
dation (e.g., [10], [11], [12]), to characterizing the dynamic
aging trend using on-line aging sensors’ measurements (e.g.,
[13], [14]). Most of these existing efforts concentrate on dis-
persed reliability enhancing techniques, i.e., that are suited
either solely for design-time, or only for run-time, and most
often without interfacing compatibility and interaction between
design-time and run-time. However, to be effective, the
required resiliency techniques for deca-nanometer ICs should
transcend multiple levels of abstraction, including device, cir-
cuit, micro-architecture, architecture, and system, and envision
cross-layer cooperation for optimizing the outcome.

In view of the above discussion we conclude that a frame-
work able to deal with IC reliability aspects in a unitary man-
ner, is crucial for the design and realization of dependable
computing platforms and in this paper, we propose an inte-
grated framework aiming to address the reliability issues in
a systematic way, from design to run-time. At design-time
we pursue circuit reliability assessment and End-of-Life pre-
diction for aging mitigation/compensation purpose, which
further guides a 4-dimensional Design Space Exploration
(DSE) targeting the identification of an area-power-delay
optimized architecture able to fulfill the reliability specs
under various workload and environmental aggression pro-
files. The reliability compliance is ensured via a reliability
enhanced circuit design (e.g., robust circuit architecture,
aging sensors, and additional aging mitigation/compensation
circuitry). At run-time, based on raw aging sensors data, we
assess the reliability status of the circuit, to be further used to
decide a best suited circuit resources management policy.
For instance, if the reliability requirements are violated cor-
rective actions are taken, e.g., workload re-mapping, reliabil-
ity enhancing circuits are activated, in order to isolate or
rehabilitate the most aging affected circuitry responsible for
the violations. Additionally, at run-time failure related infor-
mation is logged to serve as guideline to next generation ICs
design-time betterment.
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FIGURE 1. Structured view of the different types of parameters
variations.

The remaining of this paper is organized as follows:
Section II presents an overview of the proposed framework
and its main constituents. Section III is dedicated to the
design-time sub-framework, while Section IV is concerned
with the run-time sub-framework. Section V concludes the
paper with a summary.

I. FRAMEWORK DESCRIPTION
As the technology aggressively downscales into the under
100 nanometer regime, as a result of various inaccuracies in
the manufacturing line, of the electrical charge granularity,
and of the matter atomic scale, devices exhibit increased vari-
ability of critical parameters, thus they are not any longer
able to systematically deliver their nominal expected behav-
ior. With each new decananometer technology node, the con-
sequences of scaling are twofold: (i) the IC useful life is
reduced, as the on-set of the final servicing life stage (i.e., the
wear-out stage) is being accelerated, and (ii) the failure rate
during the IC useful life is increased. These two consequen-
ces descend from several variability sources affecting current
nanoscale devices, whose taxonomy is presented in Figure 1.
Device parameter variations can be broadly segregated
into two coarse categories: spatial and temporal (lower half
of Figure 1). The spatial process fluctuations of a device
parameters, caused by manufacturing processes imperfec-
tions (manifested at time # = 0 of post-Si device lifetime),
can be further subdivided into die-to-die variations (e.g., fluc-
tuations of gate width (W), length (L), oxide thickness (Tox),
threshold voltage Vth, etc.) and within-die variations (e.g.,
random dopant concentration, line edge irregularities), both
subcategories resulting in detrimental effects such as
increased delay (mean and standard deviation), thermal run-
aways, and increased power and leakage spread. The tempo-
ral variations caused by temperature and voltage fluctuations,
as well as wear-out intrinsic mechanisms such as Negative
Bias Temperature Instability (NBTI), Hot Carriers Injection
(HCI), Time Dependent Dielectric Breakdown (TDDB),
Electro-Migration (EM), affect critical transistors parameters
(e.g., threshold voltage Vth, transconductance gm, linear and
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FIGURE 2. Reliability-aware circuit design and management
overview.

saturation drain current /), induce abnormal delays and
power dissipation, and shorten the device useful life. Another
manner of categorizing variability is deterministic versus ran-
dom, as depicted in the upper half of Figure 1. The system-
atic component is predictable, and once its influence on the
transistor performance has been evaluated, it can be provi-
sioned for in the design process, and thus completely elimi-
nated. The random component on the other hand, can have
its impact predicted only via a statistical characterization of
the transistor/circuit behavior, and it is much more complex
and costly to be accounted for.

As these variability sources impose a high toll on the devi-
ces reliability, IC reliability must be addressed up-scale from
design- time and in synergy with run-time, in order to fully
take advantage of the performance enabled by newer technol-
ogy nodes, while ensuring the IC lifetime reliability targets
are being met. To this effect, we further introduce the basic
principles governing the envisaged reliability-aware design
and life time management framework. In a nutshell, we pro-
pose a holistic framework, which systematically builds upon
each abstraction level from device to system, and ensures
inter-level operability in order to achieve a wear-out aware
IC lifetime orchestration in line with user defined reliability
targets and performance constraints. The framework can be
regarded as being composed out of two sub-frameworks,
which inter-operate as follows: (i) the design-time sub-frame-
work, which provides the reliability-aware adaptive architec-
ture fabric, and (ii) the run-time sub-framework, which (a)
dynamically manages the fabric wear-out profile, while ful-
filling a set of user defined Quality-of-Service requirements
(e.g., power lower than, throughput larger than, keep alive
the key live-support components/tasks until, provide warn-
ings if predicted time-to-failure is smaller than) based on
information acquired by the fabric’s network of sensors, and
(b) maintain a full-life reliability log, to be fed-back to the
design-time sub-framework in order to identify where most
of the failures occurred and obtain hints about how to con-
duct the reliability-aware design of the next IC generation.

Figure 2 depicts a global overview of the proposed reli-
ability-aware framework. Broadly speaking, the framework
relies on device level physical models for the failure
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FIGURE 3. Reliability-aware circuit design sub-framework.

mechanisms that can affect the transistors at run-time (e.g.,
NBTI, HCI, TDDB). Upon those, circuit-level degradation
models associated with the deterioration of a circuit specific
performance parameter (e.g., delay, slope), are built. With
certain modifications (e.g., for faster evaluation at run-time,
increased accuracy at design-time), such degradation models
allow for circuit reliability estimation at both design- and
run-time. At design-time, based on the reliability status of a
circuit design, together with its delay, power consumption,
and area, a multi-objective design process can be enabled.
This yields a circuit realization augmented with aging
mitigation ancillary circuitry, such that specific reliability
requirements can be fulfilled at run-time under the various
environmental and working conditions that might arise. At
run-time, dedicated aging sensors are utilized to dynamically
extract the parameter which quantitatively reflects the aging
status either from the device (e.g., threshold voltage at the
transistor level), or directly from the circuit—alleviating thus
the need of aging information abstractization from device to
circuit-level—(e.g., the circuit power supply current). The
aging sensors raw data are then processed in order to extrapo-
late the circuit aging status that can be further utilized in
failure time prediction and/or reliability-aware resource man-
agement. A dynamic reliability manager makes use of the
obtained information to decide upon a policy of aging miti-
gation/compensation, e.g., reliability-aware task scheduling,
resource allocation, dynamic frequency/voltage scaling.

Subsequently, we address the architectural details pertain-
ing to each main component of the proposed reliability-aware
framework.

lll. THE DESIGN-TIME SUB-FRAMEWORK

The design-time sub-framework, schematically depicted in
Figure 3, concerns itself with the reliability optimized and
lifetime manageable hardware platform design, laying the
infrastructure on which the run-time sub-framework operates.
Specifically, it allows the designer to: (i) perform a 4-dimen-
sional Design Space Exploration, in order to obtain a reliabil-
ity optimized circuit realization, that is compliant with given
delay, area, and power constraints, (ii) pre-characterize the
reliability enhanced circuit outputs Word Error Rate (WER)
for a wide range of gate error probabilities, and (iii) generate



a reliability wrapper containing the hardware means that
allow the run-time sub-framework to observe and control the
fabric according to Quality-of-Service (QoS) specifications.

The DSE is concerned with the identification of a circuit
realization able to perform the targeted computation, with a
maximum output Word Error Rate o~ compliant with appli-
cation/user defined reliability specifications, which could be
much smaller than the targeted fabrication technology spe-
cific gate error rate a;, during the circuit intended lifetime.
More precisely, it is not an optimum circuit realization that is
being sought, but rather a realization that fulfils the reliability
constraints, while minimizing the other 3 design constraints
(i.e., area, delay, and power), possibly with different priori-
ties. The design space exploration is performed via an itera-
tive 2-step process: (i) conduct logic synthesis, and (ii)
evaluate the performance and reliability of the circuit realiza-
tion obtained from (i). To evaluate the reliability of a circuit
realization, the circuit is subjected to an aggression profile
that is likely to be encountered at run-time, and accelerated
life simulation is performed (e.g., a device 10-year useful life
is shrunk down to a very short period, such that the device
reliability can be investigated and dealt with during that
period). Aging models are then employed in order to infer
the circuit reliability after ¥ years of operation, and predict
its remaining useful life. If the output Word Error Rate
and end-of-life targets are not being met, rewriting the
initial circuit function, such that a more reliable circuit reali-
zation is obtained [15], and/or designing and employing
reliability enhancers, e.g., modular redundancy [16], averag-
ing cell [17], coding [18], are pursued and the entire cycle
repeated until an acceptable realization is identified.

Once the reliability optimized circuit is identified it has to
be evaluated for gate error rates into a neighbourhood of a,
to asses its output behaviour under various (other than the
expected) aggression profiles. To this end a set of Monte Carlo
simulations are required to estimate the circuit outputs WER
in a 3-dimensional space, as a function of aging, temperature,
and radiation, as they constitute the main sources of in-field
degradation provisioned by sensors. The obtained WER sur-
face is meant to serve as run-time reference for evaluating the
instantaneous WER (the WER point corresponding to the
aging, temperature, and radiation values currently sampled by
the sensors), and as consequence to pursue the actions deemed
as the most appropriate for that particular situation.

Generally speaking, an IC will be exposed to various in-

field aggression profiles, some of which may be different
than the profiles accounted for, during the IC design phase.
In such cases, in order to meet the desired reliability target
throughout in-field utilization, there are two main avenues
for designing the reliability-enhanced IC: (i) extensively
account, during the design phase, for the various stress con-
ditions which might be encountered in-field, and (ii) account
for the typical stress conditions at design-time, which makes
the design process less expensive (time consuming), and
combine this with a run-time approach to adaptively allevi-

ate/mitigate degradation when the in-field stress conditions

are different than the typical ones considered at the IC design
phase. The first approach may be prohibitively complex,
increasing unreasonably the 4-dimensional design space
exploration (delay-area-power-reliability) time complexity,
and possibly resulting in a circuit realization with unafford-
able high area/delay/power overheads. Moreover, one may
never be able to account for all scenarios to be encountered
in-field, mostly when designing IP blocks meant to be inte-
grated into various SoC designs. The proposed framework
follows the second line of reasoning and augments the circuit
realization designed to withstand typical stress conditions,
with a reliability management wrapper, which creates the
premises for lifetime adaptive, reliability-aware circuit man-
agement. Thus, circuits designed according to our methodol-
ogy can be smoothly integrated into larger SoCs and stand
different operating conditions without requiring any addi-
tional redesign. At its turn the SoC has to be equipped with a
global reliability wrapper able to manage the IP parts accord-
ing with user requirements and operation conditions. Given
that in-field ICs may have to operate under different (harsher)
aggression profile than the one utilized during the DSE pro-
cess the real wear-out after Y years of operation may be dif-
ferent than the expected one. Due to this, even though the
circuit was designed to provide a smaller than ¢~ WER for
its intended lifetime, it might fail to due so. To handle such
situations the circuit has to be augmented with a reliability
management wrapper, which creates the premises for lifetime
adaptive, reliability-aware circuit management. The wrapper
structure and detailed design depend on the circuit it protects
but in principle it includes: (i) in-situ sensors (e.g., tempera-
ture, aging, radiation) for run-time fabric health status
monitoring, (ii) mitigation/compensation mechanisms (e.g.,
Dynamic Frequency Voltage Scaling (DFVS), adaptive body
biasing), (iii) adaptation knobs to control fabric operation
regime according to the run-time sub-framework decisions,
and (iv) a dedicated communication infrastructure to allow
for sensor observation and knobs control.

In the remainder of the section we detail the design-time
sub-framework key aspects, i.e., the reliability evaluation
and the reliability wrapper generation.

A. IC RELIABILITY EVALUATION

Reliability evaluation at design-time is crucial for the identi-
fication of circuit architectures able to fulfil reliability,
besides the traditional delay, power, and area constraints. To
this end, one may start from inferring the aging status at tran-
sistor level (for not too big and highly accurate reliability
requirements). For this purpose, we propose a design-time
device-level aging assessment and prediction model [19] that
makes use of the transistor output signal slope as aging quan-
tifier, and accounts not only for the intrinsic self-degradation
but also for the influence of the surrounding circuit topology.
The model is able to capture the joint effect of multiple con-
comitant aging mechanisms, e.g., NBTI, HCI. Due to space
limitations, details pertaining to the transistor-level aging
assessment model are suppressed.



As aging quantifier at the circuit-level, the circuit propaga-
tion delay (given by the circuit critical path) can be chosen.
This can be justified by the fact that due to aging transistors
will switch slower, or fail to switch altogether, which is
reflected at the circuit level, for instance, in the deterioration/
violation of the circuit timing specifications (i.e., in the
degradation of the circuit critical path propagation delay),
eventually leading to circuit malfunction (i.e., erroneous com-
putation results as the wrong values get sampled). Thus to be
able to combat wear-out, the transistors whose aging impact
the most the aging of the circuit should be actively monitored
via wear-out sensors. As embedded wear-out sensors are
expensive in terms of silicon area and since a circuit may
encompass thousands of propagation paths and transistors, a
reduction of the number of wear-out measurement sites is thus
required for circuit aging derivation tractability purposes.

As far as the paths are concerned, we employ as reduction
criterion the path criticality within the circuit from the timing
point of view. Specifically, if the aging induced degradation
of a certain path P; is larger than that of the initial (unaged,
at time 0) critical path Py (which determines the clock
period), then the circuit timing constraints are violated, and
Py becomes the new critical path. Therefore, in order to
assess the circuit reliability profile, we consider as critical
paths the ones that could violate the timing constraints when
their comprising transistors are subjected to wear-out induced
degradation. By following this principle, the aging of the crit-
ical paths can be determined at design-time by performing
aging-aware statical timing analysis [20].

We note that for a critical path, only a small percentage of
its transistors could potentially cause significant circuit per-
formance degradation due to their aging. As a consequence,
a critical path end-of-life can be estimated from a reduced
subset of all its comprising transistors, i.e., the path’s kernel
of critical transistors. Thus, the circuit kernel transistor set—
to be monitored by sensors—can be formed as the reunion of
the critical transistors for each critical path.

Even though a circuit path may comprise a plethora of
transistors, some of them may be weakly correlated with the
end-of-life of the critical paths, while others may be redun-
dant in the estimation if their aging is highly correlated with
the aging of other transistors. This suggests the selection of a
reduced, common kernel of critical transistors to be utilized
for estimating the end-of-life of all the critical paths, as a
more appropriate approach. More precisely, we are not inter-
ested in selecting the critical transistors that have aged the
most, but in selecting the ones that are useful from a predic-
tion point of view, e.g., the relevant but redundant transistors
can be excluded from the kernel of critical transistors. In
view of the above, we propose to further reduce the cardinal-
ity of the critical transistor kernel, and estimate each critical
path end-of-life from the same, common subset of critical
transistors, regardless of their appurtenance to a particular
critical path. That is, instead of using a separate subset of
transistors for each path, all of them belonging to the path
whose end-of-life is being estimated, we use a common

Circuit EOL error analysis for different stress profiles
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FIGURE 4. Error analysis of circuit EOL estimation based on criti-
cal transistor EOL values.

kernel of transistors, not all belonging to the critical path
whose end-of-life is being estimated.

The problem of selecting the critical transistors kernel, can
be formalized as follows: Suppose we have n end-of-life
measurements of the p critical paths and of the m transistors
encompassed by the p paths. Let the response variables be
denoted by an x p matrix Y = [y1 ... yp|, and the input vari-
ables by a n x m matrix X = [x1...Xm]. A linear model of
the form

Y=X W, 1

is employed for estimating the responses matrix Y, where W
denotes the unknown m X p regression coefficients matrix
desired to have a minimal number ¢ of non-zero rows. Hence
g denotes the cardinality of the smallest subset of input varia-
bles used to synthesize all response variables. Matrix Y con-
sists of the end-of-life of the critical paths, for the n
measurements; matrix X consists of the end-of-life of the crit-
ical transistors, and W contains the topology dependent
weights. A detailed description of the afferent mathematical
apparatus can be found in [21].

The validity of estimating a circuit end-of-life from the
end-of-life of the critical transistors in the kernel set, is exam-
ined by considering the ISCAS-85 ¢499 circuit in 45 nm
CMOS technology and exposing it to several stress profiles
(e.g., varying duty-cycle, temperature, input vectors). Based
on each profile’s fresh and aged timing reports, we determine
the set of aging critical paths, i.e., we select the paths with
propagation delay exceeding the clock period. In our case we
impose an end-of-life target of 10 percent propagation delay
degradation, and retain the first 100 critical paths. The initial
set of transistors that constitute the 100 critical paths and
which is to be reduced to a set of critical ones, consists of 53
transistors. Figure 4 illustrates the normalized (EOL values
between 0 and 1, with 1 corresponding to 10 percent nominal
delay degradation) simulated circuit end-of-life values versus
the normalized estimated circuit end-of-life values in the
case of the new set of input aggression profiles.
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FIGURE 5. Error analysis of circuit end-of-life estimation based
on the end-of-life values of the critical transistors.

The simulation results reveal a mean estimation error of 15
percent and a variance of 6 percent, which confirms that the
determined kernel of critical transistors can be utilized to
estimate the circuit end-of-life at run-time fairly accurate.

Since the reliability-aware management of integrated cir-
cuits implemented in advanced technology nodes requires
reasonably accurate but fast run-time reliability profiling, a
further reduction of the number of aging measurement sites
could be desired. To this extent, we study the trade-offs
between the number of critical transistors that are used for
end-of-life circuit estimation, and the circuit end-of-life esti-
mation accuracy. Figure 5 depicts the error analysis of the
circuit end-of-life, for different subsets—with different cardi-
nality—of critical transistors, when subjecting the circuit to 5
new stress profiles. For each stress profile, 5 subsets of criti-
cal transistors with different cardinalities, which are obtained
by reducing the initial critical transistors kernel with 2, 5, 10,
25, and 30 percent, are being considered. The percentage of
estimation accuracy loss is reported relative to the estimation
accuracy obtained when using the entire kernel of critical
transistors. The transistors are eliminated based on their rele-
vance in estimating the circuit end-of-life (i.e., the less rele-
vant goes out first).

We observe a similar trend of the end-of-life circuit esti-
mation quality loss when decreasing the number of critical
transistors for all considered stress profiles. As concerns the
differences in the rate of estimation accuracy loss, they can
be attributed to the relevance of the dropped transistors in
estimating the model responses for considered input stress

profiles. However, taking into consideration that in most sit-
uations a very precise estimation of the circuit end-of-life is

not required, a coarse reliability assessment is sufficient to
enable graceful performance degradation and prolong the cir-
cuit lifetime via aging mitigation and