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ABSTRACT Unmanned aerial vehicles (UAVs) represent an assistance solution for home care of depen-
dent persons. These aircraft can cover the home, accompany the person, and position themselves to take pho-
tographs that can be analyzed to determine the person’s mood and the assistance needed. In this context, this
work principally aims to design a tool to aid in the development and validation of the navigation algorithms
of an autonomous vision-based UAV for monitoring dependent people. For that, a distributed architecture
has been proposed based on the real-time communication of two modules, one of them in charge of the
dynamics of the UAV, the trajectory planning and the control algorithms, and the other devoted to visualizing
the simulation in an immersive virtual environment. Thus, a system has been developed that allows the evalu-
ation of the behavior of the assistant UAV from a technological point of view, as well as to carry out studies
from the assisted person’s viewpoint. An initial validation of a quadrotor model monitoring a virtual character
demonstrates the advantages of the proposed system, which is an effective, safe and adaptable tool for the
development of vision-based UAVs to help dependents at home.

INDEX TERMS K.4.2.b assistive technologies for persons with disabilities, L.2.0.k virtual reality, I.2.9.a
autonomous vehicles

I. INTRODUCTION

Unmanned aerial vehicles (UAVs)are promising candidates
for several vital applications. In this sense, public safety and
emergency communications could be enhanced using UAVs
as mobile stations that are rapidly deployed to improve the
network coverage after a natural disaster or malevolent
attacks in which the communication infrastructures are dam-
aged and dysfunctional [1]. In such a situation where the
Internet would not be available, UAVs could be used as a
communication link to assist disaster management with pos-
sible victims by means of smartphone apps connected to the
new networks to allow communications [2].
Similarly, cooperation between multiple UAVs exchang-

ing data with each other in the air can be a key support for
carrying out various types of missions, while providing the
necessary assistance to ground networks [3]. Improving

communications in vehicular ad hoc networks where critical
road information could be shared [4] or monitoring roads to
detect incidents and share information to alert and guide
emergency vehicles using a global view of the road are some
of the future applications of UAV networks [5].
The above are mainly aimed at reducing the response time

in emergency situations, helping to limit material damage or
even save human lives. However, UAVs can also be used to
aid people to improve their quality of life on a regular basis.
Among others, drones could enhance attendance in rural
areas for people with chronic diseases by delivering and col-
lecting medical supplies, while reducing travel and patient
care costs [6]. Regarding home care, UAVs represent a future
model of personal robots to assist dependent persons like
elderly people living alone. Unlike solutions designed for
nursing homes that require a specific network infrastructure,
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where patients use a physical device to monitor their health
status, UAVs can contribute to monitor dependents and
enable them to continue living in the comfort of their homes.
Indeed, a UAV equipped with an on-board camera allows,

unlike static vision systems or other ground robots, overcom-
ing possible barriers at home, such as stairs, as well as
accessing to remote points, avoiding dead angles, positioning
itself in front of the person, and accompanying the person in
real time [7], [8]. In this manner, it would be possible to take
snapshots that are processed with computer vision techniques
to determine the person’s state (both physical and emotional).
Thus, by non-invasive methods such as automatic recogni-
tion of emotions [9], [10], [11], which studies speech and/or
facial expressions, among others, it is plausible to analyze
the person’s mood as an initial step towards assisting him/her
at each situation or condition.
Our current research is focused on the development of

such UAVs based on computer vision for assisting care-
dependent persons at home [12]. This is a fairly new
research field. In this regard, we can mention a proposal of a
customized quadcopter to supervise patients indoors using
images, sonar and voice recognition strategies [13]. At a very
early stage of development, this work compiles several exist-
ing algorithms for some of the technical problems that need
to be addressed to achieve fully autonomous navigation, but
it does not develop any solution beyond the description of
the hardware selected for the air vehicle.
We believe that the development of an autonomous vision-

based UAV to assist dependents entails multiple challenges,
both of a more technical nature and others related to human
factors [14]. In the first group, the need of a trajectory plan-
ner to guide the motion of the UAV during the monitoring
process must be highlighted. Here, the ability of autonomous
navigation is primordial. In the second group, the acceptance
of the technology by the dependent person and his/her family
is essential for these new assistant robots to be viable. At this
point, a trust relationship between the assistant UAV and the
assisted person should be encouraged. Similarly, it is neces-
sary to respect the personal space of the person when plan-
ning routes during monitoring and to hinder as little as
possible the usual routine of the person at home.
The technical and human factors, which have been briefly

summarized, lead to focus on these two aspects during the
development phases of the assistant UAVs. This way, it is nec-
essary to test the different engineering solutions, but also people
must be given the opportunity to assess this type of assistance
system before bringing it to real homes. In order to achieve this
objective, we rely on the use of virtual reality technology, as it
allows testing in a controlled environment prior to building any
physical device. Therefore, this paper presents a framework
based on the integration of precise numerical simulations of the
dynamics of the UAV, including the control algorithm and the
path planner, complemented with a virtual reality simulation of
the scenarios in which the target users will face the technology.
Virtual reality (VR), despite several adverse symptoms

suffered by some people [15], has traditionally been used for

simulating environments due to their capacity to reduce time
and cost [16], eliminate risk for people and equipment [17],
[18], training [19], etc. This is specially true for robotics [20],
[21], since it allows rapid prototyping and algorithm devel-
opment, and system verification, among other things. The
rationale behind the use of VR in this work is twofold.
On the one hand, we wanted to use the virtual environment
as a test bed for our autonomous navigation algorithms,
reducing the risk of crashing the UAV or hurting the partici-
pants. On the other hand, it is possible to carry out user-cen-
tered studies to assess the acceptance of the UAV. By using
immersive VR technology, the assisted person experiences
the feeling of having a UAV flying around while, for exam-
ple, they are required to perform common activities of daily
living in a 3D environment that recreates a house. This
approach enables carrying out studies and analyses centered
on both the assisted person and the assistant robot. The con-
clusions drawn from the tests will allow modifications and
improvements, mainly related to the physical characteristics
of the UAV and the design parameters of the flight planner.
The contributions of this work are (i) the implementation

of a development and validation tool based on the real-time
communication of a UAV simulator and a VR visualizer to
allow evaluations both from the technical and human points
of view. This will lay the foundation of our research on fully
autonomous vision-based UAVs to assist dependent persons
in real homes; (ii) a detailed description of the current imple-
mentation of the trajectory planning algorithm for the flight
of a quadrotor equipped with a camera to monitor a person,
which was briefly introduced in a previous work [22], and
which has been extended to consider turns of the head to
improve the capture of facial images; (iii) new simulation
results using the VR tool developed to evaluate the perfor-
mance of the new trajectory planner and the control algo-
rithm for the monitoring process as well as to verify the
proper communication of the two modules which compose
the platform; (iv) a preliminary study on the acceptance of
the assistant UAV by several participants using the devel-
oped tool and the immersive VR technology.
The remainder of the paper is as follows. Section II

describes the architecture proposed for the VR validation of
the assistant UAV, and introduces the two next modules. The
UAV Simulator is presented in Section III, which contains
the dynamic model of the UAV, the control algorithm and
the trajectory planner. On the other hand, the VR Visualizer
is depicted in Section IV. Next, the communication between
these two modules is described in Section V. The simulation
results of the UAV monitoring a virtual person by using the
VR validation tool are presented in Section VI, while the
acceptance evaluation of the assistant UAV is detailed
in VII. Finally, Section VIII concerns the conclusions of the
work and future research.

II. VIRTUAL REALITY VALIDATION OF THE UAV

In order to achieve our objective of providing a VR platform
for the validation of assistant UAVs in a home environment,
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a system is proposed based on the conceptual distributed
architecture depicted in Figure 1. The main aim is to decou-
ple the UAV simulation from the visualization, since these
two processes require significant computing resources [21].
Moreover, such an approach opens the door to future config-
urations where several UAVs and users may connect to the
same simulation.
Figure 1 shows the two main components, an UAV Simula-

tor and a VR Visualizer that exchange information between
them. The UAV Simulator is in charge of controlling the
behavior of the UAV, simulating its in-flight dynamics and
creating trajectories for its movement inside the virtual
house. On the other hand, the VR Visualizer renders the
environment and the UAV for the target user to either test
the behavior of the UAV or to assess their experience with it.
Therefore, both modules produce information that is needed
for each other. This exchange requires a fast and reliable
transportation of the information between the components
involved in the simulation.
Therefore, the main information needed for the

exchange includes the position and orientation of the
UAV inside the virtual environment at each particular
time, which is provided by the UAV Simulator. At the
same time, this module use the real-time information pro-
vided by the VR Visualizer regarding the position and ori-
entation of the user inside the virtual environment in order
to adjust the trajectories. Similarly, the VR Visualizer
uses the information transmitted by the UAV Simulator to
render the aircraft within the virtual environment at a loca-
tion and with an orientation according to the physical sim-
ulation received.

III. UAV SIMULATOR

This section describes the actual implementation of the UAV
Simulator module as described in Figure 1. The aim is to
reproduce the flight of the UAV during the monitoring process
in a precise way, considering its dynamics, the action of the
controller and the trajectory planner. In the end, this deter-
mines the reference trajectories for the position and orienta-
tion variables of the UAV to achieve the desired movement of
the aircraft for monitoring the person. For this purpose, the
MATLAB/Simulink environment was selected for the follow-
ing reasons: (i) it allows high performance real-time simula-
tions of dynamic systems using the Simulink Desktop Real-
Time tool [23]; (ii) it is possible to measure and graphically
represent the system’s states, control inputs, and references,
allowing different algorithms to be evaluated and compared;
(iii) it has been used to test robust control algorithms designed
by our research group for different UAV models and plat-
forms, such as the TRMS laboratory helicopter [24], [25];
and, (iv) it facilitates the integration with the VR visualization
module by means of MQTT in MATLAB [26] (which imple-
ments the Message Queue Telemetry Protocol). However,
and despite these advantages, at this point, we should mention
that the use of other environments, such as Robot Operating
System (ROS) and Gazebo which has also been used for simu-
lating UAVs [27], [28], [29], is not ruled out for the final
implementation of our system.
A complete diagram of the UAV Simulator module is rep-

resented in Figure 2. It is composed of the dynamic model of
the rotatory-wing UAV selected (a quadrotor), the general-
ized proportional integral (GPI) controller [30], and the tra-
jectory generator. As can be observed, the trajectory planner
calculates the smooth reference trajectories for the position
and yaw angle of the quadrotor. These references are used by
the GPI algorithm to modify the control inputs to guide the
flight of the air vehicle. During the flight, the main objective
of the UAV is to monitor the dependent person, i.e., to posi-
tion itself correctly to capture snapshots of the person with
the camera on board. The images are sent to a base station to
determine the assistance required in each moment after ana-
lyzing the person’s mood.

FIGURE 1. High-level view of the system proposed.

FIGURE 2. General control scheme.
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Next, we describe the dynamics of the UAV, the control
algorithm and the states that form the trajectory planning.

A. THE DYNAMICS OF THE QUADROTOR

A quadrotor is a rotatory-wing UAV formed by four rotors
arranged in the shape of a cross and equidistant from the cen-
ter of mass of the aircraft [30]. Such a vehicle allows vertical
take-off and landing, and is characterized by a high maneu-
verability, agility, and versatility. In addition, it can move at
low speed, reducing the risk of collision in flight, and
improving the quality of the image recorded by a camera
aboard. For all these reasons, it has been considered suitable
for the proposed approach. The quadrotor’s thrust is gener-
ated by the four fixed-angle propellers of the rotors. The lift
forces are modified by changing the propellers rotation
speed, thus achieving the three possible movements, namely,
pitch, roll, and yaw. The system of equations that model its
dynamic behavior is obtained through the Euler-Lagrange
approach [31], resulting in:

m€x ¼ �u sin u €c ¼ tc

m€y ¼ u cos u sinf €u ¼ tu

m€z ¼ u cos u cosf � mg €f ¼ tf;

where m is the mass, g is the gravity acceleration, x and y are
coordinates in the horizontal plane, z is the vertical position,
the angles f, u and c express the independent orientation
angles, u is defined as the total thrust and tc, tu and tf denote
the angular moments (yawing moment, pitching moment and
rolling moment, respectively). Moreover, the following
assumption has been considered: orientation angles u and f

are upper and lower bounded in intervals � p
2 < f < p

2 and� p
2 < u < p

2.

B. THE CONTROL

A control scheme is mandatory to regulate track the trajec-
tory generated by the planner in order to perform a precise
flight that monitors a dependent. For this, a GPI controller,
based on the theory of differential flatness, has been selected,
which has demonstrated good performance in the control of
nonlinear systems. GPI control sidesteps the need for tradi-
tional asymptotic state observers and directly utilizes struc-
tural state estimates in place of state variables [32]. The
impact of non-modeled dynamics is suitably compensated in
the feedback control law by means of integrals of the output
tracking errors.
The complete design of the GPI controller was designed in

a previous work of our research group [30], and the results of
that research demonstrated the effectiveness of the approach
in comparison with the classical PID control in the following
terms: (a) stabilization and trajectory tracking tasks; (b) per-
formance when the measured signals are corrupted by noise;
and (c) dynamic response when atmospheric disturbances
trouble the quadrotor.

C. THE PLANNING OF THE TRAJECTORY

Trajectory planning problematic has attracted the interest of
the research community in recent years [33], [34], [35], [36],
[37] as it is one of the main technical aspects to sort out for
autonomous navigation of mobile robots and the control of
mechatronic systems. In this sense, this section explains the
trajectory planner implemented for the quadrotor. The objec-
tive of trajectory generation is to position the UAV with an
on-board camera in order to capture facial images of the care-
dependent person. Thus, the planner calculates the flight path
for the quadrotor so that it performs the monitoring process.
In this regard, an initial algorithm was recently intro-

duced [22], which is now explained in detail. In addition, the
new version of the trajectory generator improves the capture
data state, so that when it detects that a person turns his/her
head (thus remaining out of sight of the on-board camera), the
UAV corrects its position (which means that it moves in the
most convenient direction around the person to look for his/her
face again). Also, as a novelty with respect to the previous
work, it should be noted that now the trajectory planning algo-
rithm is tested on the designed VR platform. The planner
receives the data of the person in real-time, while the initial
planner was only tested by means of numerical simulations in
which the position and orientation of the person was fixed
before running the simulation.
The following assumptions have been considered during

the development of the trajectory planner: (i) the sensory
information, in this case the VR Visualizer, provides the
position of the person (defined by the coordinates of his/her
head) and the face’s direction (used to determine when the
UAV is in front of the person’s face and detect if he/she turns
the head during the facial images capture); (ii) the dependent
person does not walk during the monitoring flight; (iii) there
are no obstacles in the UAV’s working space; (iv) a safety
radius is defined around the person to avoid unexpected colli-
sions with the person. Energy limitations are not considered
at this time since the UAV is located at its base until the mon-
itoring process begins and returns when it ends. Therefore, it
is assumed that the energy level is sufficient to complete the
process in this short period of time.
As can be observed in the general control scheme of

Figure 2, under the assumption that the person’s position
ðxpðtÞ; ypðtÞ; zpðtÞÞ and direction ðapÞ are known, the planner
defines the reference trajectories for the position coordinates
(x�ðtÞ; y�ðtÞ; z�ðtÞ) and yaw angle ðc�ðtÞÞ of the UAV. These
references are used by the GPI control law to create the nec-
essary control actions in order to both achieve the stabiliza-
tion of the system and the tracking of the references and,
consequently, to govern the motion of the UAV to monitor
the care-dependent person.
The overall description of the monitoring process is the fol-

lowing. The UAV takes off up to the height defined by the per-
son’s face. Then, the UAV approaches the person until a safety
position (defined by a safety radius R). Next, a circular move-
ment is performed around the person in order to localize his/her
face, stopping for a while to emulate the capture of facial
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images. In addition, and as a novelty in relation to the previous
work [22], the UAV adapts its flight to correct its position
when changes in the person’s face direction are detected until it
completes the facial images’ capture. After that, the UAV com-
pletes the circular motion and returns to its base. Therefore, the
monitoring flight is composed of a series ofmaneuvers. To gen-
erate the reference trajectories for each of them, the trajectory
planner is implemented as a state machine.
The states that make up the planner are described next in

detail. Considering the person’s position and direction, the
UAV’s output variables and the previous state, the trajectory
planner calculates the reference signals for the quadrotor’s posi-
tion ðx; y; zÞ and yaw angle ðcÞ. In this case, a total of twelve
states has been defined so that the UAVmonitors the dependent
person. An illustration of the states is represented in Figure 3. It
should be noted that: (i) the planner defines the references so
that theUAV camera’s focus points towards theUAV’s forward
direction or the person; (ii) the UAV’s initial state is defined by
the base’s position ðxb; yb; zbÞ and the initial yaw angle ðcð0ÞÞ;
(iii) the configurable parameters of the trajectory planner are
detailed in Table 1. Below, the calculation of the reference tra-
jectories for each state is detailed, using the following notation:

� tin: initial time of state n
� tif : final time of state n
� xin ¼ xðtinÞ: initial value of x coordinate at the begin-

ning of state n (at instant tin)
� yin ¼ yðtinÞ: initial value of y coordinate at the begin-

ning of state y (at instant tin)
� zin ¼ zðtinÞ: initial value of z coordinate at the begin-

ning of state n (at instant tin)
� cin ¼ cðtinÞ: initial value of c angle at the beginning

of state n (at instant tin)
State 0: Home. This is the initial state of the trajectory

planner. As can be observed in Figure 3(a), the UAV is
located on its base (ðxi0; yi0; zi0Þ ¼ ðxb; yb; zbÞ), with an initial
orientation ðci0 ¼ cð0ÞÞ, waiting for instructions. This way,
when the UAV receives the instruction to start the monitor-
ing process, the planner transits to state 1.
State 1: Takeoff. Before searching the person, the UAV

must take off until reaching the altitude level defined by the
person’s height (coordinate zp). For this takeoff maneuver,
the reference path of the z coordinate is calculated as a ramp
function whose slope is the configurable speed parameter vz,
and the initial and final positions are the altitude of the base
(zb) and person (zp), respectively. For its part, the UAV’s
position at horizontal plane ðx; yÞ and its yaw angle (c) are
maintained during the takeoff (see Figure 3(a)). This way,
the reference trajectories for state 1 are defined as follows:

x�1ðtÞ ¼ xi1; y�1ðtÞ ¼ yi1

z�1ðtÞ ¼ zb þ t�ti1
tf 1�ti1

� �
� ðzp � zbÞ c�

1ðtÞ
(1)

where tf 1 ¼ ti1 þ zp�zb
vz

���
��� is the time in which state 1 ends. At

that moment, when the UAV reaches the position ðxb; yb; zpÞ,
the planner transits to state 2.

State 2: Person Search. In this maneuver, the UAV is
requested to modify its yaw angle maintaining the 3D posi-
tion in the space. The objective is that the on-board camera’s
focus points towards the person (see Figure 3(a)). Since the
position of the person is known, it is possible to determine
the angle formed by the imaginary line (in the horizontal
plane) joining the UAV’s center with the person face’s cen-
ter, a ¼ arctanðyp�yi2

xp�xi2
Þ. Thus, the UAV’s final yaw angle

ðcf 2Þ should be the difference between a and the camera’s
angle ðacameraÞ so that the on-board camera focuses on the
person. For such adjustment in the yaw angle, a ramp func-
tion is defined whose final time is determined by the state’s
start time, the initial and final angular positions, and the vc

velocity parameter, tf 2 ¼ ti2 þ ða�acameraÞ�ci2
vc

���
���.

This way, the reference trajectories for state 2 results as
follows:

x�2ðtÞ ¼ xi2; y�2ðtÞ ¼ yi2; z�2ðtÞ ¼ zi2

c�
2ðtÞ ¼ ci2 þ t�ti2

tf 2�ti2

� �
� ðcf 2 � ci2Þ:

(2)

When the camera’s center is aligned with the person, that is,
when the UAV’s yaw angle reaches an angular position
equal to a � acamera, the trajectory planner transits to state 3.
State 3: Approximation. Once the camera’s focus points

towards the person, the next step is the approach maneuver.
Maintaining the flight height, the UAV must reach the safety
position in the circle of radius R around the person. The safety
position’s coordinates in the horizontal plane z ¼ zp are deter-
mined from the initial distance between the UAV’s position

and the person’s position, d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxp � xi3Þ2 þ ðyp � yi3Þ2

q
, as

follows:

xsp ¼ xi3 þ ðxp � xi3Þ � d�R
d

ysp ¼ yi3 þ ðyp � yi3Þ � d�R
d :

The UAV must, therefore, make a movement in a straight
line towards the person to travel the diagonal h ¼ d � R (see
Figure 3(b)). For this purpose, the reference paths for the hor-
izontal position of the UAV (x�ðtÞ, y�ðtÞ) are defined as ramp
functions whose slopes are given by the x and y components
of the velocity vd (configurable parameter), while the altitude
coordinate and yaw angle are constants in state 3:

x�3ðtÞ ¼ xi3 þ vd � ðxp�xi3Þ
d � ðt � ti3Þ

y�3ðtÞ ¼ yi3 þ vd � ðyp�yi3Þ
d � ðt � ti3Þ

z�3ðtÞ ¼ zi3; c�
3ðtÞ ¼ ci3:

(3)

When the UAV reaches safety position ðxsp; ysp; zpÞ, the plan-
ner transits to state 4.
State 4: Waiting in Safety Position. Before starting the cir-

cular motion around the person, the UAV remains static dur-
ing a brief period of time in state 4 (see Figure 3(c)). This
way, the reference trajectories for the position and yaw angle

VOLUME 9, NO. 3, JULY-SEPT. 2021 1305

Belmonte et al.: Virtual Reality Simulation of a Quadrotor to Monitor Dependent People at Home

Authorized licensed use limited to: b-on: UNIVERSIDADE DO MINHO. Downloaded on May 30,2022 at 13:20:22 UTC from IEEE Xplore.  Restrictions apply.



FIGURE 3. Graphical representation of the trajectory planner’s states.
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are constants equal to the initial value of these parameters at
the beginning of the state.

x�4ðtÞ ¼ xi4; y�4ðtÞ ¼ yi4; z�4ðtÞ ¼ zi4; psi�4ðtÞ ¼ ci4:

(4)

When the programmed timeout (ts4) elapses, the trajectory
planner transits to state 5.
State 5: Face Search. In the fifth state (see Figure 3(d)), the

UAV is requested to make a circular motion around the person
while varying the yaw angle, so that the on-board camera con-
tinues to point to the person. For its part, the flight altitude is
maintained constant. This way, the reference trajectory for the
UAV’s horizontal position (coordinates x and y) are calculated
as a uniform circular motion of radius R from the initial angu-
lar position defined by b5 ¼ ci5 þ p þ acamera ¼ pþ a,
where a is the angle defined above in state 2. At the same
time, the yaw angle is gradually modified according to the
increment in the angular position as a result of the circular
motion.
Therefore, the definition of the reference trajectories for

state 5 is as follows:

x�5ðtÞ ¼ xp þ R � cos vcðt � ti5Þ þ b5ð Þ
y�5ðtÞ ¼ yp þ R � sin vcðt � ti5Þ þ b5ð Þ
z�5ðtÞ ¼ zi5; c�

5ðtÞ ¼ ci5 þ vcðt � ti5Þ:
(5)

When the UAV is in front of the person’s face, that is, when
the UAV reaches the photo position, the trajectory planner
transits to state 6.
State 6: Data Capture. Once the UAV is positioned in

front of the person’s face, in position ðxph; yph; zphÞ, it is nec-
essary to maintain it to capture facial images (see Figure 3
(e)). The images are sent to a base station responsible for ana-
lyzing facial expressions in order to determine the person’s
mood. Thus, and in a similar way to state 4, the reference tra-
jectories for the UAV’s position and yaw angle are constants

equal to the initial value of these parameters at the beginning
of the state.

x�6ðtÞ ¼ xi6; y�6ðtÞ ¼ yi6; z�6ðtÞ ¼ zi6; psi�6ðtÞ ¼ ci6:

(6)

When data capture time ts6 elapses without detecting signifi-
cant changes in the person’s head direction (i.e., the person’s
face remains in the field of view of the UAV’s camera), the
data capture process is considered completed and the trajec-
tory planner transits to state 7. Conversely, when the person
turns his/her head before the capture is completed, the UAV
must again turn the person over to look for his/her face. To
do this, the trajectory planner returns to state 5 (and adapts
the sign of the angular velocity so that the UAV navigates
around the person in the most convenient direction according
to the head’s spin).
State 7: Motion to Safety Position. After data capture, the

UAV must continue the circular motion around the person
and reach again the safety position ðxsp; ysp; zspÞ (see Figure 3
(f)). Thereby, and in a similar way to state 5, the reference
trajectories for the UAV’s horizontal position (coordinates x
and y) are calculated as a uniform circular motion of radius
R. Nevertheless, in this case, the initial angular position is
defined by b7 ¼ ci7 þ p þ acamera. For its part, the altitude
is maintained constant while the yaw angle is incremented
again, so that the UAV’s camera still focuses on the person.
Hence, the reference paths in state 7 for the UAV’s position
and yaw movement are the following:

x�7ðtÞ ¼ xp þ R � cos vðt � ti7Þ þ b7ð Þ
y�7ðtÞ ¼ yp þ R � sin vðt � ti7Þ þ b7ð Þ
z�7ðtÞ ¼ zi7; c�

7ðtÞ ¼ ci7 þ vðt � ti7Þ:
(7)

When the UAV reaches safety position ðxsp; ysp; zspÞ, the
planner transits to state 8.

TABLE 1. Parameters defined in the UAV simulator (MATLAB/Simulink environment).

DESCRIPTION VALUE

UAV’s Parameters
Initial Position (Base Position) ðxb; yb; zbÞ ¼ ð0; 0; 0Þ [m]
Initial Yaw Angle cð0Þ ¼ 0 [rad]
Camera’s Angle acamera ¼ p=4 [rad]
Mass m ¼ 1 [Kg]

Planner’s Parameters
Safety Radius R ¼ 2 [m]
Velocity in Z axis vz ¼ 8:16 � 10�2 [m/s] (takeoff); vz ¼ 4:08 � 10�2 [m/s] (landing)
Velocity in Diagonal Motion at Horizontal Plane ðx; yÞ vd ¼ 0:1 [m/s] (state 3) ; vd ¼ 0:2 [m/s] (state 9)
Angular Velocity for Yaw Adjustment vc ¼ 3 � p=50 [rad/s]
Angular Velocity for Circular Motion vcircle ¼ 9 � p=250 [rad/s]
Period of time for State 4 (Waiting in Safety Position) ts4 ¼ 5 [s]
Period of time for State 6 (Data Capture) ts6 ¼ 15 [s]

Simulation Parameters
Sample Time Ts ¼ 0:01 [s]
Simulation Time t ¼ 250 [s]
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State 8: Base Search. This state aims to rotate the UAV so
that its camera’s focus points towards the base (see Figure 3
(g)). Since the UAV is located at the safety position, the turn
ratio to adjust the yaw angle is p[rad]. The 3D position is
maintained during the maneuver. This way, the references
trajectories for state 8 are defined as follows:

x�8ðtÞ ¼ xi8; y�8ðtÞ ¼ yi8; z�8ðtÞ ¼ zi8

c�
8ðtÞ ¼ ci8 þ t�ti8

tf 8�ti8

� �
� ððci8 � pÞ � ci8Þ;

(8)

where tf 8 ¼ ti8 þ ðci8�pÞ�ci8
vc

���
��� is the time in which state 8

ends. At that moment, when the camera focuses towards the
base (the UAV’s yaw angle has already turned -p [rad]), the
planner transits to state 9.
State 9: Return to Base. Similarly to state 3, but in

opposite direction, the UAV travels the distance h ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxb � xi9Þ2 þ ðyb � yi9Þ2

q
, maintaining the flight altitude, to

position itself over the base (see Figure 3(h)). Hence, the ref-
erence paths are defined in a similar way. x�ðtÞ, y�ðtÞ are
ramp functions whose slopes are given by the x and y compo-
nents of velocity vd, while z�ðtÞ and c�ðtÞ are constants:

x�9ðtÞ ¼ xi9 þ vd � ðxb�xi9Þ
h � ðt � ti9Þ

y�9ðtÞ ¼ yi9 þ vd � ðyb�yi9Þ
h � ðt � ti9Þ

z�9ðtÞ ¼ zi9 c�
9ðtÞ ¼ ci9:

(9)

When the UAV reaches the position over the base ðxb; yb; zpÞ,
the planner transits to state 10.
State 10: Yaw Angle Adjustment. Before landing, the UAV

is requested to modify its yaw angle so that it can position on
the base correctly and be ready for the next monitoring pro-
cess (see Figure 3(i)). Thereby, maintaining the position, the
UAV has to modify the yaw angle to its initial value, cð0Þ:

x�10ðtÞ ¼ xi10; y�10ðtÞ ¼ yi10; z�10ðtÞ ¼ zi10

c�
10ðtÞ ¼ ci10 þ t�ti10

tf 10�ti10

� �
� ðcð0Þ � ci10Þ;

(10)

where tf 10 ¼ ti10 þ cð0Þ�ci10
vc

���
��� is the time in which the state

ends and the planner transits to state 11.
State 11: Landing. The last maneuver is to land the UAV

(see Figure 3(j)). For this purpose, a reference path for the alti-
tude coordinate is necessary, while the horizontal position and
yaw angle are constants. Thereby, the reference trajectories are
similar to state 1, but with the difference of the initial and final
positions of the UAV. In this case, the altitude is modified from
the person face’s height (zpÞ to the level of the base (zb).

x�11ðtÞ ¼ xi11; y�11ðtÞ ¼ yi11;

z�11ðtÞ ¼ zp þ t�ti11
tf 11�ti11

� �
� ðzb � zpÞ; c�

11ðtÞ ¼ ci11:

(11)

where tf 11 ¼ ti11 þ zb�zp
vz

���
��� is the time in which state 11 ends.

At that moment, when the UAV lands on the base

ðxb; yb; zbÞ, the planner returns to state 0, waiting for the next
monitoring process.

IV. VR VISUALIZER

The VR Visualizer was implemented using Unity 3D (ver-
sion 2018.3.14f1) for rendering the virtual house environ-
ment, the UAV and the representation of the user in the
virtual environment (avatar). The movement of the (virtual)
UAV is achieved by periodically updating its position and
orientation according to the values received from the UAV
Simulator module. Moreover, the up-to-date position of the
user is sent back to this module, which then calculates the
new position of the UAV in order to follow the person at a
certain distance.
User interfaces were designed for this module using VR

devices, a traditional screen, a keyboard and a mouse (see a
video under Supplementary Material, which can be found on
the Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TETC.2020.3000352.).
Unity 3D allows the creation of both types of interfaces. The
former is devoted to the first person experience of having a
UAV flying around, while the latter is used for testing the
UAV flight inside the environment, mainly because it is eas-
ier to visualize the trajectory using a third person perspective
and allowing free camera movement. When using the VR
interface, the user is only able to walk and look around, and
switch on/off the lights, using the HTC Vive head-mounted
display (HMD) and its controllers to navigate. Spatial sound
is used to simulate the buzzing sounds of the UAV. The tra-
ditional interface is divided into three frames that can inter-
changeably display different camera views, namely the first
person view of the avatar, the UAV camera, and a selection
of camera positions placed around the room, including a free
viewpoint camera. It is also possible to show the trajectory
followed by the UAV visible inside the virtual environment
to assess the correct functioning of the system, as this trajec-
tory can be compared to the one generated by the UAV
Simulator.

V. COMMUNICATION BETWEEN THE MODULES

Figure 4 shows the implementation of the high-level archi-
tecture described in Section II and depicted in Figure 1. It
includes the tools used to implement each component, which
were described in depth in Sections III and IV, and introdu-
ces the component that grants the communication between
them. Regarding the UAV Simulator, the figure summarizes
the three main tasks for which this component is responsible,
namely the UAV’s dynamics, the control algorithm and the
trajectory generator. For the VR Visualizer, it is in charge of
rendering the virtual environment (home), the avatar and the
UAV.
The communication between the two modules is imple-

mented using the Message Queue Telemetry Transport
(MQTT) protocol, a light-weight messaging protocol based
on a subscription model and topic publication. The modules
implement an MQTT client that connects to the message
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broker, which is in charge of managing the connection and
transmitting the messages. Mosquitto is the open source bro-
ker selected for this implementation. The UAV Simulator
publishes the data regarding the UAV in the Sim_UAV/UAV/
state topic, while it is subscribed to Sim_UAV/Person/data.
Conversely, the VR Visualizer is subscribed to Sim_UAV/
UAV/state and publishes the data about the person location
inside the virtual environment in Sim_UAV/Person/data. The
data published in the topic Sim_UAV/UAV/state regarding
the UAV are the position (x; y; z) and the orientation angles
(u;f;c), while the data published in Sim_UAV/Person/data
regarding to the avatar are the position (xp; yp; zp) and the
head orientation angle (ap).
To initiate a connection, the UAV Simulator subscribes to

the topic SIM_UAV/Session and waits for VR Visualizer to
publish the settings for the current simulation (UAV selected,
virtual environment in which the simulation will take place,
user to be followed by the UAV, etc.) and creates an instance
of the simulation. During the session, the UAV simulation
generates a trajectory based on the control algorithms, the
UAV’s dynamics and the location of the user, and publishes
the position and orientation of the UAV in the virtual envi-
ronment. At the same time, the VR Visualizer updates the
position and orientation of the virtual representation of the
UAV and publishes the location and the head orientation of
the user inside the virtual environment.

VI. SIMULATION RESULTS

For the initial validation of the system proposed, we designed
a living room in which a character (depicted by either an
aging man or woman) was able to move around. The base of
the UAV, as the starting point for the aircraft, was located in
the south-west corner of the room. Furniture was added to
make the living room look more realistic. As it has already
been mentioned, the movement of the character was con-
trolled by either a person using VR devices or an operator
using a keyboard and a mouse.
In this scenery, the mission of the virtual UAVwas to effec-

tively perform the avatar monitoring process, i.e., to perform a
supervision flight to approach the character and position cor-
rectly in order to capture of facial images from its simulated
camera. At this point, some advantages provided by the

designed tool must be highlighted. First, it is possible to verify
the operation of the UAV from different points of view,
including that of the camera itself aboard the UAV. This
allows us, therefore, to observe the images that could be taken
by the UAV camera, as well as to perceive how the assisted
person would see the assistant UAV during monitoring.
Another advantage of the proposed system is that we con-

tinue to have the potential of MATLAB/Simulink to perform
precise real-time simulations in order to measure the behav-
ior of the trajectory planner and the GPI controller. By means
of graphs, it is possible to represent (along the time) the
UAV’s state, the control input, and the reference trajectories,
as well as to make comparisons and measure the different
parameters. Therefore, not only can we observe in the virtual
world the work of the assistant UAV, but we are able to pre-
cisely measure and evaluate the algorithms designed for the
navigation of the UAV during the monitoring process.
All this is due to the fact that the tool designed is based on

the integration in real time of the two modules that have been
previously commented: the VR Visualizer module that builds
the virtual 3D environment of the dependent person’s home,
and the UAV Simulator module, which is implemented in
MATLAB/Simulink and is responsible of the simulation of
the dynamic model of the quadrotor, the designed GPI con-
trol algorithm and the trajectory planner. In the correct com-
munication of these two modules lies the key to the proper
functioning of the proposed system. It is essential that data
regarding the status of the UAV (position and orientation) be
transmitted periodically to update the position and orienta-
tion of the virtual UAV (so as to get a realistic flight). On the
other hand, the information concerning the position and
direction of the person is used by the trajectory generator to
calculate the precise references for the flight of the UAV.
These references will be the inputs of the GPI algorithm,
which determines the control actions required for stabiliza-
tion and tracking of the reference trajectories, thus achieving
the monitoring flight by the part of the UAV.
The parameters defined for the simulation are summarized

in Table 1 for a test performed to evaluate the proposed sys-
tem and to verify the performance of the trajectory planning
algorithm and the GPI control for the assistant UAV. The
test is as explained next.

FIGURE 4. Implementation of the architecture.

VOLUME 9, NO. 3, JULY-SEPT. 2021 1309

Belmonte et al.: Virtual Reality Simulation of a Quadrotor to Monitor Dependent People at Home

Authorized licensed use limited to: b-on: UNIVERSIDADE DO MINHO. Downloaded on May 30,2022 at 13:20:22 UTC from IEEE Xplore.  Restrictions apply.



A virtual character represented by an elderly man is in the
living room (virtual) and when he sits on his sofa, the UAV
starts the monitoring process from its initial position in the
base. The UAV must, therefore, take off to the height defined
by the z-coordinate of the avatar’s position (representing the
height of the center of the face). After this, the UAV will
modify its orientation so that it can later approach the person
with the focus of the camera already on him. Once the safety
position has been reached, within the radius defined by
parameter R, the UAV will stop briefly to precisely start the
circular movement around the person until it is positioned in
front of his face. At that time, it will stop for a while to emu-
late image capture. In case the person turns his/her head
before the programmed data capture time elapses, the UAV
turns again around the person in the appropriate direction to
position itself in front of his/her face. Once the UAV reaches
the correct position and the programmed time remains with-
out detecting significant changes, the face’s snapshot is con-
sidered to be taken. Finally, the UAV will complete the
movement around the person to return to the safe position
and from there go back to its base in the corner of the room.
The video under Supplementary Material, available online,
illustrates this process.
Let us explain the graphs obtained from the MATLAB/

Simulink environment in detail. First, Figure 5 represents the
temporal evolution of the UAV’s position coordinates. Here,
it is possible to observe the trajectory defined by the planner
(in color blue) and the real trajectory performed by the UAV
(in red). These references are constructed on the basis of the
information relative to the person. In this case, it is the ava-
tar’s position and direction, the UAV’s outputs variables,
and the different states which that make up the planner. We
observe how the first and last maneuvers are the takeoff and
landing of the UAV (z-coordinate), while the intermediate
maneuvers are those performed at the horizontal plane (coor-
dinates x and y). This figure also allows us to verify the
action of the GPI controller. We can check that effectively
the UAV is capable of following the position references by
the action of the control algorithm.
On the other hand, it is necessary to control the UAV’s

yaw angle to correctly perform the monitoring process, as

illustrated in Figure 6. Again, we observe how the controller
is able to follow the required angle at each moment, while
the independent orientation angles are bounded to a small
range (lower than �0:05 rad). This meets the assumption
considered in the quadrotor’s dynamic model. Thereby, the
GPI algorithm is responsible for calculating the necessary
control actions to govern the quadrotor’s flight. The time
evolution of these control inputs is represented in Figure 7.
Lastly, Figure 8 shows the trajectory of the UAV both in

the UAV Simulator and in the VR Visualizer. The left side
of Figure 8 illustrates the reference trajectory generated by
the planner (in blue) and the trajectory performed by the
UAV (in red), both in a 3D representation. In this picture, the
planner’s key points are highlighted; (i) the base position
where the quadrotor is waiting until the monitoring begins
(and where it returns at its conclusion), (ii) the safety position
to approach the person (and where it returns after completing
the circular motion), (iii) the photo position in which the
UAV stops to capture the data (on the first and second
attempt, the data capture process was not completed because
the person turned his/her head), and (iv) the avatar’s head
position and direction, i.e., where he/she is and where he/she
is looking at during the monitoring (the direction at the time
of photo capture is represented in green, while the two failed
photo attempts are represented in gray). Finally, the right
side of Figure 8 shows in pink the trajectory followed inside

FIGURE 5. Position and reference variables of the center of mass

of the quadrotor.

FIGURE 6. Attitude variables of the quadrotor.

FIGURE 7. Applied control inputs.
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the virtual living room environment. Even though the per-
spective is not the same in both pictures, it is easy to see that
the UAV behaves similarly in both the mathematically simu-
lated environment and the virtual reality environment.
Thereby, it can be concluded that the initial tests show

the effectiveness of the VR system for the simulation of the
quadrotor in monitoring a (virtual) person. According to the
data received from the VR Visualizer, the state-machine-
based trajectory planner is capable of constructing reference
paths for the coordinates of the position and yaw angle so
that the GPI algorithm determines the control actions for
both stabilization and trajectory tracking by the UAV. On the
contrary, the position and orientation of the quadrotor model
are sent from the UAV Simulator to the VR Visualizer to rec-
reate the flight in a realistic manner. Therefore, the communi-
cation between the modules works correctly.

VII. PRELIMINARY ACCEPTANCE EVALUATION

Since the use of assistant UAVs in a home environment is a
new application of the drone technology, we wanted to assess
its acceptance by the end users. However, at this early stage,
we decided not to focus directly on the dependent people but to
approach first people who have (or have had) experience with
dependent people. The reason for this choice is twofold. First,
we did not want to disturb dependent people with their partici-
pation in an evaluation at this early prototype stage. Second,
we considered that people that have first-hand experience with
a dependent person (either a member of the family at home or a
friend) are aware of the special needs and the difficulties they
face in their daily lives. Of course, this evaluation does not
replace a future evaluation with dependent people, as their
opinion is vital for the adoption of assistant UAVs.

A. EVALUATION METHOD AND PARTICIPANTS

The task that the users had to perform was easy, as they just
needed to sit and wear the HMD for about 3 minutes. In the
virtual environment, they remained seated in a sofa in front
of a TV, pretending they were watching it while the UAV
was performing its normal operation, as described in
Section VI. Even though the participants could move around,
we preferred them to remain seated for the sake of simplicity.

Once the UAV had completed the monitoring task, the users
took off the HMD and filled in a short questionnaire.
A standard questionnaire for the acceptance of a UAV

could not be found in the literature. Although there are ques-
tionnaires for the acceptance of robots, most of them focus
on their appearance or on their social interaction skills [38],
[39]. For that reason, we decided to design our own question-
naire, inspired in other approaches [40], [41], [42], to better
represent the context of the assistant UAV related to this
study. First, the participants had to fill a demographic ques-
tionnaire and, after that, they had to reply to the 14 questions
that composed the acceptance questionnaire (see Table 2).
The responses were measured using a 5-point Likert scale
ranging from strongly disagree (1) to strongly agree (5).
Twenty-two participants (50 percent females, 50 percent

males) took part in the evaluation. They all had hands-on
experience in the care of dependent people, although only
one was a professional caregiver. The average age was 39.59
years (SD ¼ 11:18).

B. RESULTS AND DISCUSSION

Figure 9 and Table 2 show the results of the questionnaire.
The table provides median values along with the mean values
for each question. Moreover, Figure 9 presents the histo-
grams depicting the frequency of each response.
In general terms, the assistant UAV proposal was found

interesting (Prop1 Mdn ¼ 5, being 5 -strongly agree- the 77
percent of the responses). 91 percent of the respondents
agreed or strongly agreed with Prop2 (values 4 and 5), which
was related to the belief that an assistant UAV would
improve the quality of life of the dependent people and their
family. Moreover, the same percentage of the respondents
would also recommend the use of this technology to people
in a dependent position (Prop3). Similarly, 91 percent of the
respondents agreed or strongly agreed with Prop4, which
stated that they would feel good at home having an assistant
UAV if they needed one.
Regarding the questions belonging to the safety block, the

results were similar. All the responses for both Saf1 and Saf3
questions lie within the rage 4 to 5. This indicates that the
respondents felt safe during the monitoring process (Saf1) and

FIGURE 8. Trajectory simulated in the UAV Simulator (left) side by side with the trajectory displayed in the VR Visualizer (right).
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found the speed of the UAV adequate (Saf2). The percentage
of answers within the 4–5 range for Saf2 was lower, but still
high enough (91 percent) to claim that the participants found
the monitoring distance to be correct. The case of Saf4 is dif-
ferent. 58 percent of the respondents did not consider the fact
of having a flying robot at home a risk for the property
(answers from 4 to 5), but, in this case, 27 percent of the
responses lie within the range 1 to 2 (strongly disagree and
disagree). The median value for this response is 4, but with a
high dispersion (IQR ¼ 1:75), showing a variety of answers.
The questions about privacy obtained lower ratings in gen-

eral, with values centered around 4 (third row in Figure 9).
This can be interpreted as follows. Although the participants
did not fully agree with the idea of being monitored by a
robot, they still would accept it (88 percent of the responses
lie within the positive range from 3 to 5, while only 12 per-
cent of them are negative). The block named as self-concept
is related to how the participants would see themselves if
they had to use this assistant technology. Question Self1 is
related to not feeling less self-sufficient (Mdn ¼ 4) and Self2

is about not feeling embarrassed about people knowing that
they use an assistant UAV (Mdn ¼ 3:98). Having a look at
the results, it appears that the participants would not worsen
their self-image if they had to use this technology.
As expected, there was no significant difference in the

responses between genre and age groups (divided by 40.5 as
the median of the age of the participants). This was tested
using the Mann-Whitney U Test with 5 percent as the level of
significance, as the data did not follow a normal distribution.

VIII. CONCLUSION

In our ongoing research project devoted to the development
of autonomous UAVs for assistance to dependent-care peo-
ple, mainly elderly people, we have identified the need to
address not only technical aspects but also the human factor.
The first one concern the engineering solutions for autono-
mous navigation of the UAV. In this sense, this paper has
described in detail the planning algorithm designed for the
flight of a quadrotor in the monitoring process. This consists
of an autonomous flight so that the UAV, from time to time,

TABLE 2. Questionnaire used for the assessment of the acceptation of assistant drones at home. Descriptive statistics are added for

each question and block of questions.

Question Mean SD Median IQR

Proposal 4.70 0.59 5 0
Prop1: I find interesting the use of a assistant UAVs for the monitoring of dependent people 4.77 0.43 5 0
Prop2: An assistant UAV would help improve the quality of life of dependents (and their families) 4.68 0.65 5 0
Prop3: I would recommend this technology to family and/or friends in a dependency situation 4.73 0.63 5 0
Prop4: I would feel good at home if I was a dependent and had a care UAV 4.64 0.66 5 0.75

Safety 4.38 0.95 5 1
Saf1: I felt safe during the monitoring process by the UAV 4.73 0.46 5 0.75
Saf2: I found the UAV’s monitoring distance to be correct 4.55 0.67 5 1
Saf3: I found the speed of the UAV adequate 4.77 0.43 5 0
Saf4: I think having a UAV flying in a house is not a risk for the property 3.45 1.30 4 1.75

Privacy 3.69 0.93 4 1
Priv1: I find it appropriate to have a UAV monitoring my activity at home 3.77 0.61 4 1
Priv2: I do not feel that there is too much supervision 3.55 0.96 3.5 1
Priv3: I would not mind if a computer processed the images captured by the UAV 3.91 0.87 4 1.75
Priv4: I do not think the UAV would distract me from my daily routine 3.55 1.18 4 2.5

Self-Concept 3.98 1.10 4 2
Self1: Using an assistance robot would not make me feel less self-sufficient 4.14 0.94 4 1
Self2: I would not be embarrassed if other people knew I was using a care UAV 3.98 1.02 4 1.25

FIGURE 9. Frequency of responses to each item in the questionnaire used to assess the acceptance of UAVs. Responses ranged from

strongly disagree (1) to strongly agree (5).
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positions correctly to enable the on-board camera to take
facial images of the person. These images will be processed
through computer vision to determine the person’s mood and
the assistance action required.
With regards to the human factor aspects, principally it is nec-

essary to respect the personal space during the monitoring pro-
cess and to work towards the acceptance of the assistant UAV.
These factors lead to evaluating the performance of the UAV
also from the viewpoint of the assisted person. In this sense, this
paper has presented a novel architecture for validation of the
UAV assistants using virtual reality. This allowed us to conduct
a first study on the perception of such technology by people
who have a first-hand experiencewith dependent persons.
The VR platform consists of a real-time communication,

using the MQTT protocol, between two modules: the UAV
Simulator, implemented in MATLAB/Simulink, and the VR
Visualizer, designed with Unity 3D. The first module is in
charge of the real-time simulation of the UAV’s dynamics, the
GPI control algorithm and the trajectory planner. On the other
hand, Unity 3D recreates the virtual home environment that is
shared by an avatar, who can move freely emulating the real
behavior of a person at home, and the 3D model of the quadro-
tor UAV. Themotion of the virtual UAV is achieved by period-
ically updating the position and orientation according to the
values received from the UAV Simulator. At the same time, the
information relative to the person, in this case, the avatar, is
sent from the VR Visualizer to the UAV Simulator to correctly
calculate the flight path for the monitoring process.
Regarding the human factors, the results of a first study

have been presented from the participation of people who
have or have had experience with people in a dependency sit-
uation. In this evaluation, the users tested the platform using
immersive VR technology so that they experienced the moni-
toring work of the assistant UAV in first person. According
to the results, the acceptance of the assistant UAV proposal
was considered positive, as well as the benefits that such a
system would have for dependent people. Moreover, the
aspects relative to safety and privacy during the monitoring
process were also positively evaluated, although to a lesser
extent for the latter.
It is worth noting that this type of study allows drawing

conclusions in order to improve the design of the UAV in
different aspects because, among others, the participants
were questioned about some configurable parameters (such
as the UAV’s speed or monitoring distance). In addition, we
received direct feedback from participants, which is very
valuable to address future developments. For instance, in
future studies, we would like to assess the convenience of
raising the UAV’s flight height so that it is not in the person’s
direct line of sight, as some participants complained about
the UAV obstructing the TV.
At this point, it is important to emphasize that the devel-

oped architecture enables us to conduct both technical tests
and user evaluations in a controlled and safe virtual environ-
ment, thus saving costs and enabling us to advance with the
next steps of this research project that is still in its initial

stages. In this way, this work lays the foundations to face
future developments and overcome current limitations, which
are mainly related to the assumptions considered in the tra-
jectory planner. It is necessary to increase the level of detail
of the planner to implement the transitions between states in
order to adapt the UAV’s flight to the possible movement of
the person during the monitoring and to integrate a solution
to detect and avoid obstacles. In this sense, at the height at
which the UAV works, there are usually far fewer obstacles
than at ground level, but it is necessary to consider also the
appearance of unexpected obstacles in the flight path that
may not be represented on a home’s map, such as lamps, fur-
niture or even another person accompanying the dependent
(that should be treated as dynamic obstacles from the naviga-
tion point of view). All this entails the need for developing a
reactive navigation solution to dynamically adapt the flight
path defined by the planner to avoid obstacles than could be
detected by the on-board camera.
Another limitation of this work is the evaluation performed.

Even though it was useful to obtain valuable information
regarding the experience of having a UAV monitoring a per-
son at home and that the participants were important actors in
the care of dependent people, the system was not actually
tested by the end users. The main reason for this was the diffi-
culty to have access to them (in many cases, it may be also dif-
ficult for them to answer a questionnaire) and the initial state
of development of the system, as it is worth involving them
once more functionality will be developed.
Therefore, in view of the future objectives, the VR validation

tool presented here will be paramount. It will provide an adapt-
able, safe and save-cost environment to test the performance of
the UAV in different scenarios and conditions. Moreover, the
monitoring process will also be evaluated when the dependent
person is walking and/or makes natural and habitual move-
ments in the virtual environment. In this case, for the simulation
it will be necessary to study wireless alternatives to the cur-
rently used HTCVive HMD like the Oculus Quest VR headset.
In addition, as progress will be introduced at technical level, it
will be necessary to continue evaluations with dependents and/
or family members in order to obtain feedback from the partici-
pants to improve the appearance and/or behavior of the UAV.
Therefore, when more situations than only sitting will be con-
sidered, we will be able to verify if the results on user accep-
tance are modified or remain with respect to those obtained in
this first study. This will allow drawing conclusions about other
improvements in the design of the autonomous assistant UAV
before approaching the experimental phase tests as the last
stage in its development.
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