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Regularization 

Abstract：Transfer learning methods are conventionally conducted by utilizing abundant 

labeled data in the source domain to build an accurate classifier for the target domain with 

scarce labeled data. However, most current transfer learning methods assume that all the 

source data are relevant to target domain, which may induce negative learning effect when 

the assumption becomes invalid as in many practical scenarios. To tackle this issue, the key 

is to identify the correlated source data and the corresponding weights. In this paper, we 

make use of the least square-support vector machine (LS-SVM) framework for identifying 

the correlated data and their weights from source domain. By keeping the consistency 

between the distributions of the classification errors of both the source and target domains, 

we first propose the classification-error-based consensus regularization (CCR), which can 

guarantee the performance improvement of the target classifier. Based on this approach, a 

novel selective transfer learning method (CSTL) is then developed to autonomously and 

quickly choose the correlated source data and the weights to exploit the transferred 

knowledge by solving the LS-SVM based objective function. This method minimizes the 

leave-one-out cross-validation error despite scarce target training data. The advantages of 

the CSTL are demonstrated by evaluating its performance on public text and image datasets 

and comparing it with that of the state-of-the-art transfer learning methods. 

Keywords: Selective transfer learning, Classification error, Least square-support vector 

machine (LS-SVM), Leave-one-out cross-validation 

1. Introduction

A vast amount of data is always desirable for mining and extracting useful information.

The data can be acquired readily in common and conventional settings. However, for newly 

emerging situations, the availability of data can be very limited. For example, in image 

recognition applications, a wide variety of pictures of ordinary cars can be obtained from the 

internet for locating a car in the traffic; while the pictures of illegally modified cars, with 

markedly different exterior, are scarce that makes accurate recognition a difficult task. 

Another example is the recognition of web document. While billions of webpages are 

available from the internet for categorization, for documents in newly create websites, the 

data features or distributions can be very different which make it difficult to categorize them 

given the amount of such documents is few.   

To address this issue, researches have been conducted to leverage the abundance of 
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existing data in a domain to deal with the problem in another domain that is of certain 

degree of similarity but the data are scarce. This approach is known as transfer learning [1], 

and the two domains are referred to as the source and target domains respectively. Most of 

the transfer learning methods attempt to improve the classification performance of target 

domain by exploiting the shared knowledge structure between the source and target domains 

from three main aspects: 1) what to transfer: depending on the problem, the transferred 

knowledge from the source domain can be categorized into instance, feature representation 

and model parameters; 2) how to transfer: the transferred knowledge, encoded by methods 

like boosting [2], is propagated from the source to the target domain, and extracted as the 

supervision information for the target domain; and 3) when to transfer: Since the data 

collected in the past are not always correlated to the target data, it is critical to determine 

when to transfer for brute force transfer may induce negative effect [1], e.g., degrade the 

classification performance.  

Transfer learning has been proved to be promising in real-world applications including 

text categorization [3-4], sentiment analysis [5], image classification [6], video 

summarization [7] and collaborative filtering [8]. Despite the success, most current transfer 

learning methods [10-20] assume that all the source data are wholly relevant to the target 

domain so that the data of the entire source domain can be leveraged to exploit the shared 

knowledge structure. This assumption is not valid in many real-world applications. 

If the source data that are related to the target domain, namely, correlated data, and the 

weights of these data in the source domain can be identified to exploit the common 

knowledge structure shared between the two domains,, the resulting transferred knowledge 

will be more favorable for facilitating the construction of the target classifier. This is 

analogous to the theory of adaptive control of thought (ACT) in cognitive psychology [21]. 

The ACT framework considers that the process of human cognition develops progressively. 

When encountering a new situation, humans retrieve previous information of related 

situations for making interference in order to learn about the new information. The idea of 

ACT is illustrated in Fig. 1, where the red and green apples are retrieved from the source 

domain according to the characteristics (shape and color) of a few target objects; similarly, 

for the recognition of a newly seen chicken. This ability enables humans to make reference 

to related information in the past and perform inductive inference on a new situation even 

with only a small amount of information. 
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Fig. 1 Illustration of the theory of ACT: learning new objects of apple and chicken. 

 

Based on this idea, we propose the classification-error-based consensus regularization 

(CCR) as the bridge for propagating the useful information from the source domain to the 

target domain by requiring a consistency in the distribution of the classification errors 

between the two domains. The classification selective transfer learning (CSTL) is then 

proposed to automatically identify the correlated data in the source domain and their 

weights to facilitate the modeling of the target domain using the classical LS-SVM 

framework [9]. The major contributions of this work include: 

 1) The novel CCR is proposed to achieve classification selective transfer learning, 

which minimizes the disagreement of the LS-SVM based classifiers between the source and 

target domains, as measured by the CCR term, and leads to the performance improvement in 

the target domain. 

2) The proposed CSTL approach selectively leverages the correlated source data by 

maintaining the consistency in the distribution of the classification errors between the source 

domain and the target domain. 

3) The fast leave-one-out cross-validation strategy is developed to accelerate selective 

sampling for the determination of the correlated source data and their weights.  

4) Since the correlated source data are only considered in the knowledge transfer, the 

decision making process for future data can be speeded up as CSTL reduces the number of 

support vectors. 

The rest of the paper is organized as follows. Section 2 discusses the related works. 

Section 3 describes the mathematical notations involved in the study and presents the 

proposed CCR approach, where the performance improvement of the target classifier is shown 

theoretically. Section 4 discusses the proposed CSTL method in detail. Section 5 presents the 

experiments conducted to evaluate the performance of CSTL and compares it with that of 

the state-of-the-art approaches. Section 6 gives an overall discussion and concludes the 

paper with possible avenues for future research. 

2.  Related Works 



 

In 2005, the Broad Agency Announcement (BAA) 05-29 of the Defense Advanced 

Research Projects Agency (DARPA)’s Information Processing Technology Office (IPTO), 

defines transfer learning as the ability of a system to recognize and apply knowledge and 

skills learned in previous tasks to novel tasks. Transfer learning aims to exploit the useful 

transferred knowledge from the source domain and propagate them as the supervision 

information to the target domain. It is in analogy with the process of human cognition. 

However, one major computational problem of existing transfer learning methods is that 

the transferring skills should be done in which and how many data samples from the source 

domain. Not all the data collected or learned in the past are relevant to target domain to the 

same extent. The main limitation of most current transfer learning methods is that they 

assume all the source data could be leveraged to exploit the shared knowledge structure for 

target domain. In many real scenarios, preserving the correlated source data with their 

weights for target domain is more important to make learning models more effective.  

Two primary transfer learning methods concerning selective knowledge transfer based on 

support vector machine are Adapting SVM (ASVM) [16] and Selective Transfer Machine 

(STM) [22]. ASVM aims to minimize both the classification error over the training 

examples and the discrepancy between the adapted and the original classifier. It also 

provides a selective sampling strategy based on the loss minimization principle to seed the 

most informative examples for classifier adaptation. Despite the success [16], the sample 

selection strategy based on the minimization of the expected risk requires re-training in 

order to update the estimate of the expected loss on the sample set of the last iteration, 

making the method inefficient and inaccurate. On the other hand, STM reassigns the 

weights by reducing the difference between the means of the source and target domains by 

the Kernel Mean Matching (KMM) [23] method. As pointed out in [22], the limited number 

of target samples lead to unreliability in the estimated weights for the source samples and 

thus unsatisfactory performance of STM. Another shortcoming of STM is the high 

computational cost of re-weighting incurred, i.e., cubic time of the number of target samples. 

These works give rise to two open questions: (i) Are there any other reliable methods for 

incorporating prior knowledge? (ii) Is it easier to learn new target objects which are similar 

to some the objects in the source domain? These questions motivates us to develop a new 

knowledge transfer method that is able to autonomously identify the most correlated objects 

and their weights. 

3.  Basic Concepts and the Proposed Regularization 

  In this section, we introduce the proposed regularization approach CCR and show 

theoretically that by minimizing the disagreement of the classifiers, as measured by CCR, 

between the source and target domains, the performance of the target classifier can be 

improved. Before introducing the CCR, the notations used in the paper are firstly described. 

3.1. Mathematical Notations 



 

The mathematical notations and definitions used in this paper are introduced as follows. 

1 2[ , ,.... ]TN  η RN  denotes a column vector. RM NQ  denotes a matrix with ijQ  
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where i  is the classification error of the data vector ix  corresponding to the classifier f , 

and  f is the regularization term to avoid overfitting and guarantee good generalization 

performance. The coefficient 0C   is a trade-off parameter. 

In the hypothesis space  , all the linear models have the following form 

   Tf b x w x , (2) 

where   x  is a feature mapping function. The kernel functional can be expressed as 

     ,
T

K   x x x x . We also set the regularization term  f  to be
21
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classification error can be represented as 

    T
i i i i iy f y b     x w x . (3) 

Here, , 1, ,i i N   measure the classification errors of all the objects. 

 Classical inductive transfer learning methods focus on how much knowledge can be 

eventually transferred from the source domain SD . However, in many real-world scenarios, 



 

not all objects collected in the source domain have the same, or very similar distributions, as 

that in the target domain. If all the source data are used, it will induce negative transfer 

effect. So, it is desirable to design a robust selective knowledge transfer method which can 

automatically pick out the correlated source data and their weight. In this paper, we develop a 

fast cross-validation based selective sampling method based on the LS-SVM framework. 

Human beings can always sum up the error in the process of previous learning and use it to 

guide the inference of new target. By simulating the process of human cognition in ACT 

framework, we design a novel classification-error-based regularization term to identify how 

many objects could be transferred from source domain through keeping consistency between 

the distribution of classification errors of source domain and that of target domain.   

  Definition 1: (Classification-Error-based Consensus Regularization) Suppose the 

classification errors 
1 2
, ,....,

NS
S S S    of the source data and the classification errors 

1 2
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be formulated as 
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  Remark 1:  By using the Parzen window estimation [24] of the Gaussian type, the 

densities of the classification errors in the source and target domains can be approximated 

respectively as 
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where   denotes the Gaussian kernel bandwidth. According to Eq. (5) and Eq. (6), 
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Without any prior knowledge, we can reasonably assume   1
S

S
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such that    1
,S T
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P P d      should be as large as possible. According to [25], the 
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Since maximizing 
2xe  is equivalent to minimizing 2x , in order to minimize 
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  Theorem 1:  Minimizing the disagreement between the LS-SVM based classifiers, as 

measured by the CCR term in Eq. (4), of the source and the target can improve the 

performance of the target classifier.  

Proof: The proof is in Appendix. 

 

The CCR for transfer learning will be covered in detail in the following section. It has the 

following merits: 1) to the best of our knowledge, this is the first endeavor that consensus 

regularization based on classification error is considered as the knowledge transfer 

regularization term in LS-SVM based transfer learning research; 2) based on the CCR, the 

prediction for future target samples can be readily achieved with the proposed CSTL; 3) the 

fast leave-one-out cross-validation strategy can be developed for tuning the transfer process 

autonomously for selective transfer learning and simultaneously identifying the correlated 

objects and their weights from the source domain. 
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4. The Proposed CSTL Method 

To avoid negative knowledge transfer caused by the portion of source data that are irrelevant 

to the target, we propose the CSTL method based on the CCR. Within the LS-SVM 

framework, CSTL yield an elegant formulation for identifying the correlated source data 

which have minimal discrepancy in classification error distribution with respect to the target 

data. Besides, to properly scale the importance of the correlated source data, different 

weighting factors j  are introduced to the different classification errors 
jS  in Eq. (4). In 

this case, these weights are regarded as the learning parameters and can be chosen by the 

leave-one-out cross-validation strategy. Consequently, the identified correlated source data 

and their weights can be leveraged to explore the transferred knowledge for the construction 

of the target classifier. The overall framework of the CSTL system is illustrated in Fig. 2. 
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Fig. 2 Overall framework of the CSTL system. 

 

4.1. LS-SVM-based Selective Transfer Learning 

Instead of equally weighing the classification errors 
jS , 1,2,...., Sj N , in Eq. (4), the CSTL 

method is developed by linearly combining the classification errors of the source data, i.e., 
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 . The objective function based on the LS-SVM framework can be formulated as 
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where the weighting parameter j  can be used to determine whether the jth source data can 

be leveraged for transfer learning or not. Moreover, the larger the value of j , the more 

important the jth source data. It can be seen form Eq. (12) that the proposed objective 



 

function aims to select the correlated source data and the corresponding weight parameter j  

by minimizing the difference between the two distributions of classification errors. The 

corresponding Lagrangian L  of Eq. (12) is formulated as 
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22

1 1 1

1
( )

2 2

T S T

i j i

N N N T
T j S i i T i

i j i

C
L b y     

  
        w w x , (13) 

where i  is the Lagrangian multiplier. By taking the derivative of L  with respect 

to i , w , b  and 
iT  respectively and set them to 0, we obtain  
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By combining the formulations Eq. (14), Eq. (15) and Eq. (16) with Eq. (17), we have 
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Based on the kernel trick, we can rewrite the system of linear equations in the form of a 

matrix, i.e.,  
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where y  is the label vector of the known target data, i.e. 1 2, ,....,
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where Q  equals to the inverse of the matrix H , and H  is the first term on the left in Eq. 

(19). Besides, the pre-trained classification errors of the source domain can be computed in 

advance using LS-SVM.  

4.2. Fast Selective Sampling for Source Domain 

Finding the optimal weight vector η  is the key to identify the correlated subset of the 

source data and correctly weight these source data. Here, a fast leave-one-out cross 

validation method is exploited to find the optimal η . Within the LS-SVM framework, the 



 

leave-one-out prediction of the scarcely available target training data in Eq. (12) can be 

formulated in a closed form at negligible additional computational cost [26]. This fast 

selective sampling method is discussed as follows.  

Theorem 2:  By reformulating Eq. (20) as , ,0
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where Jη  is a vector containing all the values of j ; and S  is also a vector 

containing the classification errors, denoted as 
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Proof:  By isolating the first row and the first column, we decompose the matrix H  into 

the block representation as 
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Let  i  and  ib   denote the model parameter in the ith iteration of the leave-one-out 

cross validation procedure. Thus, in the first iteration, i.e., excluding the first training sample 

in target domain, we have  
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Where    
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1 1
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 Q H , and   2 31 , ,...., ,0
TNy y y
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y . According to Eq. (20), we can obtain the 

leave-one-out prediction of the first training sample as follows, 
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In Eq. (19), the last TN  equations in the system can be represented as  
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h H y 1 . Thus, Eq. (24) can be reformulated as 
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In Eq. (19), the first equation in the system is 1 11 1 1 2 3
1

1
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so we obtain   1 1 1 11 1 11
Ty y h   h Q h . Using the block matrix inversion lemma and 

1Q H , we obtain  
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where  11 1 11
Th  h Q h .  

It can be seen that the system in Eq. (19) is insensitive to permutations of the order of the 

linear equations, so the leave-one-out prediction of the ith training sample can be formulated 

as 

i i i iiy y   Q . (27) 

Using the equations , ,0
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Eq. (27) can be reformulated as 
1

T
i S

i i
ii S ii

y y
N


   

η

Q Q


. It is worth noting that 1 SN is a 

constant which can be absorbed into the vector η  and Theorem 2 is proved. 

Definition 2. (Loss Function)  Define the loss function  ,l    as 
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where  max 0,x x

 . 

Remark 2: It can be seen from Eq. (21) that the model parameter   depends linearly on the 

weight vector η . Thus, if all the weights j , 1,2,...., Sj N , are chosen, the learning model 

can be formulated. Obviously, the optimal values of j  can yield positive values for i iy y  

for each training sample 
iTx  available in the target. However, it is a non-convex formulation 

to directly maximize the sum of the signs of those quantities. The proposed convex loss 

function in Definition 2 is the strict upper bound to the leave-one-out misclassification loss 



 

so that the predictions iy  ( 1,2,...., Ti N ) have an absolute value equal or greater than 1, and 

are of the same sign as iy . 

Overall, the problem of optimizing the weight vector η  can be formulated as 
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l y y
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
  η , (29) 

where the p-norm constraint is used as the regularization form on vector η . This approach  

alleviates the overfitting problem that may occur when the number of source data is large 

compared to that of the available target training data. 

In this paper, we categorize the p-norm constraint into three types according to the value of p. 

First, when p=1, the 1L -norm constraint is applied. This constraint sums all the absolute 

values of the vector elements, i.e.,  1 21
=sum , , , N  η . According to [27], the 

optimization problem is easy to implement and can yield sparse solutions. Second, when p=2, 

2L -norm constraint, i.e. the Euclidean norm 
2

 , is applied. The optimization problem using 

2L -norm constrains can be implemented through a projected sub-gradient descent algorithm. 

The pseudo-code is shown in Algorithm 1. Third, when p   , L -norm constraint is 

applied, which returns the maximum absolute value of all the vector elements, i.e., 

 1 2=max , , , N  


η . 

Algorithm 1: Projected Sub-gradient Descent Algorithm 

Input: α , α  and Sξ  

Initialize: 0η  and 1t   
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      if 
2

1η , then 
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η η η  

      end if  

      max ,η η 0  

     1t t   

Until convergence 

Output: η  



 

 

4.3. Decision Function 

The idea of the proposed CSTL is to make the target classification errors close to the linear 

combination of the prior known source classification errors, i.e., 
1

S

j

N

j S
j
 

 , so that the new 

value of   in Eq. (20) can be obtained with the solution of η  and the optimal solution can 

be formulated as 
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When it is used for the classification of further target data, we have 
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4.4. Computational Complexity 

The computational complexity of the proposed CSTL is considered from two aspects, 

training and prediction. In training, it is given by  3
maxT S TN t N N  , where TN  is the 

number of the training samples in the target domain, SN  is the number of objects in the 

source domain, and maxt  is the maximum number of iterations in Algorithm 1. The first 

term concerns the evaluation of the matrix Q  due to training, the complexity of which is 

given by that of a plain SVM and in the worst case is  3
TN  [28]. The second term 

concerns the computational complexity due to the computation of η . The complexity of a 

one iteration of the projected sub-gradient descent algorithm (i.e., Algorithm 1) is  S TN N , 

so the total computational complexity is  max S Tt N N . 

In prediction, unlike the traditional transfer learning methods which take the entire source 

data into account for training on the target data, CSTL only consider the correlated source 

objects and their weights. Hence, CSTL involves less number of support vectors from the 

source objects in the decision function of the target domain and therefore the testing 

(prediction) time is a shorter and is more appropriate applications that require real-time 

prediction on future data in the target domain. 

5. Experimental Results 

In this section, we present the experiments conducted on both synthetic datasets and 

real-world image and text datasets to evaluate the effectiveness of the proposed CSTL. 



 

4.1. Data Preparation 

4.1.1. Synthetic Datasets 

A synthetic target data set was constructed which was composed of 300 samples according to 

a bi-dimensional pattern of two intertwining images of the moon that were associated with 

two specific information classes – 150 positive and 150 non-positive samples each. 

Specifically, the source data were generated by first rotating anticlockwise the original target 

data by 010 , 020 , 030 and 040  respectively, and then introducing Gaussian noise (mean = 0, 

variance = 2) to each data point after the rotations. Fig. 3(a) shows an example of the target 

datasets. The data were then rotated anticlockwise by 20 in Fig. 3(b), followed by the 

introduction of Gaussian noise in Fig. 3(c) to obtain the source data. Fig. 3(d) shows the 

combination of the source and target data, from which we can see that some suitable source 

data could be selected as auxiliary knowledge for transfer learning for the case when a 

rotation of 20 was applied. The distribution of the source and target data were different 

distributions due to the rotation and noise applied. In particular, a greater rotation will result 

in a more difficult transfer learning problem, which can also be seen from the resulting 

values of Jensen–Shannon scatter (DJS) [29]. 
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Fig. 3 The target data in (a) was rotated by 20 in (b) and then modified with Gaussian noise 

in (c) to obtain the source data. The source and target data were combined in (d). 

 

Table 1. Details of the Image Datasets 

Tasks 

Caltech-256 

Tasks 

Digital Images 

Source datasets Target datasets Source datasets Target datasets 

Positive 

class 

Negative 

class 

Positive 

class 

Negative 

class 

Positive 

class 

Negative 

class 

Positive 

class 

Negative 

class 

Task 1 Fire-truck Snowmobiles Bulldozer Moto-bikes Task 7 USPS7 USPS9 MNIST7 MNIST9 

Task 2 School-bus Snowmobiles Bulldozer Moto-bikes Task 8 MNIST7 MNIST9 USPS7 USPS9 

Task 3 Car-side Snowmobiles Bulldozer Moto-bikes Task 9 USPS4 USPS9 MNIST4 MNIST9 

Task 4 Fire-truck Moto-bikes Bulldozer Snowmobiles Task 10 MNIST4 MNIST9 USPS4 USPS9 

Task 5 School-bus Moto-bikes Bulldozer Snowmobiles Task 11 USPS0 USPS6 MNIST0 MNIST6 



 

Task 6 Car-side Moto-bikes Bulldozer Snowmobiles Task 12 MNIST0 MNIST6 USPS0 USPS6 

 

4.1.2. Image Datasets 

The three image datasets Caltech-256 [30], USPS and MNIST [32] that are broadly adopted 

in computer vision literature were employed in the experiment. The Caltech-256 dataset 

contains 30607 images of objects belonging to 256 categories. In this paper, we adopt all the 

pictures of the vehicle class which contains 5 sub-categories: fire-truck, school-bus, car-side, 

Moto-bike and snow-mobile. The pre-computed features [30] were downloaded and the 

PHOG shape descriptors [31] were selected. The images of Moto-bike and snow-mobile were 

used as the negative samples while the others as the positive. Table 1 gives the details about 

of the experimental datasets. 

USPS and MNIST are digital datasets. The USPS dataset contains 7,291 training images and 

2,007 test images with a size of 16×16 pixels. The MNIST dataset contains 60,000 training 

images and 10,000 test images with a size of 28×28 pixels. Although USPS and MNIST have 

different distributions, both of them share 10 common semantic classes, each corresponding 

to one digit. Some deceptive sub-categories were selected for the current learning task, e.g. 

the manuscript digits “7” and “9”. With reference to the work in [32], 1,800 images were 

randomly sampled from USPS to form the source domain and 2,000 images were randomly 

sampled from MNIST to form the target domain. Then, the source domain and the target 

domain were swapped to form another dataset. All the images were re-scaled to the size of 

16×16 pixels, transformed into gray scale, and represented by a 256-dimensional vector. This 

ensures that all the source and target data share the same feature space. The details of the 

experimental datasets can be found in the Table 1. 

4.1.3. Text Datasets 

Email spam filtering is widely used for evaluating and benchmarking transfer learning 

methods [33]. The email spam filtering datasets [34] contains one public email set and three 

email subsets, i.e., User1, User2 and User3, which are identified respectively by three 

different users. The public email set has 4,000 emails. Each subset contains 2,500 emails and 

is divided equally in quantity into two specific classes – spam and non-spam emails. In the 

experiment, we constructed three datasets by using the public email set to form the source 

domain, and each subset respectively as the target domains. Then the source and target in 

these three datasets are swapped to obtain another three datasets. In addition, the 

word-frequency feature [34] of the emails is adopted. The details of the datasets can be 

found in Table 2. 

 

Table 2. Details of the Text Datasets 

Tasks 
Source 

datasets 
Target datasets Tasks Source datasets Target datasets 



 

Task 1 Public User1 Task 4 User2 Public 

Task 2 User1 Public Task 5 Public User3 

Task 3 Public User2 Task 6 User3 Public 

 

 

4.2. Experimental Setup 

4.2.1. Baseline Methods 

Six methods were considered in the experiments. They were (1) Least Square Support 

Vector Machine (LS-SVM) [9]; (2) Adaptive SVM (ASVM) [16]; (3) Cross-Domain SVM 

(CDSVM) [18]; (4) Boosting for Transfer Learning (TrAdaBoost) [2]; (5) Selective Transfer 

Machine (STM) [22]; and (6) the proposed CSTL in this paper. 

4.2.2. Implementation Details 

For LS-SVM, we simply regarded the labeled target data as the training samples so that the 

effectiveness of the auxiliary knowledge could be evaluated easily. The other five methods, 

i.e. ASVM, CDSVM, TrAdaBoost, STM and CSTL, can be casted into the transfer learning 

category. For STM, the weights of the labeled target samples were set to 1, and combined 

with the re-weighted source samples to form the new training sets [22]. Although samples 

were selected from the source domain for both ASVM and CSTL, the selected samples were 

weighted in CSTL which enables it to outperform ASVM or at least achieving comparable 

performance. This will be demonstrated in the experiments. Each transfer learning method 

was run in an inductive way, i.e., some labeled data in the target domain were required for 

creating an objective predictive model for use in the target domain. The number of the 

labeled target data was increased in the subsequent steps until the classification result 

converged. Each method was executed 10 times and the labeled samples were extracted 

randomly at each time. The average performance was then reported. 

The Gaussian kernel    2
1 2 1 2, expK   x x x x  was used on both the source and target 

domains for all the experiments. Under this experimental setting, it was impossible to 

automatically tune the optimal parameters for the target classifier using the 5-fold cross 

validation. The trade-off parameter C  was set by searching the value from the set 

 1e-5,1e-4,1e-3,1e-2,1e-1,1e0,1e1,1e2,1e3,1e4,1e5 . The Gaussian kernel parameter   was set by 

searching the value from the set  1e-5,1e-4,1e-3,1e-2,1e-1,1e0,1e1,1e2,1e3,1e4,1e5 . To fully define 

the proposed CSTL, it is necessary to choose the p  value in the constraint in Eq. (29). 

Besides, we computed the LS-SVM based classification error of the source domain in 



 

advance. According to [22], we set the parameter B=1000 , = 1T TN N   for STM. We 

obtained the results empirically for 1,2,p   , denoted as CSTL1, CSTL2 and CSLT, on the 

synthetic datasets. In this paper, CSTL is referred to as CSTL2. All the algorithms were 

implemented using MATLAB on a computer with Intel Core i3-3240 3.40 GHz CPU, 4GB 

RAM and a 32-bit operation system. 

4.3. Experimental Results 

In this section, the performance of the CSTL is compared with that of the other five methods 

in terms of classification accuracy. 

4.3.1. Cross-Domain Synthetic Data Classification 

Figs. 4, 5 and 6 show the classification accuracy and the running time of the six methods on 

the synthetic data sets. Fig. 4 shows the learning performance when the source data were 

generated by rotating the target data 20 anticlockwise and only 30 labeled target samples 

were considered. It can be seen that CSTL can achieve perfect separation of the classes even 

if the rotation angles ranged from 10 to 40, as shown in Fig. 6. The following results are 

obtained: 

(1) In terms of the data-generation way in the above, not all data points of the source domain 

shown in Fig.4 were suitable for knowledge transfer, and hence the transfer learning methods 

that used the entire source knowledge were adversely affected by the noise. Obviously, the 

classification results of CSTL, as shown in Fig. 4(b), 4(c) and 4(d), were better than that of 

the other five methods according to the 5-fold cross validation on the training data. The 

success was attributed to the ability of CSTL in identifying correlated data of the source 

domain and leveraging them to enhance the classification performance for the data in the 

target domain. 
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Fig.4 Classification accuracy of the six methods on source data obtained by rotating the 

target data anticlockwise by 20. Thirty labeled training samples in the training data were 

used. 
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Fig.5 Running time of the six methods on the anticlockwise 0
20 rotation of target data as 

source data with 30 labeled training samples being used in target data. 

 

(2) CSTL can automatically identify the relevance of each source object for transfer learning 

to the target data. The vector η  reflects the importance of all the source objects. In Figs. 

4(b), 4(c) and 4(d), the number of nonzero entries in vector η  are 158, 142 and 142 

respectively for 1CSTL , 2CSTL and CSTL . It can be seen from the experiment that the 

number of correlated source objects accounted for about fifty percent of the source data. 

 

(3) Fig. 5(a) shows the running time of the six methods on the datasets where the source data 

were obtained by rotating the target data 20 anticlockwise and considering only 30 labeled 

target samples. Here, the running time was defined as the training time plus the testing time 

for all the unlabeled data in the target domain. Among the five transfer learning methods, the 

timing performance of CSTL was the best. Even CSTL needs to compute the weights of the 

selected source samples, the total running time is still less than other transfer learning 

methods, which is attributed to the lesser amount of source objects involved in the training. 

Accordingly, the number of support vectors from the source objects that are involved in the 

decision function is also smaller, which implies that CSTL has shorter testing time (see 

Fig.5(b)), particularly when real-time prediction is required for the future or unlabeled 

objects in the target domain. 

 



 

(4) Fig. 6 shows the classification accuracy for data obtained by rotations at four different 

angles. The classification accuracy of CDSVM, ASVM, TrAdaBoost and STM decrease 

dramatically, which was due to the increasing difference between the source and target 

domains. Satisfactory performance could still be achieved with the proposed CSTL because 

of its ability to select relevant and useful source objects and assign them with appropriate 

weights to preserve the consistency in the distribution of the classification errors in the two 

domains. 
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Fig. 6 Classification accuracy for data obtained rotations at four different angles. 

 

4.3.2. Cross-Domain Image Classification 

It can be seen from the experimental results on the synthetic datasets that the choice of η  

did not produce significance difference among the three versions of CSTL. Among them, the 

one with p =2 showed slightly better performance. Hence, the 2-norm constraint was used 

for the experiments to be discussed in this section. 

Fig. 7 shows the classification accuracies of the six methods on the image dataset. The 

following observations can be made. 

(1) Figs. 7(a)-7(f) show the average classification performance on the Caltech-256 dataset, 

and Figs. 7(g)-7(l) on the digital image dataset. The proposed CSTL demonstrated very 

promising results in most cases. The major limitation of CDSVM, ASVM and TrAdaBoost is 

that these methods consider all the source objects, or take selected samples into account but 

without considering their relatively importance. Therefore, they cannot generalize the model 

for the target model appropriately. For STM, the weights re-assignment by reducing the 

difference between the means of the source and target domains may lead to inaccuracy, due 

to the need of a larger dataset to estimate the importance of the weights by the Kernel Mean 

Matching method adopted in STM [22, 35].  
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(l) 

Fig.7 Classification accuracy obtained by six methods on the two image datasets. 
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 (b) 

Fig.8 Running time obtained by six methods on the two image datasets. 

 

For the proposed CSTL, with CCR, the correlated data and their weights in the source 

domain were determined by the fast unbiased leave-one-out cross-validation strategy, which 

did not introduce negative transfer learning effect and produced better generalized result. 

These experimental results show that considering only the related source objects can 

improve classification performance. 



 

(2)  Among the transfer learning methods, TrAdaBoost always showed the worst 

classification performance because it was sensitive to the quality (or KL-divergence) of the 

data distribution [2]. Additionally, most transfer learning methods outperformed LS-SVM 

when the number of labeled training data was small. With the increase in the number of 

labeled training data, the classification performance would degrade below that of the 

LS-SVM if the source knowledge was still fully exploited in the training process of the 

classification for the unlabeled target data. 

(3)  It can be seen from Figs. 7(a)-7(l) that, with increasing number of labeled training 

samples, the classification accuracy of LS-SVM would improve and exceed the transfer 

learning methods. This is potentially due to the abundant supply of training data of the target 

domain that enables LS-SVM to better supervise the inferences with the unlabeled target 

data. For the proposed CSTL, it leveraged specifically the useful information and resulted in 

performance improvement for future inferences. The selection of related samples through 

CCR can avoid overfitting effectively. 

(4) The histogram in Fig. 8(a) shows the average running time of the six methods on the 

Caltech-256 image dataset for Task 6 in Table 1, with respect to the increasing number of 

labeled training samples. Similarly, Fig. 8(b) illustrates the average running time of the six 

methods for Task 12 in Table 1. From these two figures, we can see that except LS-SVM, 

CSTL exhibited shorter running time than the other four transfer learning methods. 
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(f) 

Fig. 9 Classification accuracy of five methods on text datasets. 

 

Table 3. Classification accuracy of five methods on text datasets with different umber of 

labeled samples 



 

No. of labeled samples 

Methods 
50 100 150 200 250 300 

LSSVM 0.8318 0.8898 0.9182 0.9319 0.9417 0.9469 

CDSVM 0.8591 0.9038 0.9242 0.9344 0.9421 0.9469 

ASVM 0.8612 0.9058 0.9286 0.9388 0.9463 0.9519 

STM 0.8595 0.9096 0.9278 0.9399 0.9472 0.9531 

CSTL2 0.8765 0.9158 0.9383 0.9481 0.9552 0.9602 

 

4.3.3. Cross-Domain Text Classification 

Boosting for transfer learning is an extension of the Adaboost learning framework. It is 

based on a learning mechanism which combines the source and target samples and then 

iteratively decreases the weights of the source data in order to reduce the impact on the 

learning process. According to [2], the number of iterations required is at least 50 for text 

datasets, which is computationally expensive and takes 14,347 seconds to complete for Task 

1 in Table 2 when the number of iterations is one. Hence, we will not include TrAdaBoost 

method in the experiment. 

 

The classification results on text datasets with different number of labeled samples are 

shown in Fig. 9. Table 3 shows the average classification accuracy for the 6 tasks in Table 2. 

From these results, we have the following observations. 

(1) In most cases, CSTL outperforms other methods in terms of the classification accuracy. 

This promising result is mainly attributed to consideration of only selected knowledge for 

transfer learning based on CCR. 

(2) It is found that CDSVM achieved better classification accuracy than LS-SVM with 

scarce labeled target data, and this advantage quickly diminished with the increasing labeled 

target samples. A major limitation of CDSVM is that it regards the data in the source domain 

exhibits a homogenous distribution. According to Fig. 9 and Table 3, ASVM and STM could 

achieve better results than CDSVM in most cases, which is attributed to the selective 

strategy. The classification performance of CSTL was more outstanding due to the ability to 

accurately select useful source objects as well as the assignment of different weights for the 

correlated objects to facilitate the construction of the target classifier. 

5. Conclusions 

In this paper, we have proposed the general framework CSTL with CCR to improve the 

performance of transfer learning. CSTL is effective in achieving the transfer classification 

learning with the capability of selecting correlated objects with weights from the source 

domain through the fast leave-one-out cross-validation strategy. An important advantage of 

CSTL is that it can alleviate the shortcomings in most existing transfer learning methods 

which exploit the entire source domain. The results of our experiments demonstrated the 



 

effectiveness of CSTL for classification problems with respect to other existing transfer 

learning methods. Moreover, the weights assigned to different selected objects from the 

source domain were proved to be advantageous. 

While classification performance of CSTL proposed in this paper is encouraging, some 

issues remain to be studied. For example, the classification errors of the source domain in the 

LS-SVM framework must be given in advance, which may lead to inaccurate distribution of 

the source data when the number of labeled training data is scarce. This issue and the related 

ones will be investigated in our future work.  
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Appendix 

In the following, we show theoretically that minimizing the disagreement between the source 

and target classifiers Sf  and Tf , denoted by the probability ( )S TP f f  and measured by the 

classification-error-based diversity penalization term can improve the performance of the 

target classifiers. We cast the classifiers Sf  and Tf in the LS-SVM framework. Let 

Sy ,  1,1Ty    be the labels from the source and target domain respectively. First, the three 

definitions are given. 

 

Definition A.1. (Nontrivial Target Classifier) If the target classifier Tf  satisfies 

( | ) 1 2T TP f l f l    or 

( | ) 1 2T TP f l f l   , 
(A.1) 

where { 1, 1}l   . Thus, the classifier Tf  is a nontrivial classifier for the target domain. 

 

Definition A.2. (Nonperfect Target Classifier) If the target classifier Tf  returns a prediction 

accuracy of less than 100 percent on the target domain, the classifier Tf  is a nonperfect 

classifier for the target domain. 

Similarly, the conditions defined in definitions A.1 and A.2 also hold for the source 

classifiers Sf . 

 

Definition A.3. (Conditional Independence of Source and Target Classifiers) The conditional 

independence of source and target classifiers Sf  and Tf  is shown as 

( | , ) ( | )S T S S SP f l f l y y P f l y y      , 

( | , ) ( | )T S T T TP f l f l y y P f l y y      , 
(A.2) 

where , , { 1, 1}l l y    . 



 

According to Definitions A.1, A.2 and A.3, the following conclusion can be drawn: if the 

conditional independent assumption is satisfied, the misclassification errors of the nontrivial 

and nonperfect classifiers Tf  on the target domain have a strict upper bound, i.e., the 

disagreement ( )S TP f f . This will be shown theoretically as follows. 

The classification error of Tf  on the target domain and the disagreement between Tf  and 

Sf  can be respectively represented as 

( ) ( 1, 1) ( 1, 1)

                   ( 1, 1, 1) ( 1, 1, 1)

                        ( 1, 1, 1) ( 1, 1, 1)

T T T T T T

T S T T S T

T S T T S T

P f y P f y P f y

P f f y P f f y

P f f y P f f y

        

          

          

, (A.3) 

( ) ( 1, 1) ( 1, 1)

                  ( 1, 1, 1) ( 1, 1, 1)

                       ( 1, 1, 1) ( 1, 1, 1)

T S T S T S

T S T T S T

T S T T S T

P f f P f f P f f

P f f y P f f y

P f f y P f f y

        

          

          

, (A.4) 

  To prove the inequality ( ) ( )T T T SP f y P f f   , we should first validate the following 

inequality,  

( 1, 1, 1) ( 1, 1, 1)

  ( 1, 1, 1) ( 1, 1, 1)

T S T T S T

T S T T S T

P f f y P f f y

P f f y P f f y

         

          
. (A.5) 

According to the Bayes principle and Eq. (A.2), Eq. (A.5) can be formulated as 

( 1| 1) ( 1, 1) ( 1| 1) ( 1, 1)

  ( 1| 1) ( 1, 1) ( 1| 1) ( 1, 1)

T T S T T T S T

T T S T T T S T

P f y P f y P f y P f y

P f y P f y P f y P f y

            

             
. (A.6) 

By combining definitions A.1 and A.2, we have 

( 1| 1) ( 1| 1)T T T TP f y P f y        , 

( 1| 1) ( 1| 1)T T T TP f y P f y      , 

( 1| 1) 0T TP f y    , 

( 1, 1) 0T TP f y    . 

(A.7) 

Thus, Eq. (A.6) holds and we subsequently achieve  

( ) ( )T T T SP f y P f f   . (A.8) 

This shows that the disagreement ( )S TP f f  between the classifiers Sf  and Tf  in Eq. (1) 

upper bounded by the misclassification errors for the classifiers Tf . In other words, we 

should try to minimize the disagreement ( )S TP f f  between the two domains in order to 

reduce the classification errors and improve the learning performance of the target domain. 

Since the LS-SVM framework is adopted in both the source and target domains, this goal 

can be achieved by: 1) controlling the disagreement in w  and b  between the two domains, 

which will result in the model-parameter-based consensus regularization terms that are 

commonly adopted by most transfer learning methods [6, 13-16]; 2) controlling the 

disagreement of classification errors between the two domains. In terms of the equation 

constraints (see Eq. (3)) used in LS-SVM, the control of the disagreement in w  and b  

between the source and target domains actually equivalent to the control the disagreement of 

classification errors between the two domains. Obviously, Eq. (4) can improve the  

performance of the target classifier.  
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