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#### Abstract

Computational intelligence (CI), including artificial neural network, fuzzy logic, and evolutionary computation (EC), has rapidly developed nowadays. Especially, EC is a kind of algorithm for knowledge creation and problem solving, playing a significant role in CI and artificial intelligence (AI). However, traditional EC algorithms have faced great challenge of heavy computational burden and long running time in large-scale (e.g., with many variables) problems. How to efficiently extend EC algorithms to solve complex problems has become one of the most significant research topics in CI and AI communities. To this aim, this paper proposes a matrix-based EC (MEC) framework to extend traditional EC algorithms for efficiently solving large-scale or super large-scale optimization problems. The proposed framework is an entirely new perspective on EC algorithm, from the solution representation to the evolutionary operators. In this framework, the whole population (containing a set of individuals) is defined as a matrix, where a row stands for an individual and a column stands for a dimension (decision variable). This way, the parallel computing functionalities of matrix can be directly and easily carried out on the high performance computing resources to accelerate the computational speed of evolutionary operators. This paper gives two typical examples of MEC algorithms, named matrix-based genetic algorithm and matrix-based particle swarm optimization. Their matrix-based solution representations are presented and the evolutionary operators based on the matrix are described. Moreover, the time complexity is analyzed and the experiments are conducted to show that these MEC algorithms are efficient in reducing the computational time on large scale of decision variables. The MEC is a promising way to extend EC to complex optimization problems
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in big data environment, leading to a new research direction in CI and AI.
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## I. Introduction

COMPUTATIONAL intelligence (CI) is a kind of biologically and linguistically motivated computational paradigm that mainly contains three branches as artificial neural network (ANN), logic inference, and evolutionary computation (EC), which has lots of overlaps with artificial intelligence (AI) [1]. In fact, the IEEE CI Society (CIS) is directly related to AI and covers the main researches of AI. The three big branches of CI (i.e., logic, ANN, and EC) are mainly corresponding to the three branches of AI to approach the human intelligence, i.e., Symbolisms, Connectionism, and Evolutionism. Nowadays CI and AI have extremely fast developed, including the great success of deep learning (DL) and deep neural network (DNN) in a large number of real-world applications, such as speech recognition [2], chemical syntheses planning [3], and smart city [4]. The success of DL and DNN are strongly related to the big data (BD) resources and the high performance computing (HPC) resources that substantially extend traditional ANN to DNN and the applications [5]. Fig. 1 shows the relationship among the algorithm, data, and computational power to illustrate the development of CI. Specially, the BD resources make it possible for DNN to be trained with good quality, while the HPC resources like cloud computing, supercomputing, and graphic process unit (GPU) make it possible for DNN to be executed in an acceptable time. Therefore, the integration of Algorithms (like ANN), Big data resources, and Computing resources (like HPC) results in the A-B-C to make new CI techniques (like DNN) greatly successful in complex problems in real-world applications like industry, government, environment, economy, finance, medicine, education, management, and ecology.

However, the DL and DNN are only parts but not all of the CI and AI. As shown in Fig. 1, the three branches in CI achieve the abilities of Knowledge Learning, Knowledge Reasoning, and Knowledge Creation by approaches like ANN, logic inference, and EC, respectively. During the history of CI, these three branches on the one hand develop their own different techniques and on the other hand also interact with each other. As shown in Fig. 1, with the help of BD and HPC resources/techniques, not only the ANN has been promoted to DL and DNN with greater


Fig. 1. Development of computational intelligence.
knowledge learning ability that as reported in Nature [6] and Science [7], but also the researches in the knowledge reasoning have turned from simple logic inference to complex fuzzy system (FS) to deal with complex problems. Moreover, being the approaches for knowledge creation, which act as more significant intelligent role in CI and AI , the EC algorithms have interacted with the approaches in knowledge learning and knowledge reasoning for a long time, resulting in evolutionary DNN [8], evolutionary DL [9], evolutionary FS [10], fuzzy-based EC [11], and machine learning enhanced EC [12]. More significantly, it is noted that knowledge reasoning and knowledge learning mainly lead to lower-level of AI, e.g., if the knowledge has been mastered by human being, one can use ANN or DL to enable machine to learn this knowledge so that the machine can replace the human being to do something. However, EC is a nature-inspired approach for knowledge creation and problem-solving, which can help human to solve highly complicated and NP-hard problems. Therefore, the EC can obtain something that human does not know, for example, finding the most optimized solutions for the real-world problems, such as large-scale supply chain network design [13], mineral processing [14], airline crew rostering problem [15], and virtual machine placement [16] and workflow management [17] in cloud, which can be regarded as higher-level of AI.

Therefore, in the future development of CI and AI, more attention would be paid to EC algorithms because they are a kind of general problem-solving tools to achieve higher-level AI. Moreover, the EC algorithms are independent on exact problem model, making them one of the promising ways for problem-solving and knowledge creation when there are no exact approaches/models for the complex problems in nowadays' complex environments. Therefore, this paper focuses on the EC algorithms.

Traditional EC algorithms share a common framework like Fig. 2, including initialization, fitness evaluation, and new population reproduction, to search for the global optimum generation by generation. Therefore, ECs are population-based and iteration-based algorithms which have generally better global search ability than other single-solution search algorithms. The EC family includes evolutionary algorithms (EA) [18], e.g., genetic algorithm (GA) [19], differential evolution (DE) [20], and estimation of distribution algorithm (EDA) [21], and swarm intelligence (SI) algorithms [22] like particle swarm optimization (PSO) [23] and ant colony optimization (ACO) [24]. Under the generic framework of Fig. 2, different kinds


Fig. 2. Generic framework of evolutionary computation algorithms.
of EC algorithms can have their own population reproduction strategies. For example, GA is a typical EA that reproduces the new population by selection, crossover, and mutation operations, while PSO is a typical SI that reproduces the new population by learning from personal and global guidance information, including the velocity and position update, and the personally best and globally best experiences update. Therefore, this paper mainly focuses on these two EC algorithms.

Due to the fact that EC algorithms are less sensitive to the mathematical model of problems, they have been successfully applied to many kinds of science and engineering optimization problems that are difficult to be solved by traditional mathematical methods, such as in computer network [25], electromagnetic engineering [26], Blockchain applications [27], mobile computing [28], and information security [29], which have speeded up the development of the EC community in recent years. These successes are significant in real-world applications for smallor medium-scale problems. However, as the practical problems become increasingly complex nowadays, the number of decision variables can reach thousands or hundreds of thousand, resulting in large-scale or super large-scale optimization problems. Moreover, the population size can be set very large to increase the diversity when dealing with complex problems [30]. In this sense, being a kind of population-based and iterative-based algorithms, the EC algorithms may result in very heavy computational burdens due to the large population or the large-scale decision variables, or both. This is an obstacle that prevents EC algorithms from being widely used nowadays. Therefore, like the large-scale FS and DNN that are based on BD and HPC resources/techniques to efficiently solve complex problems [31], Fig. 1 shows the researches in designing efficient EC algorithms with the help of BD and HPC for solving complex problems have also become a pioneer approach.

In order to relieve the computational burden when dealing with complex optimization problems, a promising way is to design parallel or distributed EC (DEC) algorithms [32]. This has become an emerging topic and has aroused great attention from the EC researchers in recent years, like the distributed GA [33], distributed DE [34], distributed PSO [35], and distributed memetic algorithm [36]. The DEC always uses distributed computational resources to execute the multiple populations or all the individuals in parallel, which can reduce the running time
[37]. However, designing an effective DEC algorithm is ad hoc based on the computational resources and is relied on the hardware. Moreover, communication burden has to be considered. This is difficult for practical applications. Therefore, a more general way to extend the traditional EC framework is in great need. Also, the existing DEC algorithms almost only consider how to distribute the multiple populations or the individuals to distributed computational resources [38]. Recently, a novel generation-level parallelism PSO is proposed to enable the DEC being executed in parallel in generation level [39]. However, most existing DEC algorithms do not consider the potential parallelism on the decision variables. That is, the DEC are parallel in population level or individual level, or even in generation level, but not in dimension level. Therefore, more generic and efficient DEC algorithms are in great need to fully utilize the HPC resources like cloud computing, supercomputing, and GPU.

In fact, the parallelism on dimension level is a significant research topic in EC community but has not been studied intensively. This may be due to the fact that it is not easy for implementation. Refer to Fig. 2 again, the evolutionary operators such as the crossover and mutation in GA or the velocity and position update in PSO are executed on the decision variables dimension by dimension. However, one may also further consider whether the evolutionary operators can be executed by manipulating all the dimensions simultaneously. Someone may propose to also use multiple distributed computational resources to parallel execute these dimensions. However, under the traditional solution representation, this way is difficult if not impossible for implementation. For example, although one can separate all dimensions of the problem and deal with the variables simultaneously when updating the velocity/position of PSO, sophisticated programming skills are required. Moreover, when executing the operators in GA like selection and crossover, there are interactions among the variables vector, making it not easy or impossible to separate and distribute the dimensions to different resources for parallel computing. Therefore, a new approach is needed if researchers want to have such a kind of parallelism on dimension level.

This paper focuses on this particular issue and proposes a matrix-based EC (MEC) algorithm to efficiently extend traditional EC to faster solve large-scale or super large-scale optimization problems. Although there exists matrix-based implementation of DE [40], it uses the matrix scheme to enhance the search ability but not to reduce the running time. Differently, the MEC proposed in this paper focuses on the running time, which is an entirely new perspective on EC algorithm, from the solution representation to the evolutionary operators. Therefore, the MEC is a new emerging and promising topic of EC and CI/AI community. It is common that in traditional EC, an individual is represented by a vector and the population is formed by a set of individuals (vectors). Differently, the MEC does not represent an individual alone, but define the whole population (contains a set of individuals) as a matrix, where a row stands for one individual and a column stands for one dimension (decision variable). Matrix is easy for parallel computing. If the population


Fig. 3. Generic framework of matrix-based evolutionary computation.
of EC algorithm is represented by the matrix, MEC can use the parallel computing functionalities of matrix to accelerate the computational speed directly and easily. That is, the matrix operations [41] such as addition ( + ), subtraction ( - ), multiplication $(\times)$, find maximization or minimization, and other linear operations [42] have been widely studied in the parallel and distributed computing community [43]. Consequently, the evolutionary operators can be directly carried out in parallel due to the functionality of matrix. More importantly, researchers have developed many ripe parallel routines for matrix operations on HPC resources like GPU, cloud computing platform, and supercomputing platform [44]. This allows us to deploy the MEC to these HPC platforms naturally. In this way, the MEC can relive the heavy computational burden of large population size and large scale of decision variables. Based on the above advantages, the MEC can be a promising way to extend EC algorithms to complex optimization problems in a very complex big data environment. Similar to Fig. 2, the generic framework of MEC algorithms is illustrated as Fig. 3. Moreover, the MEC algorithms can be benefitted from the following three aspects:

Firstly, MEC is suitable for solving complex problems with any size of scale. The dimensions (variables) do not need to be decomposed and can be processed simultaneously because the matrix can be naturally distributed on sufficient HPC computational resources. Therefore, the computational time of MEC is not limited to the problem size.

Secondly, MEC can be beneficial from the bonuses of HPC. It has no need to consider the manipulation of the distributed resources to deal with the fussy issues like communication and transformation. The MEC can be directly deployed on HPC platforms like supercomputing and cloud computing. Therefore, the computational time of MEC can be further promoted with the development of supercomputing.

Thirdly, MEC is actually a true parallel and distributed algorithm. The MEC is not only parallel on population level and individual level, but also on dimension level. Therefore, the MEC is more suitable for population-based algorithm to solve large-scale or super large-scale optimization problems in shorter computational time.

This "EC-to-MEC" would be even more significant than that of "ANN-to-DNN" because EC algorithms are more suitable for optimization, knowledge creation, and problem solving, so that the MEC is a promising way to solve complex optimization problems in big data environment. The MEC will lead a new development in EC to achieve higher-level CI and AI.

The rest of the paper is organized as follows. Section II introduces the basic knowledge of matrix and some common matrix-based representation or operators in MEC. Section III and Section IV describe the MEC based on the two typical EC algorithms, one is the matrix-based GA (MGA) and the other is the matrix-based PSO (MPSO), respectively, including how to implement the evolutionary operators according to the new matrix-based representation. The time complexity of MEC (e.g., MGA and MPSO) is analyzed in Section V and the experiments are conducted in Section VI to show the efficiency of MEC in reducing computational burden. Finally, conclusions and future works are given in Section VII.

## II. Basic Knowledge

## A. Representations and Notations

Assume that there is a population with $N$ individuals to solve a $D$-dimensional problem (i.e., with $D$ variables). In traditional EC , an individual is represented by a vector as:

$$
\begin{equation*}
X_{i}=\left(x_{i 1}, x_{i 2}, \ldots, x_{i D}\right) \tag{1}
\end{equation*}
$$

where $1 \leq i \leq N$ is the index of the individual. However, in MEC, the population is directly represented by a $N \times D$ matrix $\boldsymbol{X}=\left(x_{i j}\right)_{N \times D}$ as:

$$
\boldsymbol{X}=\left(\begin{array}{ccc}
x_{11} & \cdots & x_{1 D}  \tag{2}\\
\vdots & \ddots & \vdots \\
x_{N 1} & \cdots & x_{N D}
\end{array}\right)
$$

where a row represents an individual and a column represents a dimension (variable).

Accommodated with the matrix-based representation, lower bound and upper bound of the variables are represented by two $1 \times D$ matrices $\boldsymbol{L}$ and $\boldsymbol{U}$, respectively, while the fitness values of all the individuals are recorded by an $N \times 1$ matrix Fit. Moreover, two matrices named Ones and $\boldsymbol{R}$ are also defined to help carry out the evolutionary operator in MEC. The Ones is a matrix whose elements are all 1 , while the $\boldsymbol{R}$ is a random matrix whose elements are randomly generated between $[0,1]$. For convenience, the matrices used for MEC are notated and described in Table I.

## B. Common Operations

Under the above matrix-based representation, the implementation of MEC relates to different typical matrix operations. Table II lists these related operations and gives their descriptions. For simplicity, the matrices used in Table II, $\boldsymbol{A}$ and $\boldsymbol{B}$, are $N \times D$ if they do not have subscripts.

TABLE I
Notations of the Matrices Used in Matrix-Based Evolutionary Computation

| Notations | Descriptions |
| :---: | :---: |
| $\boldsymbol{X}_{N \times D}$ | An $N \times D$ matrix represents the position of all the individuals in the population |
| Fit $_{N \times 1}$ | An $N \times 1$ matrix represents the fitness values of all the individuals in the population |
| $L_{1 \times D}$ | A $1 \times D$ matrix represents the lower bounds of all the dimensions (variables) |
| $\boldsymbol{U}_{1 \times D}$ | A $1 \times D$ matrix represents the upper bounds of all the dimensions (variables) |
| $\operatorname{Prob}_{N \times 1}$ | An $N \times 1$ matrix represents the probability of selecting each individual in MGA |
| $V_{N \times D}$ | An $N \times D$ matrix represents the velocity of all the individuals in the MPSO population |
| $p$ Best $_{N \times D}$ | An $N \times D$ matrix represents the personal best positions of all the individuals in the MPSO population |
| $g$ Best $_{1 \times D}$ | A $1 \times D$ matrix represents the globally best position (the individual with globally best fitness value) |
| pBest_Fit ${ }_{\text {N×1 }}$ | An $N \times 1$ matrix represents the fitness values of the personal best positions of all the individuals in the MPSO population |
| $V \max _{1 \times D}$ | A $1 \times D$ matrix represents the maximum velocity constraint of all the dimensions (variables) in MPSO |
| $V_{\text {min }}^{1 \times D}$ | A $1 \times D$ matrix represents the minimum velocity constraint of all the dimensions (variables) in MPSO |
| Ones | A matrix whose elements are all 1 |
| R | A matrix whose elements are randomly between [0, 1] |

## III. Matrix-Based Genetic Algorithm

## A. Representation and Initialization

The solution (individual) representation in MGA is shown as the matrix $\boldsymbol{X}$ in (2). To initialize the population $\boldsymbol{X}$ randomly in the feasible domain of each dimension, the $\boldsymbol{X}$ is initialized within the $\boldsymbol{L}$ and $\boldsymbol{U}$ by the help of the matrices Ones and $\boldsymbol{R}$ as

$$
\begin{equation*}
\boldsymbol{X}=\text { Ones }_{N \times 1} \times(\boldsymbol{U}-\boldsymbol{L}) \circ \boldsymbol{R}_{N \times D}+\text { Ones }_{N \times 1} \times \boldsymbol{L} \tag{3}
\end{equation*}
$$

Herein the (3) is explained in details. Firstly, the subtraction operation (-) between $\boldsymbol{U}$ and $\boldsymbol{L}$ results in a $1 \times D$ matrix that constrains the initialization range. Then, the multiplication operation $(\times)$ between Ones ${ }_{N \times 1}$ and $(\boldsymbol{U}-\boldsymbol{L})_{1 \times D}$ results in an $N \times D$ matrix

$$
\left(\begin{array}{ccc}
u_{1}-l_{1} & \cdots & u_{D}-l_{D} \\
\vdots & \ddots & \vdots \\
u_{1}-l_{1} & \cdots & u_{D}-l_{D}
\end{array}\right)_{N \times D}
$$

which is similar to that Ones $_{N \times 1} \times \boldsymbol{L}_{1 \times D}$ as

$$
\begin{align*}
\text { Ones }_{N \times 1} \times \boldsymbol{L}_{1 \times D} & =\left(\begin{array}{c}
1 \\
\vdots \\
1
\end{array}\right) \times\left(l_{1} \cdots l_{D}\right) \\
& =\left(\begin{array}{ccc}
l_{1} & \ldots & l_{D} \\
\vdots & \ddots & \vdots \\
l_{1} & \cdots & l_{D}
\end{array}\right)_{N \times D} \tag{4}
\end{align*}
$$

That is, the Ones matrix is used to help the $1 \times D(\boldsymbol{U}-\boldsymbol{L})$ matrix and $\boldsymbol{L}$ matrix to be extended to $N \times D$ matrices in which

TABLE II
Typical Operations in Matrix and Their Notations

| Name | Description |
| :---: | :---: |
| Addition operation (+) | $\boldsymbol{A}+\boldsymbol{B}=\left(\begin{array}{ccc}a_{11}+b_{11} & \cdots & a_{1 D}+b_{1 D} \\ \vdots & \ddots & \vdots \\ a_{N 1}+b_{N 1} & \cdots & a_{N D}+b_{N D}\end{array}\right)$ |
| Subtraction operation (-) | $\boldsymbol{A}-\boldsymbol{B}=\left(\begin{array}{ccc}a_{11}-b_{11} & \ldots & a_{1 D}-b_{1 D} \\ \vdots & \ddots & \vdots \\ a_{N 1}-b_{N 1} & \cdots & a_{N D}-b_{N D}\end{array}\right)$ |
| Multiplication operation ( $\times$ ) | $\boldsymbol{A}_{N \times D} \times \boldsymbol{B}_{D \times N}=\left(\begin{array}{cccc}\sum_{i=1}^{D} a_{1 i} \times b_{i 1} & \ldots & \sum_{i=1}^{D} a_{1 i} \times b_{i N} \\ \vdots & \ddots & \vdots \\ \sum_{i=1}^{D} a_{N i} \times b_{i 1} & \cdots & \sum_{i=1}^{D} a_{N i} \times b_{i N}\end{array}\right)$ |
| Scalar multiplication (•) | $c \cdot \boldsymbol{A}=\left(\begin{array}{ccc}c \times a_{11} & \ldots & c \times a_{1 D} \\ \vdots & \ddots & \vdots \\ c \times a_{N 1} & \cdots & c \times a_{N D}\end{array}\right)$ |
| Hadamard product ( $\circ$ ) | $\boldsymbol{A} \circ \boldsymbol{B}=\left(\begin{array}{ccc}a_{11} \times b_{11} & \ldots & a_{1 D} \times b_{1 D} \\ \vdots & \ddots & \vdots \\ a_{N 1} \times b_{N 1} & \cdots & a_{N D} \times b_{N D}\end{array}\right)$ |
| Transposition operation ( $\boldsymbol{X}^{T}$ ) | $\boldsymbol{A}^{T}=\left(\begin{array}{ccc}a_{11} & \ldots & a_{D 1} \\ \vdots & \ddots & \vdots \\ a_{1 N} & \cdots & a_{D N}\end{array}\right)$ |
| Logical operation ( $\leq$ ) | $\boldsymbol{A} \leq \boldsymbol{B}=\boldsymbol{C}, c_{i, j}=\left\{\begin{array}{l} 1, \text { if } a_{i, j} \leq b_{i, j} \\ 0, \text { otherwise } \end{array}\right.$ |
| Maximum operation (max) | $a=\max (\boldsymbol{A})$, where $a$ is the maximum element in $\boldsymbol{A}$ |
| Minimum operation (min) | $a=\min (\boldsymbol{A})$, where $a$ is the minimum element in $\boldsymbol{A}$ |
| Maximum indexing (maxind) | $k=\max \operatorname{ind}\left(\boldsymbol{A}_{N \times 1}\right)$, where $k$ is the row index of the maximum element in $\boldsymbol{A}_{N \times 1}$ |
| Minimum indexing (minind) | $k=\min \operatorname{ind}\left(\boldsymbol{A}_{N \times 1}\right)$, where $k$ is the row index of the minimum element in $\boldsymbol{A}_{N \times 1}$ |
| Index operation $(X[I \mid J])$ | $\boldsymbol{X}[\boldsymbol{I} \mid \boldsymbol{J}]=\left(\begin{array}{ccc}X_{I_{1} J_{1}} & \cdots & X_{I_{1} J_{j}} \\ \vdots & \ddots & \vdots \\ X_{I_{i} J_{1}} & \cdots & X_{I_{i} J_{j}}\end{array}\right)$ |

all the rows are the same. Later, the formed $N \times D$ matrix

$$
\left(\begin{array}{ccc}
u_{1}-l_{1} & \ldots & u_{D}-l_{D} \\
\vdots & \ddots & \vdots \\
u_{1}-l_{1} & \cdots & u_{D}-l_{D}
\end{array}\right)_{N \times D}
$$

carries out the Hadamard product with a random $N \times D$ matrix $\boldsymbol{R}_{N \times D}$, also results in an $N \times D$ matrix. This matrix pluses with
the

$$
\left(\begin{array}{ccc}
l_{1} & \cdots & l_{D} \\
\vdots & \ddots & \vdots \\
l_{1} & \cdots & l_{D}
\end{array}\right)_{N \times D}
$$

and at last forms the randomly initialized $\boldsymbol{X}$.
Therefore, (3) does not initialize the individuals one by one like traditional GA, but performs on all the individuals and all the dimensions simultaneously. More importantly, such an implementation of parallelism has been supported by the parallel routines of matrix toolbox and does not require the programming skills of users.

After the initialization, all the individuals go through the fitness evaluation and their fitness values are recorded in the $N \times 1$ matrix Fit as:

$$
\begin{equation*}
\boldsymbol{F i t}=f(\boldsymbol{X}) \tag{5}
\end{equation*}
$$

Moreover, the globally best fitness value (gBest_Fit) can be directly determined by the matrix operation min or max as
$g$ Best_Fit $=\left\{\begin{array}{l}\min (\boldsymbol{F i t}), \text { if it is a minimum problem } \\ \max (\boldsymbol{F i t}), \text { if it is a maximum problem }\end{array}\right.$

## B. Selection

After the initialization and fitness evaluation, the MGA goes through the evolutionary process by performing selection, crossover, and mutation generation by generation. To select $N$ individuals from the population by a roulette wheel selection operator, the roulette should be built and the individuals are chosen based on it. The following steps illustrate this process.

Step 1: Calculate the probability matrix $\operatorname{Prob}_{N \times 1}$, which indicates the selected chance of each individual. In the minimum problems, the individual with lower fitness value has more chance to be selected. At the same time, to ensure that the sum of the selected probability of all individuals equals to 1, Prob is calculated through the sum of fitness value subtracts each fitness value and then divided by $N-1$ times of the sum of fitness. In the maximum problems, the individual with higher fitness value has more chance to be selected. Prob is calculated through each fitness value divided by the sum of all fitness values. Therefore, the Prob is calculated as

$$
\boldsymbol{P r o b}=\left\{\begin{array}{l}
\left.\frac{\text { Ones }_{1 \times N} \times \boldsymbol{F i t}-\boldsymbol{F i t}}{(N-1 \times(\text { Ones }} 1 \times N \times \text { Fit }\right) \tag{7}
\end{array},\right. \text { minimum problem }
$$

where the multiplication operation between $\boldsymbol{O n e s}_{1 \times N}$ and Fit is used to calculate the sum of fitness.

Step 2: Define a $N \times 1$ roulette matrix $\boldsymbol{R O U}$ _MAT to record the accumulated probability of each individual. The $\boldsymbol{R O U} \_\boldsymbol{M A T}$ can be obtained by left multiply Prob with an $N \times N$ lower triangular one-matrix $\boldsymbol{L T R I}$ as

$$
\begin{align*}
\boldsymbol{R O U} U_{-} \boldsymbol{M} \boldsymbol{A T} & =\boldsymbol{L T} \boldsymbol{R I} \times \boldsymbol{P r o b} \\
& =\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
1 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 1 & \cdots & 1
\end{array}\right) \times\left(\begin{array}{c}
\operatorname{Prob}_{1} \\
\text { Prob }_{2} \\
\vdots \\
\operatorname{Prob}_{N}
\end{array}\right) \\
& =\left(\begin{array}{c}
\operatorname{Prob}_{1} \\
\operatorname{Prob}_{1}+\text { Prob }_{2} \\
\vdots \\
\text { Prob }_{1}+\cdots+\text { Prob }_{N}
\end{array}\right) \tag{8}
\end{align*}
$$

Therefore, the last element in $\boldsymbol{R O U} \_\boldsymbol{M A T}$ is Prob $_{1}+$ Prob $_{2}+$ $\cdots+\operatorname{Prob}_{N}=1$. Similar to the roulette wheel selection operation in traditional GA, the $\boldsymbol{R O} \boldsymbol{U}_{-} \boldsymbol{M A T}$ is used to determine which individual is selected. Given a random number between 0 and 1, then the first individual whose accumulated probability larger than this number is selected. In order to select $N$ individuals at the same time, the Step 3 is designed based on the matrix operation.

Step 3: Generate an $N \times 1$ probability matrix $\boldsymbol{R}$ in which each element is a random number between 0 and 1 . To find the first individual with the larger accumulated probability than each of these random numbers, the algorithm has to compare the values of elements in $\boldsymbol{R O U} \boldsymbol{U}_{-} \boldsymbol{M A T}$ and $\boldsymbol{R}$. To do this, the algorithm right multiplies a matrix Ones $_{1 \times N}$ to $\boldsymbol{R}$ to make the $\boldsymbol{R}$ an $N \times N$ matrix whose all columns are the same. For $\boldsymbol{R O U} \mathbf{U}_{-} \boldsymbol{M A T}$, the algorithm firstly transposes it and then extend it to $N \times N$ where all rows are the same. Then making the logical operation between the extended $\boldsymbol{R}$ and the extended $\boldsymbol{R O U} \boldsymbol{U}_{-} \boldsymbol{M A T}$ to get a $N \times N$ selected matrix named $\boldsymbol{S E L} L_{-} \boldsymbol{M A T}$ :

$$
\begin{align*}
\boldsymbol{S E L \_} \boldsymbol{M A T} & =\left(\text { Ones }_{N \times 1} \times \boldsymbol{R O U} U_{-} \boldsymbol{M} \boldsymbol{A T} \boldsymbol{T}^{T}\right) \\
& \leq\left(\boldsymbol{R}_{N \times 1} \times \text { Ones }_{1 \times N}\right) \tag{9}
\end{align*}
$$

which is composed of 0 and 1 , where 1 means the value in roulette is not larger than the random value (i.e., $\leq$ ) and 0 means larger. In (9), the left part of the logical operator is

$$
\text { Ones }_{N \times 1} \times \boldsymbol{A C C U} \boldsymbol{M}^{T}
$$

$$
=\left(\begin{array}{ccc}
\text { Prob }_{1} & \text { Prob }_{1}+\text { Prob }_{2} \cdots & \text { Prob }_{1}+\cdots+\text { Prob }_{N} \\
\vdots & \ddots & \vdots \\
\text { Prob }_{1} & \text { Prob }_{1}+\text { Prob }_{2} & \cdots
\end{array} \text { Prob }_{1}+\cdots+\text { Prob }_{N}\right)_{N \times N}
$$

Obviously, the values in each row are in ascending order. The right part of (9) is

$$
\boldsymbol{R}_{N \times 1} \times \text { Ones }_{1 \times N}=\left(\begin{array}{ccc}
R_{1} & \cdots & R_{1} \\
\vdots & \ddots & \vdots \\
R_{N} & \cdots & R_{N}
\end{array}\right)_{N \times N}
$$

Therefore, the selected matrix $\boldsymbol{S E L} L_{-} \boldsymbol{M A T}$ has the characteristic that in each row the first several elements are 1 and the rest elements are 0 . In this sense, the index of the first 0 is the individual that to be selected. It is also interesting to observe that the sum of ones before this element is actually the same as its index. Therefore, right multiplying an $N \times 1$ matrix Ones can
get the index matrix $\boldsymbol{S E T}$ _IND as

$$
\begin{equation*}
S E L \_I N D=S E L \_M A T \times \text { Ones }_{N \times 1} \tag{10}
\end{equation*}
$$

Step 4: Replace the population with the selected individuals. The matrix SET_IND determines which individuals are selected and using index operation can extract them as (11). After that, just copy $\boldsymbol{X} \_S E L$ to $X$ to replace the original population.

$$
\begin{align*}
& \boldsymbol{X} \_\boldsymbol{S} \boldsymbol{E} \boldsymbol{L}=\boldsymbol{X}\left[\boldsymbol{S} \boldsymbol{E} \boldsymbol{L} \_\boldsymbol{I} \boldsymbol{N} \boldsymbol{D} \mid 1, \ldots, D\right]  \tag{11}\\
& \boldsymbol{X}=\boldsymbol{X} \_\boldsymbol{S} \boldsymbol{E} \boldsymbol{L} \tag{12}
\end{align*}
$$

## C. Crossover

In the crossover operator for GA, there is a crossover probability $P_{c}$ that controls whether an individual takes part in the crossover. In fact, the expected number of crossover individuals is $N C=N \times P_{c}$. In the MGA, to make the algorithm easier and more suitable for the matrix-based representation, the MGA chooses the first $N C$ individuals for crossover from the population formed by the above selection operation. It should be noted that the population has been randomly shuffled in the selection operation and therefore these $N C$ chosen individuals are without loss of generality. If $N C$ is odd, the MGA chooses one more individual so that $N C=N C+1$. Then the first half of the individuals correspondingly mate with the second half of the individuals one by one. This operation is legal out of two considerations. Firstly, keeping the number of crossover individuals to be a constant has less influence on the performance. Traditionally, the number of crossover individuals in each generation is dynamic. However, with a large number of independent runs, the expected value is $N \times P_{c}$. Therefore, the MGA sets the number of crossover individuals $N C$ as the fixed value $N \times P_{c}$ during the evolution. Secondly, the randomness is kept. Although the MGA chooses the first $N C$ individuals and mate the first half individuals with the second half individuals directly, the roulette selection provides enough randomness to the selected population in each generation. Roulette selection is a totally random process and the order of selected individuals is also random.

Crossover is that the variables before the crossover point in the first parent combine with the variables after the crossover point in the second parent to form one offspring and the other variables of parents form the second offspring. In order to do this operation using matrix, the MGA can build two matrices where one matrix is composed of part of original values and part of zeros and the other matrix consists of correspondingly part of zeros and part of original values. Adding these two matrices can directly result in the offspring matrix. The MGA achieves the crossover by following procedure.

Step 1: Generate a $\frac{N C}{2} \times 1$ matrix $C_{-}$POS randomly, where each element is an integer between 1 and $D$, representing the crossover position of each pair of individuals.

Step 2: Generate a $1 \times D$ permutation matrix $\operatorname{PERM}=(1$, $2, \ldots, D)$.

Step 3: Right multiply a $1 \times$ D Ones matrix to extend $\boldsymbol{C}_{-}$POS to $\frac{N C}{2} \times D$, with all the columns the same. Left multiply a $\frac{N C}{2} \times 1$ Ones matrix to extend PERM to $\frac{N C}{2} \times D$, with all the
rows the same. Make a logical operation between the extended $C_{-}$POS and PERM to get the mask matrix MASK as

$$
\begin{align*}
\text { MASK }_{\frac{N C}{2} \times D} & =\left(\boldsymbol{C}_{-} \boldsymbol{P O S}_{\frac{N C}{2} \times 1} \times \text { Ones }_{1 \times D}\right) \\
& \leq\left(\text { Ones }_{\frac{N C}{2} \times 1} \times \boldsymbol{P E R} \boldsymbol{R H}_{1 \times D}\right) \tag{13}
\end{align*}
$$

This process is similar to (9) and $\boldsymbol{M A S K}$ has the same characteristic with $\boldsymbol{S E L} L_{-} \boldsymbol{M A T}$ which consists of the first several zeros and the remaining ones, but the meaning is different. In MASK, the first several zeros mean the variables before the crossover position will be discarded while the remaining ones mean the variables after the crossover position need to be retained. Meanwhile, the complemented matrix $\overline{M A S K}$ of the MASK is obtained by $\overline{\boldsymbol{M A S K}} \boldsymbol{K}_{\frac{N C}{2} \times D}=$ Ones $_{\frac{N C}{2} \times D}-\boldsymbol{M A S K} \boldsymbol{K}_{\frac{N C}{2} \times D}$.

Step 4: The offspring individuals are obtained by two steps. Firstly, in this step the first $N C / 2$ offspring individuals are obtained as

$$
\begin{align*}
& \text { OffSpring }\left[1, \ldots, \left.\frac{N C}{2} \right\rvert\, 1, \ldots, D\right] \\
& \quad=\boldsymbol{X}\left[1, \ldots, \left.\frac{N C}{2} \right\rvert\, 1, \ldots, D\right] \circ \boldsymbol{M} \boldsymbol{A} \boldsymbol{S K} \\
& \quad+\boldsymbol{X}\left[\frac{N C}{2}+1, \ldots N C \mid 1, \ldots, D\right] \circ \overline{\boldsymbol{M \boldsymbol { A S K }}} \tag{14}
\end{align*}
$$

Herein, the Hadamard product between the first half of $N C$ individuals and $\boldsymbol{M A S K}$ (i.e., $\boldsymbol{X}\left[1, \ldots, \left.\frac{N C}{2} \right\rvert\, 1, \ldots, D\right] \circ \boldsymbol{M} \boldsymbol{A S K}$ ) is a matrix where each row stands for a pre-offspring individual with the first several elements are zero and the following elements are all from the corresponding positions of $\boldsymbol{X}$. Herein the MGA use the "pre-offspring" because the first several elements of the individuals are still needed to be crossed from other parents. Therefore, the Hadamard product between the second half of $N C$ individuals and $\overline{\boldsymbol{M A S K}}$ (i.e., $\boldsymbol{X}\left[\frac{N C}{2}+\right.$ $1, \ldots N C \mid 1, \ldots, D] \circ \overline{\boldsymbol{M} \boldsymbol{A S K}})$ is to provide this information. The sum of these two matrices results in the first $N C / 2$ offspring individuals.

Step 5: Secondly, in this step, the second $N C / 2$ offspring individuals are obtained as

$$
\begin{align*}
& \text { OffSpring }\left[\frac{N C}{2}+1, \ldots, N C \mid 1, \ldots, D\right] \\
& \quad=\boldsymbol{X}\left[\frac{N C}{2}+1, \ldots, N C \mid 1, \ldots, D\right] \circ \boldsymbol{M} \boldsymbol{A} \boldsymbol{S K} \\
& \quad+\boldsymbol{X}\left[1, \ldots, \left.\frac{N C}{2} \right\rvert\, 1, \ldots, D\right] \circ \overline{\boldsymbol{M} \boldsymbol{A S K}} \tag{15}
\end{align*}
$$

whose explanations are similar to that of (14).
Step 6: Using the index operation to replace the parent individuals using the offspring.

$$
\begin{equation*}
\boldsymbol{X}[1, \ldots N C \mid 1, \ldots, D]=\boldsymbol{O f} \boldsymbol{f} \boldsymbol{S p r i n g} \tag{16}
\end{equation*}
$$

It should be noted that the individuals that do not take the crossover operations remain the same as their previous generation.

## D. Mutation

The mutation operator is done on genes rather than the individuals, which means each bit has a chance to mutate. The process is to judge which bits need to mutate and then keep the unchanged bits and reinitialize the mutated bits. The procedure is as follows.

Step 1: Generate a random decimal matrix $\boldsymbol{R}_{N \times D}$, where each element is between 0 and 1 , meaning the mutation rate of each gene. If the mutation rate of a bit is smaller than $P_{m}$, it will mutate. Otherwise, the gene is kept.

Step 2: Left multiply an $N \times 1$ Ones matrix and right multiply a $1 \times$ D Ones matrix to extend the mutation probability $P_{m}$ to an $N \times D$ matrix $\boldsymbol{P M}$. Each element in $\boldsymbol{P M}$ is $P_{m}$. Make a logical operation between $\boldsymbol{R}$ and $\boldsymbol{P M}$ to determine which variables need to mutate.

$$
\begin{align*}
& \boldsymbol{P M}=\text { Ones }_{N \times 1} \times P_{m} \times \text { Ones }_{1 \times D}  \tag{17}\\
& \boldsymbol{M U T \_ I N D}=\boldsymbol{R} \leq \boldsymbol{P} \boldsymbol{M} \tag{18}
\end{align*}
$$

The result MUT_IND consists of most zeros and several ones, where ones represent the mutation variables.

Step 4: Using Hadamard product to retain the unchanged part and reinitialize the mutation positions. The reinitialization process in (19) is the same as the initialization process in (3).
$\boldsymbol{R E} \_\boldsymbol{X}=$ Ones $_{N \times 1} \times(\boldsymbol{U}-\boldsymbol{L}) \circ \boldsymbol{R}_{N \times D}+$ Ones $_{N \times 1} \times \boldsymbol{L}$
$\boldsymbol{X}=\boldsymbol{X} \circ\left(1-\boldsymbol{M U T} \boldsymbol{I}_{-} \boldsymbol{I} \boldsymbol{N D}\right)+\boldsymbol{R E \_} \boldsymbol{X} \circ \boldsymbol{M U T} \boldsymbol{R}_{-} \boldsymbol{I} \boldsymbol{N} D$

In (20), matrix ( $1-$ MUT_IND) consists of most of the ones which mean the unchanged variables and several zeros which are to be reset. Unchanged index matrix Hadamard products with population $\boldsymbol{X}$ and the mutation index matrix Hadamard products with the reinitialization matrix. At last, the sum of these two results is the population $\boldsymbol{X}$ after mutation.

## E. Whole Algorithm

The pseudocode of MGA is outlined in Algorithm 1.

## IV. Matrix-Based Particle Swarm Optimization

## A. Representation and Initialization

The representation in MPSO is little different from MGA because MPSO not only has the population matrix $\boldsymbol{X}$ that represents the positions of the individuals, but also has the matrices $\boldsymbol{V}$ and pBest that represents the velocity and personal best position, respectively. Herein, the $\boldsymbol{X}$ is initialized the same as (3) and the $\boldsymbol{V}$ is initialized similar to the $\boldsymbol{X}$, except that $\boldsymbol{U}$ is replaced by $\boldsymbol{V m a x}$ and $\boldsymbol{L}$ is replaced by Vmin.

After the initialization of $\boldsymbol{X}$ and $\boldsymbol{V}$, the MPSO can obtain the fitness values of all the individuals through fitness evaluation and record them in the $N \times 1$ matrix Fit like (5). Moreover, the $\boldsymbol{p}$ Best is set directly the same as $\boldsymbol{X}$ and the $\boldsymbol{p B e s t}$ Fit is the same as Fit. At last, the globally best fitness value (gBest_Fit) is determined like (6). Moreover, assume that the optimization problem is a maximization problem, the MPSO can use maxind

```
Algorithm 1: Matrix-Based Genetic Algorithm.
    Input: The size of population \(N\), the dimension of the
    problem \(D\), the crossover rate \(P_{c}\), the mutation rate \(P_{m}\),
    the maximal generation max_gen
    Begin
        /*Initialization \(*\) /
    1: \(\quad \boldsymbol{X}_{N \times D}=\) Ones \(_{N \times 1} \times(\boldsymbol{U}-\boldsymbol{L})_{1 \times D} \circ \boldsymbol{R}_{N \times D}+\)
        Ones \({ }_{N \times 1} \times \boldsymbol{L}_{1 \times D}\)
        \(/ *\) Evaluation \(* /\)
    2: \(\quad \boldsymbol{F i t}_{N \times 1}=f(\boldsymbol{X})\)
        /*Update the best solution \(* /\)
    3: \(\quad\) gBest_Fit \(=\)
        \(\{\min (\boldsymbol{F i t})\), if it is a minimum problem
        \(\{\max (\boldsymbol{F i t})\), if it is a maximum problem
    4: For \(g=1\) to max_gen Do
        \(1 *\) Selection \(* /\)
```



```
                \(\boldsymbol{R O U} \_\boldsymbol{M} \boldsymbol{A} \boldsymbol{T}_{N \times 1}=\boldsymbol{L T R} \boldsymbol{I}_{N \times N} \times \boldsymbol{P r o b}\)
                \(S E L \_M A T\)
    7: \(\quad=\left(\right.\) Ones \(\left._{N \times 1} \times \boldsymbol{R O U} \boldsymbol{R}_{\mathbf{M}} \boldsymbol{A} \boldsymbol{T}^{T}\right) \leq\left(\boldsymbol{R}_{N \times 1}\right.\)
        \(\times\) Ones \(\left._{1 \times N}\right)\)
        \(\boldsymbol{S E L} I \boldsymbol{I N} D_{N \times 1}=\boldsymbol{S E L} \mathbf{L} \boldsymbol{M A T} \times\) Ones \(_{N \times 1}\)
        \(\boldsymbol{X}_{\boldsymbol{X}} \boldsymbol{S} \boldsymbol{E} \boldsymbol{L}_{N \times D}=\boldsymbol{X}[\boldsymbol{S E L} \boldsymbol{L} \boldsymbol{I} \boldsymbol{N} \boldsymbol{D} \mid 1, \ldots, D]\)
    10: \(\quad \boldsymbol{X}=\boldsymbol{X}\) _ \(\boldsymbol{S} \boldsymbol{E} \boldsymbol{L}\)
        /*Crossover*/
    11: \(\quad \boldsymbol{P E R M}=(1,2, \ldots, D)\)
        \(\boldsymbol{M A S K}_{\frac{N C}{2} \times D}\)
    12: \(\quad=\left(\boldsymbol{C}_{-}\right.\)POS \(_{\frac{N C}{2} \times 1} \times\) Ones \(\left._{1 \times D}\right)\)
        \(\leq\left(\right.\) Ones \(\left._{\frac{N C}{2} \times 1} \times \boldsymbol{P E R} \boldsymbol{R}_{1 \times D}\right)\)
    13: \(\overline{\boldsymbol{M A S K}} \boldsymbol{N C} \times D^{N_{2}}=\)
        Ones \({\underset{\frac{N C}{2} \times D}{ }-\boldsymbol{M A S K}}_{\frac{N C}{2} \times D}\)
        OffSpring \(\left[1, \ldots, \left.\frac{N C}{2} \right\rvert\, 1, \ldots, D\right]\)
    14: \(\quad=\boldsymbol{X}\left[1, \ldots, \left.\frac{N C}{2} \right\rvert\, 1, \ldots, D\right] \circ \boldsymbol{M} \boldsymbol{A S K}\)
        \(+\boldsymbol{X}\left[\frac{N C}{2}+1, \ldots N C \mid 1, \ldots, D\right] \circ \overline{\boldsymbol{M A S K}}\)
        OffSpring \(\left[\frac{N C}{2}+1, \ldots, N C \mid 1, \ldots, D\right]\)
    15: \(\quad=\boldsymbol{X}\left[\frac{N C}{2}+1, \ldots, N C \mid 1, \ldots, D\right] \circ \boldsymbol{M} \boldsymbol{A} \boldsymbol{S K}\)
        \(+\boldsymbol{X}\left[1, \ldots, \left.\frac{N C}{2} \right\rvert\, 1, \ldots, D\right] \circ \overline{\boldsymbol{M A S K}}\)
    16: \(\quad \boldsymbol{X}[1, \ldots N C \mid 1, \ldots, D]=\) OffSpring
        /*Mutation \(* /\)
    17: \(\quad \boldsymbol{P} \boldsymbol{M}_{N \times D}=\) Ones \(_{N \times 1} \times P_{m} \times\) Ones \(_{1 \times D}\)
    18: \(\boldsymbol{M U T} \boldsymbol{T}_{-} \boldsymbol{I N} \boldsymbol{D}_{N \times D}=\boldsymbol{R}_{N \times D} \leq \boldsymbol{P} \boldsymbol{M}\)
    19: \(\quad \boldsymbol{R E} \boldsymbol{X}_{N \times D}=\) Ones \(_{N \times 1} \times(\boldsymbol{U}-\boldsymbol{L}) \circ\)
        \(\boldsymbol{R}_{N \times D}+\) Ones \(_{N \times 1} \times \boldsymbol{L}\)
    20: \(\quad \boldsymbol{X}=\boldsymbol{X} \circ\left(1-\boldsymbol{M} \boldsymbol{U} \boldsymbol{T} \_\boldsymbol{I} \boldsymbol{N} \boldsymbol{D}\right)+\boldsymbol{R} \boldsymbol{E} \_\boldsymbol{X} \circ\)
        MUT_IND
    \(/ *\) Evaluation \(* /\)
21: \(\quad \boldsymbol{F i t}_{N \times 1}=f(\boldsymbol{X})\)
    \(/ *\) Update the best solution fitness \(* /\)
    22: \(\quad g\) Best_Fit \(=\left\{\begin{array}{l}\min (\boldsymbol{F i t}), \text { minimumproblem } \\ \max (\boldsymbol{F i t}), \text { maximumproblem }\end{array}\right.\)
    23: End for
    24: Output: The found best solution fitness
        gBest_Fit.
        End
```

operator to obtain the index of individual with the best pBest fitness as

$$
\begin{equation*}
\text { index }=\max \operatorname{ind}(\boldsymbol{p} \boldsymbol{B e s t} \boldsymbol{F} \boldsymbol{F i t}) \tag{21}
\end{equation*}
$$

where the maxind() is defined in Table II.

## B. Velocity and Position Update

During the iteration of MPSO, the individuals perform the velocity update and position update generation by generation, so as to gradually approach the global optimum. The velocity and position can be updated by (22) and (23), respectively.

$$
\begin{align*}
\boldsymbol{V}= & w \times \boldsymbol{V}+c_{1} \times \boldsymbol{R}_{1} \circ(\boldsymbol{p B e s t}-\boldsymbol{X}) \\
& +c_{2} \times \boldsymbol{R}_{2} \circ(\text { Ones } \times \boldsymbol{g} \text { Best }-\boldsymbol{X})  \tag{22}\\
\boldsymbol{X}= & \boldsymbol{X}+\boldsymbol{V} \tag{23}
\end{align*}
$$

where $w$ is the inertia weight, $c_{1}$ and $c_{2}$ are the acceleration coefficients, $\boldsymbol{R}_{\mathbf{1}}$ and $\boldsymbol{R}_{\mathbf{2}}$ are two $N \times D$ matrices with uniformly distributed random numbers.

It should be noted that $\boldsymbol{g B e s t}$ is $1 \times D$ matrix that is actually a row from the $N \times D$ matrix $\boldsymbol{p B e s t}$. That is, the pBest of the index (i.e., the globally best in (21)) individual is actually the $\boldsymbol{g B e s t}=\boldsymbol{p B e s t}($ index $)$. However, in order to make the $N \times D$ matrix $\boldsymbol{X}$ can learn from the $1 \times D$ matrix $\boldsymbol{g B e s t}$, the (22) will left multiply an $N \times 1$ matrix Ones so that gBest is extended to an $N \times D$ matrix where all the rows are the same, similar to the process of Eq. (4).

As the elements in $\boldsymbol{V}$ and $\boldsymbol{X}$ should be not out of the bound, the detection and handling of the bounds will be performed on $\boldsymbol{V}$ and $\boldsymbol{X}$ immediately after they have been updated. This can be carried out through logic operation and Hadamard product. For better descriptions, the MPSO takes the $\boldsymbol{X}$ and its upper bound $\boldsymbol{U}$ as an example. The detection and handling for the upper bound can be represented as

$$
\begin{equation*}
L O G I C_{N \times D}=\boldsymbol{X}>(\text { Ones } \times \boldsymbol{U}) \tag{24}
\end{equation*}
$$

Herein, the $1 \times D$ matrix $\boldsymbol{U}$ is firstly expanded to an $N \times D$ matrix, where each row is the same with each other, similar as the process of Eq. (4), and then compared with the $N \times D$ matrix $\boldsymbol{X}$. The LOGIC records the elements in $\boldsymbol{X}$ that are larger than the corresponding upper bound. That is, an element in LOGIC, say $l_{i j}$, is 1 if the element of row $i$ and column $j$ in $X$ is larger than $j^{\text {th }}$ value of $1 \times D$ matrix $\boldsymbol{U}$. Otherwise, it will be 0 . In this way, the handling of upper bound can be achieved by:

$$
\begin{equation*}
X=L O G I C \circ U+(1-L O G I C) \circ X \tag{25}
\end{equation*}
$$

The aim of this operation is to set the value out of the upper bound as the upper bound. To be more specifically, the element of $\boldsymbol{X}$ will be set as the value of the corresponding upper bound if the element in the same position of LOGIC is 1 , while the element of $X$ will not be changed if the element in the same position of $\boldsymbol{L O G I C}$ is 0 , which is similar to Eq. (20). It should be noted that the operation to deal with the lower bound of $\boldsymbol{X}$ is similar to the operation to deal with the upper bound, and therefore is not repeated herein.

## C. Update of Personal and Global Best Positions

After the update of velocities and positions, the Fit will be re-calculated through fitness evaluation. Then the personal best position $\boldsymbol{p}$ Best should be updated according to the relationship between Fit and pBest_Fit. The relationship can be determined by using logic operation and Hadamard product operation. Firstly, to find which individuals have found positions that are better than their previous pBest, an $N \times 1$ matrix LOGIC is computed through logic operation as (26) or (27) for maximization or minimization problem, respectively.

$$
\begin{align*}
L O G I C & =p B e s t_{-} F i t>F i t  \tag{26}\\
L O G I C & =p B e s t_{-} F i t<F i t \tag{27}
\end{align*}
$$

Then, the personal best positions matrix and the personal best fitness matrix can be updated through Hadamard product, which are illustrated in (28) and (29).

$$
\begin{align*}
p B e s t= & \text { LOGIC } \times \text { Ones } \circ X \\
& +(1-L O G I C \times O n e s) \circ p B e s t  \tag{28}\\
p B e s t_{-} F i t= & \text { LOGIC } \circ F i t \\
& +(1-L O G I C) \circ p B e s t_{-} F i t \tag{29}
\end{align*}
$$

The main idea of (28) and (29) are the same, which are similar to Eq. (20). The difference between them is that a $1 \times D$ matrix Ones is employed in (28) to expand the LOGIC because the size of $\boldsymbol{X}$ and $\boldsymbol{p}$ Best are $N \times D$.

After the update of personal best positions and fitness values, the new global best position and its corresponding index can be determined again by (21).

The MPSO will finish if the stop criteria (i.e., the maximum of generation is reached) are met. Otherwise, the algorithm will run into next generation.

## D. Whole Algorithm

To provide a demonstration of the complete MPSO algorithm, its pseudo code is given in Algorithm 2. For simplicity, this pseudo code is the version of MPSO for maximization problems.

## V. Time Complexity Analyses

## A. Time Complexity of Common Operators

Before discussing the time complexity of MGA and MPSO, this paper firstly analyzes the time complexity (TC) of common operators, so that the later descriptions can be clearer. Among the common operators defined in Section II, there are only three kinds of operators that require different TCs, they are bitwise operator, multiplication operator, and $\max (\mathrm{min})$ operator.

1) Bitwise Operator: The bitwise operator performs calculations in a bit-by-bit fashion, which includes matrix addition, matrix subtraction, and Hadamard product. Therefore, these operators on $N \times D$ matrix needs $N \times D$ bit-by-bit calculations, resulting in the time complexity as $O(N \times D)$. However, as MEC
```
Algorithm 2: Matrix-Based Particle Swarm Optimization.
    Input: The size of population \(N\), the dimension of the
    problem \(D\), the parameters \(w\), the \(c_{1}\) and \(c_{2}\), maximal
    generation max_gen
    Begin
        /*Initialization \(* /\)
    1: \(\quad \boldsymbol{X}_{N \times D}=\) Ones \(_{N \times 1} \times(\boldsymbol{U}-\boldsymbol{L})_{1 \times D} \circ \boldsymbol{R}_{N \times D}+\)
        Ones \(_{N \times 1} \times \boldsymbol{L}_{1 \times D}\)
    2: \(\quad \boldsymbol{V}_{N \times D}=\) Ones \(_{N \times 1} \times(\boldsymbol{V m a x}-\boldsymbol{V m i n})_{1 \times D} \circ\)
        \(\boldsymbol{R}_{N \times D}+\) Ones \(_{N \times 1} \times\) Vmin \(_{1 \times D}\)
        /*Evaluation \(* /\)
    3: \(\quad \boldsymbol{F i t}_{N \times 1}=f(\boldsymbol{X})\)
        \(/ *\) Update the best solution \(* /\)
    4: \(\boldsymbol{g} \boldsymbol{B e s t}=\boldsymbol{X}[\max \operatorname{ind}(\boldsymbol{F i t}) \mid 1, \ldots, D]\)
        /*Update the best fitness \(* /\)
    5: gBest_Fit \(=\max (\boldsymbol{F i t})\)
        \(/ *\) Update the personal best position \(* /\)
    6: \(\quad\) pBest \(=\boldsymbol{X}\)
        /*Update the personal best fitness \(* /\)
    7: pBest_Fit = Fit
    8: For \(g=1\) to max_gen Do
        /*Update velocity \(* /\)
            \(\boldsymbol{V}=w \times \boldsymbol{V}+c_{1} \times \boldsymbol{R}_{1} \circ(\boldsymbol{p B e s t}-\boldsymbol{X})\)
    9: \(\quad+c_{2} \times \boldsymbol{R}_{2} \circ(\) Ones \(\times \boldsymbol{g}\) Best \(-\boldsymbol{X})\)
        \(/ *\) Perform bound detection and handling on \(\boldsymbol{V} * /\)
    10: \(L O G I C_{N \times D}=V>(\) Ones \(\times V \max )\)
    11: \(\quad V=L O G I C \circ V \max +(1-L O G I C) \circ V\)
    12: LOGIC \(_{N \times D}=\boldsymbol{V}<(\) Ones \(\times\) Vmin \()\)
    13: \(V=L O G I C \circ V \min +(1-L O G I C) \circ V\)
        /*Update position \(* /\)
    14: \(\quad \boldsymbol{X}=\boldsymbol{X}+\boldsymbol{V}\)
    15: /* Perform bound detection and handling on \(\boldsymbol{X} * /\)
    16: \(\quad\) LOGIC \(_{N \times D}=\boldsymbol{X}>(\) Ones \(\times \boldsymbol{U})\)
    17: \(\quad X=L O G I C \circ U+(1-L O G I C) \circ X\)
    18: \(\boldsymbol{L O G I} \boldsymbol{C}_{N \times D}=\boldsymbol{X}<(\) Ones \(\times \boldsymbol{L})\)
    19: \(\quad X=L O G I C \circ L+(1-L O G I C) \circ X\)
        /*Evaluation \(* /\)
    20: \(\quad \boldsymbol{F i t}_{N \times 1}=f(\boldsymbol{X})\)
        \(/ *\) Update the personal best position \(* /\)
    21: \(\boldsymbol{L O G I C}=\boldsymbol{p B e s t} \_\)Fit \(>\)Fit
        \(p B e s t=L O G I C \cdot\) Ones \(\circ X\)
        \(+(1-L O G I C \cdot O n e s) \circ p B e s t\)
        /*Update the personal best fitness \(* /\)
        \(p B e s t \_F i t=L O G I C \circ F i t\)
        \(+(1-L O G I C) \circ p B e s t \_F i t\)
    \(/ *\) Update the best solution \(* /\)
    24: \(\boldsymbol{g} \boldsymbol{B e s t}=\boldsymbol{p} \boldsymbol{B e s t}[\max \operatorname{ind}(\boldsymbol{p}\) Best_Fit \() \mid 1, \ldots, D]\)
        \(/ *\) Update the best solution fitness \(* /\)
    25: gBest_Fit \(=\max (\boldsymbol{p B e s t}\) _Fit \()\)
    26: End for
    27: Output: The found best solution fitness gBest_Fit.
        End
```

can use the parallel routine of matrix to execute all these $N \times D$ bit-by-bit calculations simultaneously on a set of resources, the time complexity can be further reduced to $O\left(\frac{N \times D}{P}\right)$, where $P$ is the number of the parallel processes [41].
2) Multiplication Operator: For the multiplication between a $J \times K$ matrix and a $K \times L$ matrix, the TC is $O(J \times K \times L)$. However, the matrix multiplication can be accelerated by many methods, such as block matrix multiplication [45], Fox algorithm [46], and Cannon algorithm. Therefore, in MEC, the TC of the multiplication operator can be reduced to $O\left(\frac{J \times K \times L}{P}\right)$, where $P$ is also the number of parallel processes [47].
3) Max (Min) and Maxind (Minind) Operator: The max (min) operator is to find the maximum (minimum) value in an array. By employing enough processes and divide-and-conquer mechanism, its TC is $O\left(\log _{2} N\right)$ on single instruction multiple data with exclusive read exclusive write (SIMD-EREW) machine, and is $O(1)$ on SIMD with concurrent read concurrent write (SIMD-CRCW) machine [47]. As SIMD-EREW is commonly used, this paper employ the $O\left(\log _{2} N\right)$ as the TC for max (min) operator. Similarly, the maxind (minind) operator is to get the index of maximum (minimum) value in an array. Therefore, they share the same TC with the max and min operators.

## B. Time Complexity of Matrix-Based Genetic Algorithm

This part gives the theoretical analysis of the TC of each part of MGA, including initialization, roulette selection, crossover, mutation, and the globally best solution update. Finally, this part will make also a comprehensive analysis of MGA.

1) Initialization: According to (3), the random initialization uses the matrix multiplication and bitwise operation. Multiplication's TC is $O(N \times 1 \times D)$. For Hadamard product, subtraction, and addition operations, the TC is $O(N \times D)$. Since the fitness evaluation is problem-dependent, its TC is not taken into considerations. Therefore, the TC of initialization is $O\left(\frac{N \times D}{P}\right)$ with $P$ processors.
2) Roulette Selection: In the selection, the matrix operations include multiplication, subtraction, and logical operations. For multiplication, the TC is $O(1 \times N \times 1+N \times N \times 1+N \times 1 \times N+N \times N \times 1)$, which is $O\left(N^{2}\right)$. Subtraction and logical operation are both bitwise operations, so the TC of is $O(N \times D)$. Therefore, the TC of the roulette selection is $O\left(\frac{N \times D+N^{2}}{P}\right)$ with $P$ processors.
3) Crossover: There are multiplication operation and three kinds of bitwise operations (i.e., logical, Hadamard product, and complementation) in the crossover. The TC of multiplication is $O\left(\frac{N C}{2} \times 1 \times D+1 \times D \times \frac{N C}{2}\right)$, which is $O\left(D \times \frac{N C}{2}\right)$. The TC of the bitwise operations in the crossover is $O\left(D \times \frac{N C}{2}\right)$. Therefore, the total TC of crossover is $O\left(\frac{D \times \frac{N C}{2}}{P}\right)$. with $P$ processors.
4) Mutation: The reinitialization in the mutation is the same with the initialization of the algorithm. The TC of the multiplication operator in mutation is $O(1 \times N \times D)$ while the TC of the bitwise operators in mutation is $O(N \times D)$. Therefore, the TC of the mutation is $O\left(\frac{N \times D}{P}\right)$ with $P$ processors.
5) Update the Globally Best Solution: This operation is to find and update the globally best solution. Its TC is the same as $\max (\min )$ operator with $O\left(\log _{2} N\right)$.

From the analyses above, the total TC of initialization, selection, crossover, and mutation in MGA is $O\left(\frac{N \times D+N^{2}+D \times \frac{N C}{2}}{P}\right)$. Since $N C=N \times P c$ (i.e., the expected number of crossover individuals as defined in Section III-C) and $P c<1$, the final TC can be written as $O\left(\frac{N \times D+N^{2}}{P}\right)$. Suppose that $P \geq \frac{N C}{2}$, the TC of finding the best solution is $O\left(\log _{2} N\right)$ and the TC of MGA is $O\left(\frac{N \times D+N^{2}}{P}+\log _{2} N\right)$.

## C. Time Complexity of Matrix-Based Particle Swarm Optimization

This part gives the theoretical analysis of the TC of each part of MPSO, including initialization, velocity and position update, and personal and global best position update. Finally, this part will also make a comprehensive analysis of MPSO.

1) Initialization: Like the initialization in MGA, the MPSO performs initializations for $\boldsymbol{X}$ and $\boldsymbol{V}$ through the matrix multiplication and bitwise operations. The TC for multiplication is $O(N \times 1 \times D)$, while for Hadamard product, subtraction, and addition operations, the TC is $O(N \times D)$. Therefore, the total TC of initialization in MPSO is $O\left(\frac{N \times D}{P}\right)$ with $P$ processors. It should be noted that the TC of fitness evaluation has not been considered due to its problem-dependent feature.
2) Velocity and Position Update: As shown in (22) to (25), the operations for velocity and position update are all bitwise operations, which have the TC of $O(N \times D)$. Therefore, the TC for velocity and position update is also $O\left(\frac{N \times D}{P}\right)$ with $P$ processors.
3) Personal and Global Best Position Update: When computing the matrix of gBest and pBest, the TC for (26), (27), and (29) are $O(N \times D)$ since they are bitwise operations, while the TC for the maxind operation in (21) is $O\left(\log _{2} N\right)$. In addition, the matrix multiplication in (28) have the TC of $O(N \times 1 \times D)$. Hence, the TC for computing $g$ Best and $\boldsymbol{p B e s t}$ is $O\left(\frac{N \times D}{P}+\log _{2} N\right)$ with $P$ processors.

Based on the above analyses, the total TC of MPSO is $O\left(\frac{N \times D}{P}+\log _{2} N\right)$ when using $N$ individuals and $P$ processers to optimize the $D$-dimensional problems.

At last, the TC of the common operators and the MGA and MPSO are summarized in Table III.

## VI. Experimental Studies

## A. Experimental Configurations

The efficiency of MEC is that it can accelerate the computational speed but not improve the problem-solving ability. Therefore, this part conducts the experiments based on a typical Sphere function herein to evaluate the computational efficiency of MEC. The Sphere function is defined as

$$
\begin{equation*}
f(x)=\sum_{j=1}^{D} x_{j}^{2},-5.12 \leq x_{j} \leq 5.12 \tag{30}
\end{equation*}
$$

where $D$ is the dimension of the problem and is set as 100 .
To ensure the fairness of the comparisons, the EC and MEC algorithms use the same parameters and run on the same machines. The population size $N$ is 100 and the maximal generation is 3000 . The experiments are implemented by Matlab 2014 and

TABLE III
TC of the Common Operators and the Matrix-Based Genetic Algorithm and Matrix-Based Particle Swarm Optimization

| Objects | Name | TC |
| :---: | :---: | :---: |
| The TC of the Common Operators | Bitwise Operator | $O\left(\frac{N \times D}{P}\right)$ |
|  | Multiplication Operator | $O\left(\frac{J \times K \times L}{P}\right)$. |
|  | Max (Min) and Maxind (Minind) Operator | $O\left(\log _{2} N\right)$ |
| The TC of MGA | Initialization | $O\left(\frac{N \times D}{P}\right)$ |
|  | Roulette selection | $O\left(\frac{N \times D+N^{2}}{P}\right)$ |
|  | Crossover | $O\left(\frac{D \times \frac{N C}{2}}{P}\right)$ |
|  | Mutation | $O\left(\frac{N \times D}{P}\right)$ |
|  | Update the globally best solution | $O\left(\log _{2} N\right)$ |
|  | Total | $O\left(\frac{N \times D+N^{2}}{P}+\log _{2} N\right)$ |
| The TC of MPSO | Initialization | $O\left(\frac{N \times D}{P}\right)$ |
|  | Velocity and position update | $O\left(\frac{N \times D}{P}\right)$ |
|  | pbest and gbest update | $O\left(\frac{N \times D}{P}+\log _{2} N\right)$ |
|  | Total | $O\left(\frac{N \times D}{P}+\log _{2} N\right.$ ) |



Fig. 4. Convergence curves of different EC and MEC algorithms.
are run in machine with 4 cores, configured as $\operatorname{Intel}(\mathrm{R}) \operatorname{Xeon}(\mathrm{R})$ CPU E3-1225 with 3.3 GHz, 8G memory, and Ubuntu 16.04.2 LTS operation system.

## B. Comparisons on Problem-Solving Ability

The fitness values of different EC and MEC algorithms during the evolutionary process are compared in Fig. 4. The comparisons results show that the problem-solving abilities of MGA and GA are the same, and so are the PSO and MPSO. This is because that the MEC can use matrix-based population representation and operator to perform efficient population reproduction in EC algorithms, which can improve the computational time efficiency without influencing the problem-solving ability of original EC algorithms.


Fig. 5. Computational time efficiency of MEC algorithms with different population size N. (a) GA and MGA. (b) PSO and MPSO.


Fig. 6. Computational time efficiency of MEC algorithms on different dimensions $D$. (a) GA and MGA. (b) PSO and MPSO.

## C. Comparisons on Computational Speed

As for the comparisons on the efficiency of computational speed, this part conducts experiments on different population size $N$, different dimension $D$, and different number of CPU cores. It should be noted that the computational time for fitness evaluation is not included in the comparisons because the MEC only accelerates the computational efficiency of evolutionary operators.

Firstly, the experiment fixes the dimension $D$ as 100 and the number of CPU cores as 4 , while the population size $N$ varies from 100 to 10000 . The experimental results are compared in Fig. 5. The experimental results show that the efficiency of MEC in computational time becomes more evident as the number of population size increases, no matter for MGA or MPSO. This indicates that when the algorithm uses a large population size to deal with large-scale or super large-scale optimization, the advantages of MEC will become more significant in reducing the computational time.

Secondly, the experiment fixes the population size $N$ as 100 and the number of CPU cores as 4 , while the dimension $D$ varies from 100 to 10000 . The experimental results are compared in Fig. 6. The experimental results show that the computational time efficiency of MEC also becomes more evident as the number of problem dimension increases, no matter for MGA or MPSO. Therefore, the MEC algorithms are much more suitable for solving large-scale or super large-scale optimization problems by reducing the computational time.

Finally, the experiment fixes the population size $N$ as 100 and the dimension $D$ as 100 , while the number of CPU cores varies from 1 to 64 . Herein, the experimental environments is changed to the machine with 68 cores, configured as $\operatorname{Intel}(\mathrm{R})$ Xeon Phi (TM) CPU 7250 with 1.40 GHz , and with 112G memory. The speedup results are compared in Fig. 7. The experimental


Fig. 7. Speedup of MEC algorithms with different number of CPU cores.
results show that the speedup of MEC becomes more evident as the more CPU cores are used, no matter for MGA or MPSO. Therefore, the advantages of MEC algorithms will be more significant if one can deploy the algorithms in rich-resources computational environments.

## D. Discussion

The above contents have shown the great superiority and advantage of the MEC. However, to be honest, the matrix-based idea for EC algorithms is still a new methodology and there are some issues that need further researches and studies in the future.

As shown in the Fig. 3, when an existing EC algorithm is extended to its MEC version, there are two key issues that should be addressed. One is the matrix-based solution representation and the other is the matrix-based population reproduction. In fact, the matrix-based solution representation of different MEC algorithms is similar, which has been clearly described in Section III-A where MGA is used as an example. Similarly, as described in Section IV-A for the matrix-based solution representation in MPSO, the implementation is the same as that in MGA. While for the matrix-based population reproduction, the implementations of different EC algorithms may be somewhat different, which may result in some difficulties in the implementation.

This paper has fully described the implementations of MGA and MPSO in detail because they are the two typical evolutionary algorithm and swarm intelligence algorithm respectively. Moreover, in the Supplemental Material, this paper has also provided the implementations of matrix-based DE (MDE) and matrix-based EDA (MEDA) detailly because they are also two widely-used EC algorithms for optimization problems. The implementations detail of these four algorithms can serve as helpful references when extending other EC algorithms into matrix-based versions. However, it is difficult to give all the implementations of all different EC algorithms in this single paper. Therefore, this paper has put these issues in the future works and hope more and more related works can appear in the near future.

## VII. CONCLUSION

The MEC proposed in this paper is an entirely new and groundbreaking perspective to extend traditional EC by introducing the matrix-based operation. The MEC uses a matrix to represent the whole population of the algorithm, where a row stands for an individual and a column stands for a dimension (variable). In this way, this paper has successfully developed the MGA and MPSO. Their solution representations are similar and their evolutionary operators, e.g., the selection, crossover, and mutation operators in MGA, and the velocity update, position update, and personal best position update in MPSO, have been fully designed and described based on the matrix representations. Moreover, two other EC algorithms named DE and EDA are extended to their matrix-based versions, resulting in the MDE and MEDA, respectively, and are detailed in the Supplemental Material. The time complexity analyses on both MGA and MPSO also show that MEC has greatly reduced the computational time of traditional EC algorithms, especially on very large-scale optimization problems. Therefore, the MEC can be very promising in the computational time when solving complex optimization problems in big data environment. The future work will on the one hand develop MEC algorithms based on other typical EC algorithms and on the other hand try to apply MEC algorithms to various kinds of complex problems in real-world applications. For other MEC algorithms, apart from the MGA, MPSO, MDE, and MEDA detailed in this paper, the implementation of matrix-based ACO and others are worthy studied. Moreover, when based on special EC algorithms for special optimization problems, the special matrix-based evolutionary operators in dealing with large-scale [48], dynamic [49], multimodal [50], multi-objective [51], many-objective [52], and constrained issues [53] are also worthy studied.
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