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Abstract—Electroencephalogram (EEG) signals are one of
the most widely used non-invasive signals in Brain Computer
Interfaces (BCI). Large dimensional EEG recordings suffer from
poor SNR (Signal to Noise Ratio). These signals are very much
prone to artifacts and noise, so sufficient preprocessing is done
on raw EEG signals before using them for classification or
regression. Properly selected spatial filters enhance the signal
quality and subsequently improve the rate and accuracy of
classifiers, but their applicability to solve regression problems
is quite an unexplored objective. This paper extends Common
Spatial Patterns (CSP) to EEG state-space using fuzzy time delay
and thereby proposes a novel approach for spatial filtering. The
approach also employs a novel fuzzy information theoretic frame-
work for filter selection. Experimental performance on EEG
based reaction time prediction from a Lane-keeping task data
from 12 subjects, demonstrated that the proposed spatial filters
can significantly increase the EEG signal quality. A comparison
based on Root Mean Squared Error (RMSE), Mean Absolute
Percentage Error (MAPE) and correlation to true responses is
made for all the subjects. In comparison to the baseline fuzzy
CSPROVR (Common Spatial Patterns Regression One Versus
Rest), the proposed Fuzzy Time-delay Common Spatio-Spectral
(FTDCSSP) filters reduced the RMSE on an average by 9.94%,
increased the correlation to true reaction time on an average by
7.38% and reduced the MAPE by 7.09%.

Index Terms—Fuzzy Mutual Information (FMI), Common
Spectro-Spatial Patterns (CSSP), Brain Computer Interface
(BCI), Reaction Time (RT), Fuzzy Logic

I. INTRODUCTION

A widely used approach for classification of EEG sig-
nals is spatial filtering. In EEG signal analysis, the signals
recorded from the surface of scalp constitute a composite
signal obtained from a combination of signal sources hidden
inside skull [1]. Addressing volume conduction effects (also
known as the smearing effect of the skull and brain), the
spatial filter methods estimate sources, whose signals are more
discriminative between classes than signals obtained purely at
the surface or sensor level [2]. Spatial filtering broadly consists
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of defining a small number of new set of channels which are
a linear combination of the existing ones [3],

x =
∑
i

wixi (1)

where, x is the EEG signal after spatial filtering and xi is
the row vector containing signal from EEG channel ‘i’ before
spatial filtering. Spatial filters are broadly categorized into two
classes: fixed (or constant) spatial filters and data-adaptive
filters. Among the fixed spatial filters, one can distinctly
mention the Common Average Referencing (CAR) [4], Bipolar
and Laplacian [5] local spatial filters that try to locally reduce
the volume conduction effect and the background noise [6].
The next category of spatial filters are the data-adaptive filters
which are optimized based on the training data. Similar to
any data driven algorithm, the spatial filter weights wi can
be learned in an unsupervised way (without any utilization of
class labels in training data) or in a supervised way, with each
training sample being designated with its class label. Among
the unsupervised spatial filters, the prominent ones are Princi-
pal Component Analysis (PCA) and Independent Component
Analysis (ICA). PCA finds the spatial filters that account for
most of the variance of the data. Independent Component
Analysis (ICA) finds spatial filters whose resulting signals are
independent from each other [7]. The latter approach is shown
to be useful to design spatial filters to remove or dampen
the effect of artifacts (EOG, EMG, etc.) on EEG signals [8].
Alternatively, spatial filters can be optimized in a supervised
way, i.e., the weights will be defined in order to optimize some
measure of classification performance.

In [9], a supervised spatial filter, called CSP has been
designed for oscillatory activity based EEG BCI (OA-BCI).
Several variants of CSP are proposed in the literature to deal
with the issues of noise [10] and non-stationarities [11]. This
algorithm (CSP) has tremendously contributed to the improve-
ment in the performance of OA-BCI. CSP based features are
used to enhance the binary classification performance of EEG
data in comparison to fixed filters. The basic idea is to separate
the EEG signal into several additive components which display
significant differences in variance between the two classes.
Further, Dornhege et al., [12] extended the traditional CSP
from binary classification to multiple classes (CSP (OVR) can
be found in the section II of [13]).
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CSP uses covariance matrices to magnify the class specific
disparities on the spatial scale, but it neglects the frequency
information which is quite necessary for modeling oscillatory
activities [14]. In order to deal with the frequency information,
spectral filters are applied to the raw EEG signal before the
spatial filtering. However, it is observed that the bands of
frequencies used in the spectral filters are subject-specific.
Manual selection of frequency band for each subject is in-
efficient, hence a joint optimization of spatial and spectral
filters is suggested. Common Spatial Spectral Patterns (CSSP)
[15] was developed to address the above limitations of CSP.

A large portion of the spatial filters proposed so far are for
the EEG classification problems, but not all BCIs are based
on classification problems. Several brain signal decoding tasks
need regression approaches to estimate continuous brain states.
For instance, BCIs are used to estimate and monitor continuous
cognitive workload levels [16] and user reaction time from
oscillatory activity [17, 18]. In addition to classification tech-
niques, regression models can also significantly gain from the
deployment of spatial filters. Thus, Dahne et al. [19] proposed
the Source Power Comodulation (SPoC) technique, which is
looked at as an extension of CSP to regression problems. In-
fact, SPoC intends to find spatial filters such that the power of
the filtered EEG signals maximally covaries with a continuous
target prediction variable. Later in [2], authors introduced trace
normalized and Tikhonov regularized SPoC variant (NTR-
SPoC) which outperformed the standard SPoC for most of
the individual subjects. Recently, the concepts of fuzzy logic
and one versus rest approach are employed to extend the CSP
filters for regression-one versus rest (CSPROVR) [13].

In the present work, authors extend the jointly optimized
spatial and spectral filters (CSSP) approach for regression
while incorporating the fuzzy time delay variable in the ex-
tended state space model. Also, a novel non-heuristic criterion
in the form of fuzzy mutual information is formulated to
select the spatial filters for feature extraction. The approach is
validated on a novel dataset collected from 12 subjects for an
EEG based lane keeping task experiments. This is one of the
very few works which contributes to the domain of Regression
based OA-BCIs.

The rest of this paper is organized as follows. Section II
introduces our proposed spatial filters for the supervised BCI
regression problem. Section III describes the experimental
setup, data collection, EEG data preprocessing approaches,
and the metrics to assess the performance of the obtained
spatial filters. Section IV presents a comparison of the results
of the proposed filters with several baseline studies and a
parameter reactivity analysis for the proposed spatial filters.
Section V discusses the limitations of the proposed techniques
and provides guidelines for possible future research. Finally,
Section VI draws conclusion.

II. PROPOSED METHOD

Notations: Matrices and vectors are denoted by bold faced
letters in this paper. The bold text in tables represent results
of proposed algorithms.

Let Xk ∈ RC×T , k ∈ {0, 1, .., N} be the kth EEG trial,
C and T refer to number of channels and time samples

Fig. 1: M-fuzzy classes for EEG reaction time values

respectively. Firstly, the interval
[
0, 100

]
is divided into K+1

adjoint regions with the parting points named, pk, where

pk =
100k

K + 1
, k ∈ {1, 2, ...K} (2)

For each pk, we associate its pkth percentile point Ypk in the
training set yn (cf. Fig. 1). From, these points, K regions are
defined as the fuzzy sets. One can segregate all training yn
into K fuzzy classes. Each yn belongs to a fuzzy class with
a corresponding membership value ∈

[
0, 1
]
.

A. Fuzzy Multiclass Common Spatial Patterns

In literature, there are three approaches for computing
common spatial filters for multiclass problems. Two of them
are one versus one (computes CSP’s for every two class
combinations) and one versus rest (computes CSP’s for every
class against rest of the classes considered jointly) approaches.
In addition, simultaneous diagonalization using Joint Approx-
imate Diagonalization (JAD)[20] can also be used. In this
section, we first illustrate the CSP optimization for multiple
classes problem using JAD.

1) Joint approximate Diagonalization approach: Consider
a Multi-class problem with M fuzzy classes. Let Xk =
Xk

(c,t), c = 1, 2, ...., C, t = 1, ..., T represent the pre-
processed (post Band-pass filtered) EEG recording of the
kth trial, where C is the number of EEG channels used. In
addition, let Yk ∈ {0, 1, 2, ...,M−1} corresponds to the fuzzy
class-label of the kth trial.

Further, an estimate of the class-wise fuzzy covariance
matrix is obtained below. A fuzzy averaged trial matrix Xi

is obtained for each fuzzy class i. Then, the corresponding
fuzzy class covariance matrix Σi is computed.

Xi =

∑Ni
k=1 µk,iX

k

Ni
i ∈ {1, 2, · · ·M} (k : Yk = i− 1) (3)

In (3), Ni represents the number of trials in the ith fuzzy
class.

Σi = X
i
X
iᵀ

i ∈ {1, 2, ...,M} (4)

The obtained class covariance matrices are further normal-
ized using

Σi =
Σi

Tr(Σi)
∀i ∈ {1, 2, · · ·M} (5)

Given the averaged and normalized covariance matrices for
all M classes, the goal of JAD is to find a transformation
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matrix W ∈ RN×N which simultaneously diagonalizes them.
In other words, W must satisfy

WΣiW
ᵀ = Di ∀i ∈ {1, · · ·M} (6)

M∑
i=1

Di = IN×N (7)

This decomposition can be done exactly for N = 2 but
approximate solutions can be obtained for N > 2. Using
this weight matrix W, one can obtain the projected EEG trial
matrix:

Z = WXk (8)

The rows of matrix W are the spatial filters.

B. Fuzzy Mutual Information based Filter Selection

The rows of the matrix W are to be properly selected using
a quantitative approach. Fuzzy Mutual Information can be used
to select the optimal spatial filters.

Consider a universal set of matrices with its members Xl

represented in input space as X = {X1,X2,X3, · · ·Xr},
here l = 1, 2, ··, r with ‘r’ denoting the size of training set.
Consider ‘M ’ fuzzy classes, where membership function can
be defined for the lth data matrix belonging to the ith fuzzy
class as follows:

µil = µi(Xl) ∈ [0, 1] (9)

Analogously, one can define average data sample matrix which
belongs to fuzzy class ‘i’ as Xi and the bound on the size of
the set as ‘L’

L = max ‖Xi −Xl‖σ (10)

Thus a fuzzy membership µil can be computed as follows

µil =

(
‖Xi −Xl‖σ

L+ δ

) −2
ν−1

(11)

where, ν is the fuzzy membership parameter (ν = 1.152),
and δ > 0 is a small number to avoid NaN values. σ is the
standard deviation value involved in distance calculation. The
sum of the membership values of each sample matrix over all
the fuzzy classes is scaled to 1, i.e.

∑M
i=1 µil = 1.

C. Fuzzy Entropy and Mutual Information

Entropy, as a measure of uncertainty, is in general used to
denote Mutual Information (MI) between each input feature
(X) and the output class label (Y ) according to:

I(X, Y ) = H(X) +H(Y )−H(X, Y ) (12)
= H(X)−H(X|Y ) (13)

Here, H(X) and H(Y) are the marginal entropies of X and
Y , respectively, and H(X,Y) and H(X|Y ) are the joint and
conditional entropies of X and Y, respectively. According to
the Fano’s inequality [20], maximizing the MI between input
features and class labels leads to a lowest probability of error.
Various approaches based on kernel density predictors and
histogram based estimators are cited in [21] for estimating
probability density. Estimation of probability densities through

histogram method carries a high computational complexity.
This is because a huge number of input data points are to
be processed to capture the density correctly. Therefore, this
paper proposes a fuzzy membership based entropy for evaluat-
ing the mutual information. It has also been shown that usage
of fuzzy entropy and MI can help to trim down the number
of decision zones to be processed for classification, thereby
decreasing the width of search space and computational time
complexity [22].

Let X = {X1,X2, · · ·,Xn} be a discrete random variable
containing ‘n’ symbols. Let µB(Xi) denote the membership
level of element (Xi) to fuzzy set B, and R be a set to point
mapping R : F(2X) → [0, 1]. Here, the power set 2X of X
is the set of all X’s subsets. By F(2X), we denote the fuzzy
power set of X, the crisp set of all fuzzy subsets of X [23].
Here, R is a function defined on fuzzy sets. In the seminal
paper [24], Luca and Termini introduced fuzzy entropy in a
way similar to Shannon’s entropy. Authors suggested a set of
postulates to be satisfied by fuzzy entropy function R.

1) R(A) = 0 iff A ∈ 2X, where 2X indicates powerset of
X and A is a non-fuzzy set.

2) R(A) = 1 iff µA(Xi) = 0.5 ∀ i ∈ {1, 2, ...., n}.
3) R(A) ≤ R(B) if A is less fuzzy than B, i.e., µA(Xi ≤

µB(Xi)) when µB(Xi) ≤ 0.5 and µA(Xi) ≥ µB(Xi)
when µB(Xi) ≥ 0.5.

4) R(A) = R(A{)

Shannon’s Entropy is defined for a discrete random variable
X with a probability mass function p(xk) and it satisfies all
the above postulates. It is given by:

H(X) = −
∑
i

p(xi) log2 p(xi) (14)

Using (14), one can define an analogous fuzzy entropy using
the fuzzy membership in (11). Assume, the input feature
samples are broken into ‘M ’ fuzzy classes and a fuzzy
equivalent of a joint entropy can be defined for a particular
class ‘j’ and an input feature ‘FE’ here as

P (FE,Mj) =

∑
k∈Bj µjk

Np
(15)

Here, P (FE,Mj) is to be interpreted as the importance
function of the samples belonging to a fuzzy class j, Bj is the
set of index values of the training samples in class j and Np is
the total number of training samples. The joint fuzzy entropy
of patterns in class j is indicated as H(FE,Mj), which is
equal to

H(FE,Mj) = −PFE,Mj
log2 PFE,Mj

(16)

Entropy in (16) is summed up over the global set to obtain
the unified joint fuzzy entropy H(FE,M)

H(FE,M) =

M∑
j=1

H(FE,Mj) (17)

One can check that, H(FE,M) defined in (17) satisfies Luca
and Termini postulates.

In a similar manner, marginal class entropy and marginal
feature entropies can be defined. In order to compute marginal
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entropy of each feature, all the membership contributions are
added corresponding to the samples in the M-fuzzy sets Mi

as follows:

P (FEMi) =

∑
k µik
Np

(18)

Marginal entropy is obtained by

H(FE) = −PFEMi logPFEMi (19)

To construct class marginal entropy HM, a corresponding
fuzzy element of class probability is obtained by summing
up fuzzy memberships on all the constructed fuzzy sets.

P (Mi) =

∑
k∈Bi,∀S µik

Np
(20)

Thus the marginal class entropy is given by

H(M) = −PMi
logPMi

(21)

Using (12) one can obtain the fuzzy mutual information
as:

I(FE,M) = H(FE) +H(M)−H(FE,M)

= −PFEMi logPFEMi − PMi
logPMi

+

M∑
j=1

PFE,Mj
log2 PFE,Mj

(22)

D. Fuzzy Time-delay CSSP

In [15], robust invariant CSP features are extracted by
extending the state space by a delay co-ordinate. In the
present work, a fuzzified time delay is incorporated in the
extended state space model. We extend the model in (8) with
the inclusion of a fuzzy time delay variable. We propose a
generalized, extended fuzzy state space model:

Zk =

∫
τ

µ(τ)W
(τ) ∗ (δτXk)dτ (23)

where δ(τ) is the delay operator over the signal state space, µτ
is the fuzzy membership value for the variable τ and W(τ) is
the optimized fuzzy CSSP weights matrix.

δ(τ)(Xk) = X(k−τ) (24)

Assume that the time delay variable τ follows a exponential
membership function e−τ . This is justified because generally
in system dynamics, the contribution from higher order delays
to the integral become insignificant after a particular delay
threshold.

For the sake of practical implementation, (23) is approxi-
mated below:

Zk ≈
2∑

τ=0

µ(τ)W
(τ) ∗ (δτXk) (25)

Further, the terms in (25) can be simplified to obtain

Zk = [W(0) W(1) W(2)]

 µ0X
(k)

µ1X
(k−1)

µ2X
(k−2)

 (26)

The concatenated vector

 µ0X
(k)

µ1X
(k−1)

µ2X
(k−2)

 is denoted as the equiv-

alent EEG trial Xk in (8). Further, the optimization criteria
is designed similar to (4) using the fuzzy multi-class co-

variance matrices Σ1,Σ2,Σ3 obtained from

 µ0X
(k)

µ1X
(k−1)

µ2X
(k−2)

.

Following the approach outlined in steps (4)–(6) provides
a solution to the optimization problem, a composite weight
matrix,

[
W(0) W(1) W(2)

]
. Each of the matrices W(0),

W(1) and W(2) apply to µ0X
(k), µ1X

(k−1) and µ2X
(k−2)

respectively. The fuzzy CSSP filters, which are the rows in
the matrices W(0), W(1) and W(2) are those filters which
maximize the fuzzy mutual information criterion (22). In
the standard CSP formulation [10], it is suggested to choose
atleast two filters (corresponding to maximum and minimum
variance directions) for each class. Following this guideline,
F = 2M = 6 is chosen in the experiments for M = 3. In
(26), calculating three weight matrices comprises calculating
3× 2M = 18 row vectors.

In summary, the complete procedure is described in the form
of Algorithm 1 .

Algorithm 1 Fuzzy time delay Common Spatio-Spectral
Filters (FTDCSSP)

Input: EEG training set (X(k), Y (k)) k ∈ {1, 2, ..N}
X(k) ∈ RC×T , n ∈ {1, 2, .., N}
‘Li’, number of spatial filters for each fuzzy class ‘i’ (let
Li = F )
‘M ’ is the number of fuzzy classes

Output: Spatial filter matrices
[
W(0) W(1) W(2)

]
(PREP) Preprocessed EEG trials are bandpass filtered to
remove mean;
Compute the thresholds Ypk for the Gaussian membership
functions for each of the fuzzy classes (Fig. 1);
Compute Xi using (3);
Compute Covariance matrix Σi for each fuzzy class ‘i’
using (4);
Normalize the covariance matrices for each class as per (5);
Compute the Spatial filters matrix W obtained after ap-
plying Joint Approximate Diagonalization (JAD) on the
normalized covariance matrices as per (6);
Extract ‘Li’ filters per each fuzzy class using maximization
of Fuzzy Mutual Information criterion (22);
Spatial filter matrix

[
W(0) W(1) W(2)

]
is obtained,

which contains
∑M
i=1 Li number of rows;

return
[
W(0) W(1) W(2)

]

E. Regression Metrics

RMSE, Correlation Co-efficient (CC) (also known as the
Pearson’s Linear or rank correlation) and MAPE are the met-
rics in use for judging the regression performance. Assume,
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there are N training points, ydi represents the true reaction
time value of the ith data point and yi represents the predicted
reaction time value.

RMSE =

√∑N
i=1(ydi − yi)2

N
(27)

MAPE =
100

N

∑N
i=1(|ydi − yi|)

ydi
(28)

III. EXPERIMENTS AND DATA

This section introduces a lane-keeping experimental task
that was used to evaluate the performance of the proposed
spatial filtering algorithms, the corresponding Reaction Times
(RTs), EEG data preprocessing procedures, and the feature
extraction procedures.

A. Experimental Setup

The EEG signals are recorded from 30 sintered Ag/AgCl
EEG active electrode sites (all of these are referred to linked
mastoids). All the EEG electrodes referring to the right ear
lobe were placed in accordance with a modified International
10–20 system of electrode placement. During the driving task,
Lane Deviation (LD) was kept constant and RT of each
subject was recorded. The RT stands for the time period
between onset of deviation and onset of response and is
used as an objective measure of the drowsiness (DS) level
during each lane departure event [25]. In order to assure
that each subject had a homogeneous DS level during the
entire period, DS levels of each subject are normalized to
the range [0, 1]. The normalized DS levels are presented
as time varying and are employed as the desired output of
the proposed system in this study. Before each stage of the
experiment, the subjects answered a questionnaire regarding
their sleep patterns to ensure that they were not insomni-
acs or taking any medication that can effect their cognitive
states. To properly figure out their driving performance, the
participants showed up at a pre-test session to corroborate
that none of the participants were stricken with simulator
queasiness. The Institutional Review Board of the Veterans
General Hospital, Taipei, Taiwan, approved the study. A total
of 12 university students (average age 22.4, standard deviation
1.6) from the National Chiao Tung University (NCTU) in
Taiwan volunteered to support the data collection efforts over
a five months period to study EEG correlation of attention and
performance changes under specific conditions of real world
drowsiness [26]. The voluntary and fully informed consent
of the participants of this research was obtained as required
by federal and army regulations [27], [28]. The Institutional
Review Board of NCTU approved the experimental protocol.
Simulated driving experiments were conducted on a virtual
reality (VR) based dynamic driving simulator. A real car
frame was mounted on a six degree-of-freedom Stewart motion
platform which moved in sync with the driving scene during
‘motion’ sessions (filename ending with ‘m’). The motion
platform was inactive during ‘motionless’ sessions (filename
ending with ‘n’). The VR driving scene simulated nighttime
cruising (100 km/h) on a straight highway (two lanes in

each direction) without other traffic. The computer program
generated a random perturbation (deviation onset), and the
car started to drift to the left and right of the cruising lane
with equal probability. Following each deviation, subjects were
required to steer the car back to the cruising lane as quickly
as possible using the steering wheel (response onset), and
hold on the wheel after the car returned to the approximate
center of the cruising lane (response offset). A lane departure
trial is defined as consisting of three events, deviation onset,
response onset, and response offset. The next lane departure
trial randomly occurs about 5 to 10 sec after response offset
in the current trial. If the subject does not respond promptly
within 2.5 (1.5) sec, the vehicle will hit the left (right) roadside
without a crash and continue to move forward against the curb
event, during which the subject completely ceases to respond.
No intervention was made when the subject fell asleep and
stopped responding. After reaching the lapse period, subjects
resumed the task voluntarily and steered the car back to the
cruising position at the earliest.

The goal is to predict reaction time using a 5s EEG trial
immediately before it.

B. Performance Evaluation Process

Following procedure is used to assess the performance of
various spatial filters and feature extraction methods.

1) EEG Data PreProcessing:
• At first, raw EEG data was passed through standard

pre-processing pipeline (PREP) of EEGLAB to increase
the signal to noise ratio. It comprises mainly of three
operations [29].

– Removing line noise.
– Determining and removing robust reference signal.
– Interpolating the bad channels.

• Further, the data was downsampled to 250 Hz.
• Thus, the data was epoched to 5 sec trials, i.e. if the event

is starting at time ‘t’ then the EEG data from [t− 5, t] is
used to predict the RT. Each EEG trial is of size 30×1250.

• Outliers in the RT values are removed by ignoring the
EEG trials with RT values greater than sum of mean and
three times the standard deviation.

• Then, the obtained trials are filtered by a [1, 20] Hz finite
impulse response band-pass filter to make the channel
zero mean and to remove the irrelevant high frequency
components.

• The obtained data is then fed through the appropriate
spatial filters.

2) Reaction Time PreProcessing: The crude RTs for two
subjects are shown in Fig. 2. Data plotted in Fig. 2(b) is from
a typical subject, whose RT values were mostly shorter than 2
second. Data plotted in Fig. 2(a) is from a subject with possible
data recording issues, because lots of RTs were longer than 5
seconds, which are highly absurd in practice. So, the subject
in Fig. 2(a) is removed from consideration in this paper, and
only data from the remaining 11 subjects is used. The final
distribution of RTs obtained after pre-processing are shown in
Fig. 3.
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As shown in Fig. 3, the RTs are highly non-stationary (in-
dicative of noise), and there were obvious anomalies. It is very
important to nullify the outliers and noise power so that the
performances of different algorithms can be more accurately
compared and contrasted. Therefore, following procedure for
RT preprocessing is used in this paper.

a) Mean Based Outlier Gating: This method aims to
suppress abnormally large RTs. For each subject a threshold
of µ + 3σ is computed, where µ is the mean RT and σ is
the standard deviation for the RTs of a subject over all the
sessions. For each subject, RT values larger than this threshold
are treated as outliers. The thresholds are different for different
subjects. The final distribution of the RTs after the above
preprocessing, can be found in Fig. 3.

3) Feature Sets: 8-fold Cross-Validation (CV) is used to
compute the regression performance for every possible fusion
of feature set and regression method. Following feature sets are
extracted for each EEG trial. PCA is used for dimensionality
reduction and the components explain 90% of the variance.

• Theta and Alpha powerband features (PSD) 1 are ex-
tracted from the EEG trials which are initially spatial
filtered by Common Average Referencing (CAR)[6]. A
vector of size (30 × 2) = 60 (band power in decibels)
constitutes the feature vector. It is further reduced using
PCA to a 18 dimensional vector (Final feature vector is
denoted by ‘FS1’).

• Theta and Alpha powerband features are extracted from
the EEG trials which are initially spatial filtered by fuzzy
CSPROVR (CSP-regression One versus Rest). A vector
of size (6× 2) = 12 (band power in decibels) constitutes
the feature vector (Final feature vector is denoted by
‘FS2’).

• Theta and Alpha powerband features are extracted from
the EEG trials which are initially spatial filtered by
FTDCSSP. A vector of size (18× 2) = 36 (band powers
in decibels) constitutes the feature vector. It is further
reduced using PCA to a 14 dimensional vector (Final
feature vector is denoted by ‘FS3’).

• RG features2[17] are extracted from the EEG trials
which are initially spatial filtered by Common Aver-
age Referencing (CAR). RG features are extracted from
Zk ∈ R90×1250 in (26) and a RG feature vector of size
90·91

2 = 4095 is obtained. It is further reduced using PCA
to a 18 dimensional vector (Final feature vector is denoted
by ‘FS4’).

• RG features are extracted from the EEG trials which
are initially spatial filtered by fuzzy CSPROVR (CSP-
Regression One versus Rest). RG features are extracted
from Zk ∈ RMF×1250 in (26) and a RG feature vector of
size (MF )·(MF+1)

2 = 6·7
2 = 21 is obtained (Final feature

vector is denoted by ‘FS5’).
• RG features are extracted from the EEG trials which are

initially spatial filtered by FTDCSSP. RG features are
extracted from Zk ∈ R3MF×1250 in (26) and a RG

1Welch’s method is used to compute the Power Spectral Density (PSD) in
the Theta (4-8 Hz) and Alpha bands (8-13 Hz) respectively.

2RG features are computed using https://goo.gl/kCyAx1

feature vector of size (3MF )·(3MF+1)
2 = 18·19

2 = 171
is obtained. It is further reduced using PCA to a 15
dimensional vector (Final feature vector is denoted by
‘FS6’).

IV. EXPERIMENTAL RESULTS

A. Information revelation from the features

In this section, the authors analyze the salience of the
extracted features from various channels in connection to RT
prediction. At first, each subject’s EEG data is partitioned into
training and testing sets using 8 fold CV. Spatial filters are
designed using FTDCSSP performed on the training data. The
results are shown in Fig. 4. The data points on the left of the
black dotted line were used for training, and the right ones are
used for testing. The correlation coefficients of the data points
with reaction time values are found out for both training and
testing feature data points (in our case, the RG features). Each
of the three curves in a subplot are the maximally correlated
features (some of the good features are negatively correlated
with the RT) identified from the training data. The training and
testing correlation coefficients are shown on the left and right
of the respective feature channel. Observe that the features
from the fuzzy CSPROVR had much higher training and
testing correlations to the RT than those from CAR, which
confirms the knowledge that CSPROVR enhances the signal
quality better than CAR. This is attributed to the Rayleigh
cost function defined for fuzzy CSPROVR (which treats the
current class transformed covariance in the numerator as signal
and rest of the other classes transformed covariances in the
denominator as noise). The proposed FTDCSSP method has
the highest training and testing correlations, owing to the
consideration of frequency (rhythm) specific information in the
CSP algorithm with the inclusion of time delay components.
Also note that in this paper, the notations CSP-OVR and
CSPROVR are used synonymously and they both refer to the
fuzzy CSP one versus rest algorithm.
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Fig. 2: Reaction times of (a) abnormal and (b) normal subjects

B. Regression Performance Study

The RMSEs, CCs and MAPEs of LASSO using the six
feature sets (explained in section III-B3) are shown in Fig. 5
for the 11 subjects. For each subject, 8-fold Cross Validation
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Fig. 3: Distribution of EEG reaction time values

Fig. 4: Riemannian Geometry features extracted across trials
(number of trials along x-axis) after passing through different
spatial filters (CAR, fuzzy CSP-OVR, FTD-CSSP) and the
respective training and testing CCs with the Reaction time on
y-axis.
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Fig. 5: RMSE, CC and MAPE for 11 subjects

was used to the partition the feature set into training and
validation sets. The performance is averaged across all the 8-
folds. Also, the performance across all the subjects is averaged
to obtain the last (12th) bar plot in the same plot. Here, in
general FTD-CSSP recorded the best performance, and both
FTD-CSSP and CSPROVR achieved much smaller RMSEs,
MAPEs and much larger CCs than CAR, suggesting that our
extension of CSP from supervised classification to supervised
regression can indeed improve the regression performance. In
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Fig. 6: Percent changes in RMSE, CC and MAPE for 11
subjects
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Fig. 7: RMSE, CC and MAPE with varying fuzzy classes for
11 subjects

conclusion, LASSO had better performance with FTD-CSSP
than both CSP-OVR and CAR.

The respective percentage performance improvements of
LASSO using the six feature sets are shown in Fig. 6. For
instance, the terms in legend ‘PSD-FTDCSSP/CSPROVR’
represents the improvement in performance of FTDCSSP
algorithm over the CSPROVR using the PSD features.
‘RG-FTDCSSP/CAR’ represents the improvements in per-
formance of FTDCSSP algorithm over the CAR using the
RG features. Using LASSO regressor with Theta and Alpha
powerband features, on an average, FTDCSSP recorded a
9.94% smaller RMSE, a 7.09% smaller MAPE and a 7.38%
larger CC than CSPOVR. While utilizing Riemannian Geom-
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Fig. 8: RMSE, CC and MAPE with varying spatial filters for
11 subjects

TABLE I: Two-way ANOVA results

LASSO
RMSE CC MAPE

p− value 0.002 0.01 0.001

etry (RG) features, on an average, FTDCSSP had performed
with a 18.97% smaller RMSE, a 8.47% smaller MAPE and
a 7.58% larger CC than CSPOVR. Also, while employing
Theta and Alpha powerband features, FTDCSSP recorded
a 22.96% smaller RMSE, a 18.78% smaller MAPE and a
11.82% larger CC than CAR. While using RG features, on
an average, FTDCSSP recorded a 41.59% smaller RMSE, a
42.92% smaller MAPE and a 69.48% larger CC than CAR.

Further, statistical analysis is performed to test various
hypotheses on MAPE, RMSE and CC’s across the subjects.
Firstly, a two-way Analysis of Variance (ANOVA) is per-
formed for multiple regression algorithms with the aim to
analyze if the RMSE, CC and MAPE differences amidst
the feature sets are statistically significant, with the subjects
set as a random factor. The results are shown in Table I,
(p−value < 0.05 ) which indicated that there were statistically
significant differences in RMSEs, CCs and MAPEs among
different feature sets with LASSO regression.

Then, post-hoc multiple comparison tests in the form of
paired t-tests are employed to find out if the difference between
any couple of algorithms is statistically significant, with the

TABLE II: Post-hoc multiple comparison tests based on paired
t-tests

LASSO
RMSE CC MAPE
‘FS4’ ‘FS5’ ‘FS4’ ‘FS5’ ‘FS4’ ‘FS5’

‘FS5’ 0.001 0.001 0.001
‘FS6’ 0.02 0.01 0.001 0.001 0.001 0.001

p − value corrected employing the False Discovery Rate
method [30]. The p-values are shown in Table II, where in all
the values are statistically significant. In all the couple of cases
‘FS4’(CAR) ‘FS6’(FTDCSSP), ‘FS4’(CAR) ‘FS5’(CSPOVR),
‘FS6’(FTDCSSP) ‘FS5’(CSPOVR), the results are always sta-
tistically significant. The bolded ones in Table II are extremely
statistically significant3.

C. Fine-tuning parameters of FTD-CSSP

There are two tunable parameters in CSPROVR: K, the
number of fuzzy classes, and F, the number of spatial filters for
each fuzzy class. In this subsection, we study the variation of
the regression performance in relation to these two parameters.

In Fig. 7, K ∈ {3, 6, 9, 12} and F is fixed at 6. All
the algorithms are repeated for 5 trials, each with a 8-fold
Cross Validation and the trial averaged regression results are
plotted. Averaging across all the subjects, all the values of
K ∈ {3, 6, 9, 12} performed similarly across MAPE, RMSE
and CC regression metrics.

The number of spatial filters F lies in the set {5, 10, 15, 20}.
We fix the value of K at 3 and vary F . Performance in
terms of RMSE, MAPE and CC metrics as visible from Fig. 8
indicates that increasing F decreases RMSE, increases CC and
decreases MAPE, on an average. But the performance saturates
for a certain optimal F . Increasing the numerical values of K
and F amplifies the algorithmic computations. Considering a
trade-off between computational cost and regression perfor-
mance K = 3 and F = 6 is chosen.

V. DISCUSSION AND FUTURE-WORK

This paper extended the CSSP algorithm for regression
using fuzzy state space model. In addition, a fuzzy mutual
information criterion is formulated to appropriately choose the
fuzzy spatial filters for regression. 8-fold CV is employed
for all the experiments. Joint Approximate Diagonalization
(JAD) is used for obtaining spatial filters used in the exper-
iments. The computational complexity analysis
and a study of robustness of the proposed method is
provided in a supplementary file for readers. Two interesting
directions for future research are suggestible, firstly, incorpo-
ration of regularization within JAD framework for improving
the generalizing ability of spatial filters and secondly, transfer
learning is to be incorporated into the FTDCSSP framework
to improve generalization across subjects and within subjects
across sessions.

VI. CONCLUSION

This paper extends CSSP to EEG based reaction time
prediction problem using fuzzy time delay. The approach also
uses a novel fuzzy information theoretic approach for filter
selection. Experimental results on EEG-based reaction time
prediction from a Lane-Keeping task data collected from 12
subjects, demonstrated that the proposed spatial filters can
significantly enhance the EEG signal quality. A comparison
based on RMSE, MAPE and correlation to true responses (CC)

3p− value ≤ 0.001
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is made for all the subjects. In comparison to CSPOVR, the
proposed FTDCSSP filters reduce the RMSE on an average
by 9.94%, increase the correlation to true reaction time on
an average by 7.38% and reduce the MAPE by 7.09% which
readily suggests further testing in several scenarios to make it
robust for use in drowsy OA-BCIs.
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