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Abstract—For the realization of an Internet of Things (IoT)
with high densities of devices it is necessary that wireless com-
munication protocols are developed that offer 1) low energy
consumption; 2) simplicity of encoding and decoding; 3) an asyn-
chronous mode of communication; and 4) an effective but simple
method to deal with interference between transmissions. This
paper presents the implementation, experimentation, and analy-
sis of a protocol on the MAC sublayer that encodes information
in terms of silent intervals between pulses. Based on the rep-
resentation of patterns of sparse pulses, this encoding has the
potential for extremely low power consumption at the transmit-
ter side. It also results in only few conflicts between messages
that are broadcast on the same band overlapped in time, while no
synchronization between transmitters and receivers is necessary.
The protocol is demonstrated experimentally on the 315 MHz
band with 100 senders and one receiver configured in a Star
topology. Theoretical analysis confirms that the probability of
conflicts between messages is low, even if the number of devices
increases to the order of ten thousand. This protocol facilitates
the implementation of IoT devices that are restricted in terms of
hardware and energy resources.

Index Terms—IoT, high-density networks, resource-restricted
devices, pulse-based signals, low duty cycle, communication
through Silence.

I. INTRODUCTION

BY 2035 the Internet of Things (IoT) is expected to have
one trillion devices, which will be deployed on local

scales by the thousands at high densities. Though the con-
nected devices in the IoT can be quite complex and sizeable,
the majority of devices in future applications will likely be
simple, cheap, and small [1], [2]. Devices in such applica-
tions will necessarily be resource-restricted, meaning that their
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hardware complexity and energy consumption will both be
low. It is also expected that many devices will be deployed
in large numbers in limited spaces. In mass gatherings, which
may have thousands to millions of people attending [3], [4],
early detection of outbreaks of diseases or medical emergen-
cies is crucial for monitoring and controlling them, as well
as for providing timely medical care. Syndromic surveillance
has benefited from technological advances to achieve these
goals, and it is expected to be of increasing use in drop-in
surveillance, in which events have a limited duration and may
be organized on short notice [5]. In gatherings of hundreds
of thousands of people, for example, one may want to moni-
tor the physical health of people via sensors in free hand-out
items, such as pens, in order to timely detect the early stage of
a pandemic or treat medical emergencies, like heat stroke and
fever. As a consequence of being low-cost, such devices need
to have a very simple hardware architecture, and they need
to be able to work without a pre-configured and dedicated
network infrastructure to allow for flexibility.

Key to achieving these goals is the design of the protocol,
especially the part that handles the encoding and decoding
of information. Lack of a need to synchronize senders and
receivers is an important factor that keeps protocols simple, but
this usually necessitates a scheduling mechanism to coordinate
message transmissions between devices such that collisions
are minimized. When collisions of packets are rare, there is
limited need for a mechanism to sense whether a channel is
occupied, but this would require a low duty cycle of messages
transmitted by a device on a channel [6].

Low Power Wide Area (LPWA) networks have been
proposed with similar design goals as outlined above. Among
these, LoRaWAN [7], [8] and Sigfox [9] are in theory able
to serve large numbers of devices, and, though their phys-
ical layers differ from each other, they basically adopt the
same strategy of ALOHA media access control to deal with
collisions of messages [6]. Though ALOHA is simple to
implement, it requires the duty cycle of transmissions from
each device to be low, effectively limiting throughput [6], [10].

Duty cycles can also be limited by encoding information in
terms of long silent intervals between successive pulses, like
in the Communication through Silence (CtS) scheme [11]. CtS
somewhat resembles Differential Pulse Position Modulation
(DPPM) [12], but differs in that the intervals between pulses
are much longer in the former. Encoding in CtS is straightfor-
ward: a value is encoded as a linear function of the length of
the silent interval between two successive pulses (Fig. 1(a)).
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Fig. 1. (a) Length of silent interval between two successive pulses (indicated
by thick arrows) encodes the value x in the CtS scheme. (b) When there is
an interposed pulse from an unrelated message (indicated by the open arrow),
then the interval is broken in two, giving two erroneous values x1 and x2.

Two problems with CtS are that 1) the length of a message
depends on the encoded value and 2) if multiple transmitters
send their messages simultaneously, an unrelated pulse from
one transmitter may fall in the interval of a code word sent by
another transmitter, thus preventing a receiver from extracting
the correct information (Fig. 1(b)).

Asynchronous Pulse Code Multiple Access (APCMA) has
been introduced to deal with these problems through the
introduction of redundancy in its encoding that increases the
number of pulses from two to four or more per message [13].
Though this somewhat reduces the data rate compared to CtS,
it allows many messages to be transmitted at the same time
such that a receiver can decode them correctly. In [14] we test
APCMA for four pulses using an expansion board developed
for an Arduino Mega 2560 microcontroller. The expansion
board employs a 315 MHz transceiver that generates pulses
through On-Off Keying (OOK). Experiments on ten devices
divided in two groups, one with eight devices and one with
two devices, all operating on the same 315 MHz band, show
that transmissions between devices within a group are cor-
rectly carried out, and that interference from devices in the
other group is minimal. A theoretical analysis based on code
words with four pulses is given in [14], taking into account the
length of a code word in APCMA, the number of devices that
transmit simultaneously, and the broadcast schedule, showing
that the probability of unrecoverable message collisions is low.
The throughput is also verified experimentally for a network
consisting of a limited number of devices.

This paper builds on the results in [14] by refining and gen-
eralizing the theoretical analysis of APCMA’s performance to
an arbitrary number of pulses per code word, as well as to a
more general format of messages that contains both an address
frame and a data frame. The encoding of these frames is rel-
atively simple, as the value to be encoded in each frame is
translated in a straightforward way into consecutive inter-pulse
intervals. A pattern recognizer in the receiver uses the relations
between the intervals of the code words to recover the origi-
nal transmitted messages. When messages collide, there is an
overlap of their respective intervals, but the protocol is effec-
tively robust against misinterpretation of messages caused by
this, since the probability of misinterpretations only slowly
increases with the number of senders. Like in [14] the the-
oretical analysis shows that the probability of unrecoverable
messages due to collisions decreases when the length of code
words or the lengths of sleeping periods between transmis-
sions increases. Additionally we show that this probability
also decreases when the number of pulses used in code words
increases. Collisions of pulses from different messages do not
hinder the correct decoding of the messages, since the patterns

of pulses characteristic to code words are not disrupted by
them, provided that overlapping pulses do not cancel each
other out. The code words in APCMA differ from those in CtS
in that their first and last pulse are at a fixed time interval from
each other; this time interval acts as a marker that is picked up
by the pattern recognizer. Though fixed in terms of time slots,
these intervals may vary slightly between the devices in terms
of absolute time depending on the clock speeds of the devices,
so the respective intervals can be used as references for the
devices’ relative clock speeds. APCMA does not require a
shared timing reference between transmitters and receivers,
and neither is synchronization between them required.

The theoretical analysis in this paper is validated through
experiments with up to 100 senders that implement APCMA
based on an FPGA with a simple Tx module on the 315 MHz
band, and one receiver with the more sophisticated transceiver
in [14] as the Rx module. Like in [14], 4-pulse code words
are used, but these are combined into two frames, one for the
transmitter address and one for the data, resulting in messages
with a total of seven pulses each. Unlike in [14] the devices
in the experiments are organized in a network with a Star
topology [15], [16], with one receiver at the center listening
constantly to the remaining devices, which are broadcasting
or sleeping. Scheduling is greatly simplified in this case, since
the receiver is never asleep, so the probability that it misses
broadcasts is significantly reduced. This scenario applies to
many sensor networks used in LPWA networks.

This research is suitable for applications that require wire-
less communication between devices of extremely low com-
plexity and energy consumption. Since it is difficult to charge
a large number of devices individually, devices need to be
energy-autonomous. One way to accomplish this is by har-
vesting energy from the environment [17], but this requires a
flexible and simple scheme such that communication between
devices can be initiated whenever energy is available. We
believe that APCMA offers the features that can accomplish
these goals.

This paper is organized as follows. Section II places this
paper in the context of other schemes that use silences to
encode information. Section III describes APCMA in more
detail, and Section IV proposes a theoretical model that
allows us to analyze the probabilities of misinterpretation of
messages. These probabilities are validated experimentally in
Section V, using hardware specially developed for this pur-
pose. This paper finishes with a discussion and conclusions in
Section VI.

II. RELATED WORK

Imagine a lecture hall where a lecturer wishes to identify
the student who is the youngest in age. The conventional
way to go about this is to ask all students for their ages
one after another. Alternatively, the lecturer may instruct the
students to encode their ages as a number of seconds, then
to count down their respective time intervals upon receiving
a start signal from the lecturer, and finally to give a shout
once they reach the zero count. Obviously, the student(s)
shouting first will be the youngest in the hall. This is an
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example of an encoding scheme that represents values by time
intervals [18]. Hopfield et al. [19] observed that similar cod-
ing schemes appear to play a role in neural systems, where
the timings of action potentials determine neural responses
to cognitive patterns. These schemes have in common that
it is not the signals, but the silent intervals between sig-
nals that represent information. The scheme in [19] leads to
straightforward implementations of pattern matching in neu-
ral hardware, whereas alternative algorithms, which require
the normalization of pattern vectors, have no known efficient
neural implementations.

Simplicity and efficiency are also key to the silence-based
communication scheme in [20], which represents zero-values
as silences and one-values as pulses. An example is given of
an aggregator device that computes an OR function from the
binary values of devices in a communication network whereby
only the devices with value one transmit one pulse each to the
aggregator, while the devices with value zero remain silent.
Not only has this kind of minimization of the number of trans-
mitted pulses the potential for reduced energy consumption, it
can also lead to faster algorithms, as shown in [20]. A some-
what similar philosophy, in which one or more symbols in an
alphabet are represented by a silence, is followed in [21]–[27].
The idea is to design source codes in which one or more sym-
bols occur more frequently than the others, and to represent the
most frequent symbol(s) by silences. Energy savings of around
50% can be achieved (more or less depending on the scheme),
and there is only a limited penalty in terms of throughput with
this approach.

The use of silent intervals in communication originates in
early proposals to transmit information covertly [28]–[31], or
as a way to “get through” when communication channels
are jammed [32], [33]. Also called Timing Channels, these
schemes use response times, silent intervals between regular
bit-encoded packets, and other information related to the tim-
ings of transmissions of packets to send additional information
that may be difficult to detect. Shifting of packet transmission
times is analyzed in [34] with the purpose to increase through-
put under various scenarios, including when packets are lost
due to collisions. Timing channels are applied to Bluetooth
Low Energy (BLE) in [35] with the goal of improving energy
efficiency by encoding additional information in the duration
of silences between successive Bluetooth advertisements. The
silences between packets are used to encode control messages
in [36], allowing devices with incompatible PHY layers to con-
vey information to each other. The lengths of silences between
packets as well as of packets themselves are used in [37] to
convey information between devices that are outside each oth-
ers’ reception range but within the carrier-sense range, the
latter being typically much larger than the former range.

Variable positioning of pulses in communication has been
known as Pulse Position Modulation (PPM) [38], [39]. The
Pulse Interval and Width Modulated (PIWM) code in [40]
uses the widths of pulses and the intervals between pulses
for modulation, while DPPM [12] and Digital Pulse Interval
Modulation (DPIM) [41] use only the intervals between
pulses. Multiple Pulse Position Modulation (MPPM) encodes
information as patterns that can be formed when placing a

number of pulses in a larger number of time slots [42]. The
intervals between pulses in all PPM-based schemes tend to be
relatively short, limiting energy savings.

CtS [11] is aimed at efficient implementations of wireless
sensor networks. These networks typically require only limited
throughput, but their energy budget tends to be very tight. Zhu
and Sivakumar [11] list a series of challenges that need to be
resolved for CtS to be useful in practice.

Challenge 1 (Framing): How many time slots should there
be in a frame, or, equivalently, what is the maximum allowed
length of a silence? A practical frame size is 256 to 65536
slots, according to [11], which corresponds to the encoding of
8 to 16 bits, respectively. Longer frames will decrease through-
put, while shorter frames may make the silent intervals to be
too short to be of practical use.

Challenge 2 (Addressing): Since the address space of a
network may be large, embedding an address within one
frame will likely make a frame longer than recommended in
Challenge 1 above.

Challenge 3 (Sequencing): This refers to the requirement
that a receiver needs to reconstruct information in the same
order that the transmitter had originally sent it. The traditional
solution of using a packet ordering number may make frames
longer than recommended in Challenge 1.

Challenge 4 (Error Correction): This is an issue on multiple
levels. First, the accuracy of the clocks of the devices is impor-
tant, because it determines the reliability by which information
is transferred between sender and receiver. The clocks of a
sender and receiver also need to be synchronized during a
transmission for the same reason. Second, implementing error
correction in the traditional way may lead to suboptimal solu-
tions, since such schemes are designed for bit streams rather
than for pulses. Consequently, error correction based on the
admittance of certain lengths or combinations of lengths of
silent intervals may be more suitable for CtS.

Challenge 5 (Contention Resolution): How to avoid col-
lisions between transmissions with overlapping frames from
different devices? A traditional solution, Carrier Sense Muliple
Access with Collision Avoidance (CSMA/CA), is not feasible
for CtS if silent intervals are long, because it is impossible to
distinguish between silences corresponding to transmissions in
progress and silences resulting from sleeping devices. In other
words, silences can not be sensed.

Throughput is limited in CtS when large values are encoded
due to the resulting long silences. The Variable-Base Tacit
Communication (VarBaTaC) [43] scheme increases through-
put by representing the encoded value in a number system
with a base that is much smaller than the typical lengths of
silences in CtS, yet large enough that the individual digits are
limited in number. This results in multiple silent intervals of
shorter lengths, placed next to each other, with the total lengths
of the shorter silences being much smaller than the corre-
sponding silence in CtS would be. Contention resolution with
VarBaTaC based on Time Division Multiple Access (TDMA)
and CSMA/CA is discussed as well in [43].

Representation in a number system with a certain
base is also done in a scheme called Pulse Position-
Coded PDU (PPCP) [44], [45]. Called Flexible Base Digit
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Separation (FBDS), this number system uses a base that is
selected to minimize the energy consumption as compared to
an equivalent traditional bit-encoded scheme, while throughput
is maximized. A message in PPCP has a format that includes
the number of fields, the sender ID, a type indicator, and data
values. These fields are prefixed by a series of four consec-
utive pulses and postfixed by a series of three consecutive
pulses, whereas fields are separated by pairs of consecutive
pulses. Each of these fields are represented in terms of FBDS,
whereby single pulses separate the digits. An error occurs if
a message does not conform to this format, and though not
perfect, errors can be detected in many cases by checking the
format at the receiver side. Multi access is investigated by sim-
ulations based on ALOHA in [44] and CSMA/CA in [45]. This
offers limited contention resolution, since an overlap of even
two messages causes an error in both schemes, and the prob-
ability of an error increases with larger values of the base in
FBDS, because this results in longer silences on average, and
thus longer messages. The resulting MAC layer is applied in a
Star topology in [44], whereby the devices are in transmit-only
mode and one aggregator receives all messages, but a more
general architecture is proposed in [45], whereby each device
can both transmit and listen. Since a receiver consumes energy
during silences due to its need to continuously listen, a short
length of silences is emphasized in [45]. A hardware imple-
mentation is presented in [45], but multi-access appears to
be implemented only to a limited extent: while 64 devices are
used in simulations, a system of two devices has been deployed
in green houses for agricultural parameter sensing. A chaotic
version of PPCP is proposed in [46] with the aim of adding
security by making the lengths of silences unpredictable.

Yet another CtS scheme using a number system with a cer-
tain base is presented in [47], but data is compressed by first
sorting the digits, and taking the differences of subsequent dig-
its except the first digit, which is left as is. This information
is transmitted together with a permutation number indicating
the original order before sorting. Sorted CtS halves the delay
of CtS, but it doubles the energy consumption and error prob-
ability. Yet, both sorted CtS and raw CtS compare favorably
to traditional bit-encoded packet-based communication. The
sorted CtS scheme is implemented in Magnetic Induction-
based communication (MI). MI is usually applied when no
high data rates are expected but the energy budget is very
tight, and it is more suitable than RF in environments involv-
ing aqueous and animal/plant tissue media, like sensing in
food transportation and distribution, underground sensing in
agriculture, and underwater communication.

Another scheme employing sorted CtS is proposed in [48]
for bacterial communication on a microfluidic chip, together
with error correction specific for this application. Bit rates of
10−4 bps are achieved, which is ten times the rate traditional
techniques can attain.

The WiChronos scheme in [49] implements CtS by assign-
ing a unique preamble and postamble to each sender and use
these as respectively the start and stop signal of CtS to delimit
a silent interval. The preamble and postamble are encoded as
regular bit-encoded packets, and this allows overlaps of mes-
sages from different senders, since a receiver can uniquely

identify which preamble and postamble belong to each other.
A preamble and postamble of 2 bytes each is used in [49] to
encode an address space of 215 devices, with one bit encod-
ing the type pre/post-amble. For the typical value encoded in
a silence equivalent to up to two bytes this gives an overhead
of at least four bytes, but the addresses of senders need to be
sent anyway in messages, so this overhead appears acceptable.
Though this scheme allows multi access in principle, there is
still a non-zero probability that the pre/post-ambles of differ-
ent devices collide with each other, and this is addressed by
using ALOHA. This scheme is implemented in hardware, and
its performance is verified with 12 devices in heavy message
traffic conditions.

The APCMA protocol we propose in the current paper real-
izes contention resolution by defining a code book of pulse
combinations that have maximum distances to each other.
Since it allows overlaps of messages as well as overlaps of
pulses, it is much less sensitive to collisions than other silence-
based schemes proposed thus far. As a result, APCMA does
not require contention resolution mechanisms like ALOHA
and CSMA/CA. This simplifies the scheduling of transmis-
sions by devices significantly, since each device can initiate
transmissions whenever they like without considering trans-
missions from other devices. APCMA’s contention resolution
mechanism effectively includes error correction against inter-
mittent pulses to a great extent. Since the start and stop pulse
in a code word are spaced at a fixed interval, they are eas-
ily identified by a pattern recognizer, so no trains of pulses
like in [44], [45], [49] are necessary to mark these delimiters.
Additionally, the fixed spacing between these delimiters acts
as a timing reference for a device’s clock, and it takes away
the need of devices to synchronize with each other.

Compared to other CtS-inspired schemes, the number of
pulses in each code word is low. In order to keep the length of
messages limited, we split them in two in this paper, with the
first half encoding the address and the second half encoding
the data. This resembles the encoding in terms of bases in
a number system like in [43]–[45], though it is less explicit.
One application in which APCMA has been tested, albeit at
a small scale, concerns the distribution of power packets in
an electric network [50]. Such networks are expected to be
useful in robotics in which power needs to be routed to certain
actuators in a flexible way such that the amount of wiring
stays limited. This application requires a simple protocol like
APCMA that resolves contention in a straightforward way.
Similarly, we expect APCMA to be useful in IoT applications
that have simple hardware and a tight energy budget.

III. ASYNCHRONOUS PULSE CODE MULTIPLE ACCESS

A. Pulse-Based Codes

Like in CtS, we divide the time axis into time slots of equal
and constant width. A time slot is defined to be occupied (have
value one) if and only if it contains a pulse exceeding a certain
power level, otherwise it is called empty (have value zero). In
CtS an integer value x in the range [1, V] is encoded as an
interval of x empty time slots lying between two occupied time
slots.
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Fig. 2. Format of a code word in APCMA.

Fig. 3. APCMA code with four pulses and eight code words, with encoding
functions f1(x) = x and f2(x) = C − 4− 2x .

APCMA extends CtS by encoding a value based on intervals
between four or more pulses rather than two pulses. The
resulting redundancy of the information improves the robust-
ness to interposing pulses, as we show in Section IV, and as
a result it becomes possible to correctly decode a code word
with a high probability even if it is overlapped with another
code word. The use of four or more pulses allows code words
to be designed such that they are always of fixed length, inde-
pendent of the encoded value. The length of a code word is
defined to be C time slots, each of unit length, whereby C
is an integer constant. The first and the last time slot each
contain a pulse. These two pulses delineate an interval with a
constant length of C − 2 time slots, and they act as a marker
that can be easily picked up by a decoder. By definition a time
slot next to a pulse never contains a pulse.

Assuming code words with Np pulses each, we encode a
value x in APCMA as Np − 1 intervals of successive lengths

f1(x ), f2(x ), . . . , fNp−2(x ), C − Np −
Np−2∑

i=1

fi (x ), (1)

whereby the functions fi are one-to-one (Fig. 2).
Called the encoding functions, the functions fi are prede-

termined and shared among the transmitters and the receivers.
Functional relations between the functions fi give the code its
robustness to misinterpretation by a decoder in case a mix-
ture of different code words occur. In the experiments in this
paper we use Np = 4, f1(x ) = x , and f2(x ) = C − 4 − 2x .
Functions f1 and f2 may be chosen differently, depending on
the probability distribution of the values that x can assume,
so that the coding space is optimally utilized. For example,
if x represents a sensor’s output values with a Gaussian dis-
tribution, then f1(x ) may be chosen so that its values are
uniformly distributed. Due to the choices of the functions
f1 and f2 in this paper, the silent intervals in a code word
encoding the value x have the lengths x, C − 4 − 2x, and x,
respectively. Fig. 3 gives a code in this format with eight code
words.

B. Bounds on Codes

The code in Fig. 3 has three empty columns, which
are required because two pulses are not allowed to be in
neighboring time slots in a code word. In general, an APCMA
code with a pulse in both its first and last time slots always
contains at least two empty time slots. Except for the first
and last time slots, each column contains at most one pulse,
because two code words with pulses common in other time
slots would resemble each other too much, making it more
difficult for the decoder to distinguish them. The code in Fig. 3
has a third empty column because of the particular format it
has. This implies that the code length is C = 2(Nc + 2) + 1,
where Nc is the number of code words. Given a certain value
of the code length C, the maximum number of code words in
a code of this format then becomes:

Nc =

⌊
C − 5

2

⌋
(2)

More in general, for a code of length C with Np pulses per
code word in a format of at most one pulse per column except
for the first and last column, it holds that:

C ≥ 2(Nc + 2) +
(
Np − 4

)
Nc (3)

This implies the following upper bound on the number of code
words:

Nc ≤
⌊
C − 4

Np − 2

⌋
. (4)

C. Decoding

Decoding of an APCMA code word in a receiver takes into
account the possibility that unrelated interposing pulses can
occur anywhere in the silent intervals defined by the code
word. Decoding algorithms recognize patterns of pulses cor-
responding to code words of APCMA and ignore other pulses.
One such algorithm is based on a so-called spike automaton,
which is a kind of finite automaton, except that instead of rec-
ognizing strings, it recognizes sequences of pulses at certain
time stamps [13]. Decoding in this way requires an algo-
rithm that creates and deletes data structures representing spike
automata in a dynamic fashion, and it is this algorithm that is
implemented on the Arduino microcontroller used in [14].

This paper uses an implementation based on FPGAs in the
experiments, which are less suitable for the dynamic nature
of spike automata. This is why we use a different decod-
ing method here, i.e., a method based on shift registers [51].
According to this method, the data sampled at a receiver is
input to the left of a shift register at a frequency correspond-
ing to the width of a time slot, whereas the contents of the
shift register shifts to the right each clock tick. The shift reg-
ister consists of C cells, so one code word fits exactly in it at
a time. The cells in the shift register are connected to a logic
circuit that outputs a logic one corresponding to a code word
that is recognized (Fig. 4).

The logic circuit can be kept simple if the structure of the
code is regular, which is the case for the code in Fig. 3.

In order for decoding to work optimally, a code is designed
such that code words differ as much as possible from each
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Fig. 4. Shift register with logic circuit that recognizes 4-pulse codes of the
form in Fig. 3 that have length C = 11. This code length corresponds to a
code with three code words.

other. For the code in Fig. 3 a code word differs in four
time slots from any other code word. This means that if
one unrelated pulse occurs during the transmission of a code
word of four pulses, any interpretation of the resulting five
pulses differs in only one pulse from that code word, but it
differs in at least three pulses from any other code word.
More in general, given a well-designed code having code
words with Np pulses each, then the occurrence of Np − 3
unrelated pulses in a transmission will not hinder the correct
interpretation of code words. If more unrelated pulses occur,
then a transmission may be misinterpreted if those pulses
occur in time slots that correspond to pulses in another code
word.

We emphasize that even if our codes are robust to interposed
pulses from unrelated transmitters, they are less well-equipped
to deal with missing pulses, caused by for example noise.
In its current implementation, decoding of a code word fails
when even one pulse is missing. It is possible to alleviate
this shortcoming by adjusting the decoding algorithm, but
it goes at the code’s ability to deal with interposed pulses.
However, this problem is less severe in codes with a higher
number Np of pulses per code word. Since we only have
four pulses per code word in this paper, we will not address
missing pulses, and rather assume that every pulse that is
transmitted by a sender will eventually reach the intended
receiver(s).

The robustness to incorrect decodings of APCMA codes
depends not only on the number of pulses in code words,
but also on the exact placement of those pulses, i.e., on the
design of the code. The 4-pulse code in Fig. 3, defined by
the functions f1(x ) = x and f2(x ) = C − 4 − 2x , is well-
designed in the above sense. Though it is possible that a train
of pulses is decoded by a receiver as a valid code word while
no transmitter has sent it, the probability of such a code word
emerging from coincidental overlaps of various code words
from different transmitters is low when the code length C is
large and the number Nn of transmitting devices is small,
because of the resulting low density of pulses. This probability
becomes even lower when the number of pulses in a code
word is higher, for the same reason that the odds of winning
a prize in the powerball lottery decreases with an increase in
the number of balls that must match: if there are more pulses
in a code word, more of them should match with a random
pattern of pulses being transmitted by all senders for there to
be a misinterpretation. Section IV explores this relationship in
more detail.

Fig. 5. Scheduling of a device. After each sleep interval the device becomes
active, transitioning into Broadcast mode with probability b and Listen mode
with probability 1 − b. The modes the device goes through are indicated by
thick-lined boxes. In this example, the device goes successively through the
modes Broadcast – Sleep – Listen – Sleep – Listen.

D. Scheduling

APCMA can be employed according to various scheduling
algorithms of devices. We distinguish three modes of a device:
1) broadcast; 2) listen; and 3) sleep. When a device is not in
Sleep mode it is called Active. In Broadcast mode a device
transmits its value x once, and this mode lasts for B time slots
with B > C. We call B the effective code length. Apart from
C time slots to broadcast a code word, a constant overhead of
B − C time slots is assumed in Broadcast mode for running
the encoder and other peripheral processes on the controller.

In Listen mode, which lasts for L time slots, a device is
only able to receive broadcasts. It is recommended that L is
several times larger than B to have a reasonable chance that a
broadcast is completed before the Listen phase in a receiver
ends. After a Broadcast or Listen phase ends, a device goes
into Sleep mode. The duration of a Sleep phase is a ran-
dom variable that is uniformly distributed over the interval
[sC , (s + σ)C ], with the parameters s, the sleep factor, and
σ, the sleep spreading factor, both being non-negative. After
emerging from Sleep mode, a device will become active again,
and go into Broadcast mode with probability b and into Listen
mode with probability 1 − b. The interval consisting of a
Broadcast or Listen phase, followed by a Sleep phase is called
a cycle (Fig. 5).

The length of a cycle varies, depending on whether an active
device is broadcasting or listening, as well as on the (random)
length of the sleep interval.

Each device is oblivious to the scheduling of other devices,
and no contention resolution schemes like CSMA/CA or
ALOHA are required to recover from collisions, because over-
laps of transmissions from different devices result at worst in
ambiguities in how trains of pulses are interpreted. The under-
lying information does not get lost, but only becomes more
difficult to extract by a receiver.

IV. ANALYSIS OF MISINTERPRETATION PROBABILITIES

A. Probabilities for Single-Frame Code Words

Since the decoding in APCMA recognizes particular pat-
terns of pulses as valid code words, the overlap of pulse
patterns from various code words at various time offsets may
cause a pattern to emerge that corresponds to a valid code
word, yet that has not been transmitted by any device. When
a code word c has been transmitted in a certain frame F
of C consecutive time slots, and there is more than one
interpretation possible by the receiver due to interposing
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Fig. 6. (a) Ambiguous message arising from unrelated pulses (open arrows)
in addition to the original message that has been sent. (b) Phantom message
arising from unrelated pulses. The difference with an ambiguous message is
that the first pulse and the last pulse of a phantom message do not come from
one and the same transmitted code word.

pulses from other transmitters, we have a so-called ambiguous
message or ambiguity [see Fig. 6(a)].

We denote such an event by A. A different case occurs when
a frame can be interpreted in more than one way, but its first
and last time slots are filled with pulses that do not originate
from one and the same transmitted code word. In this case we
have a phantom message or a phantom [see Fig. 6(b)], and
an event of the occurrence of a phantom is denoted by P .
For a large code length C and a small number of devices the
probabilities of ambiguities and phantoms are low, and they
tend to decrease if the number Np of pulses per code word
increases. In this section we quantify these probabilities in
more detail.

Let p be the probability that a time slot is occupied by
a pulse in case there are Nn devices (the subscript in Nn

stands for nodes). We assume that all time slots are statistically
independent. For large values of C and Nn this assumption can
be considered reasonable. In order to determine p, we consider
a cycle consisting of a Broadcast or Listen phase followed by
a Sleep phase (see Fig. 5). Taking into account the lengths
of these phases, the broadcast probability b, the sleep factor
s, and the sleep spreading factor σ, we arrive at an expected
length of this cycle in terms of the number of time slots as:

KCy = bB + (1− b)L+ (2sC + σC )/2 (5)

When there is only a single device, the expected number of
pulses in this interval is Npb time slots, so we then arrive at
an average pulse density of:

q =
Npb

KCy
(6)

When ergodicity is assumed, this represents the probability
that a time slot is occupied in case there is one device.

Transmissions from different devices are statistically inde-
pendent, because the devices operate independently from each
other due to there being no contention resolution mechanisms
like CSMA/CA or ALOHA. The probability that a time slot is
empty then becomes (1−q)Nn . We operate under the assump-
tion that pulses falling in the same time slot do not cancel each
other out. So, a time slot with more than one pulse is treated
as if it contained one pulse. Under this assumption, a time
slot is considered occupied if at least one of the Nn devices
transmits a pulse in this time slot, so the probability that a
time slot is occupied in case of Nn devices is then:

p = 1− (1− q)Nn (7)

Given the value of p, we first determine the probability of
an ambiguous message. For a random sequence of pulses in
F to be recognized as a valid code word c′ other than the
transmitted code word c, it is necessary that there is at least
one combination of Np pulses in F that matches c′. Since
code words c and c′ have pulses in common in time slots 1
and C, they can only be distinguished from each other by their
remaining Np − 2 pulses. We call these pulses non-boundary
pulses to distinguish them from the pulses in time slots 1
and C. The probability of the Np − 2 non-boundary pulses of
code word c′ to occur in Np − 2 specific non-boundary time
slots of F is pNp−2, and the probability that at least one of
these non-boundary time slots of F does not contain a pulse
is then 1−pNp−2. The non-boundary columns in an APCMA
code contain at most one pulse, i.e., no code words share a
non-boundary pulse, and the interpretations of c and c′ do
not influence each other, so we can consider the occurrences
of both code words’ non-boundary pulses in the frame F to
be statistically independent. This implies that the probability
that there is no match of the pulse pattern in F with the non-
boundary pulses of any of the Nc − 1 code words differing
from c, equals (1 − pNp−2)Nc−1. The complement of this
probability is then the probability that the pulse pattern in F
can be misinterpreted as one or more of the code words c′
differing from c, given that c was transmitted:

Pr [A] = 1−
(
1− pNp−2

)Nc−1
(8)

The probability of a phantom message is different from (8)
in the sense that there is one more code word that can match
the random pulse pattern in F, so we need to increase the
exponent Nc − 1 by one in the calculation of probabilities.
Also, we need to take into account pulses in the first and last
time slots of F, which all code words of the code share. The
probability that the first and last time slots both contain a pulse
is p2, and the probability that at least one of these time slots
contains no pulse is 1− p2. Then the probability that at least
one of the time slots in any of the code words does not contain
a matching pulse in F is equal to:

1− p2 + p2
(
1− pNp−2

)Nc
(9)

The probability of a misinterpretation of the pulse pattern in
F as a valid code word then equals the complement of this
probability, which rewrites to:

Pr [P] = p2
(
1−

(
1− pNp−2

)Nc
)
. (10)

B. Probabilities for Double-Frame Code Words

Since a code word becomes too long if it encodes a large
value, it is necessary to separate it into multiple frames of
smaller lengths. We analyze the case in which a pair of frames
is used, the first frame encoding the address of the transmitter
and the second frame encoding the data. Double frames are
also used in the experiment in Section V. The two frames are
encoded independently of each other according to the single-
frame codes we have discussed so far, and they are combined
such that the last pulse of the address frame coincides with
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Fig. 7. Format of a message consisting of an address frame of length Ca
and a data frame of length Cd time slots based on a code of four pulses. The
two frames have one pulse in common, so the total number of pulses of the
message is seven.

the first pulse of the data frame. Fig. 7 shows this format
in the case the address and data frames are both encoded by
4-pulse codes, with the frames having code lengths Ca and
Cd , respectively.

The length in time slots of a message then becomes C =
Ca + Cd − 1. In general, if the address frame is encoded by
Npa pulses and the data frame by Npd pulses, then a message
is encoded by Npa+Npd−1 pulses. We indicate the number of
single-frame code words of the address frame and data frame
as Nca resp. Ncd . Since the address space should be sufficient
to address all devices, we then have:

Nca ≥ Nn (11)

Using (4), (3), and (11), we obtain:

Ncd ≤
⌊
Cd − 4

Npd − 2

⌋
=

⌊
C − Ca − 4

Npd − 2

⌋

≤
⌊
C − 2(Nca + 2)− (Npa − 4)Nca − 4

Npd − 2

⌋

=

⌊
C − Nca (Npa − 2)− 8

Npd − 2

⌋

≤
⌊
C − Nn(Npa − 2)− 8

Npd − 2

⌋
(12)

Let Aad and Pad denote the events that an ambiguity
resp. phantom occurs in a combined message. Following the
same reasoning as in the derivation of (8), we then derive the
probability of event Aad to be equal to:

Pr[Aad ] = 1−
(
1− pNpa−2

)Nca−1(
1− pNpd

−2
)Ncd

−1

(13)

Similarly, the probability of a phantom event Pad then equals:

Pr [Pad ] = p3
(
1−

(
1− pNpa−2

)Nca
(
1− pNpd

−2
)Ncd

)

(14)

The reason for the exponent of the probability p being 3
in (14), rather than 2 as in (10), is that there are three pulses
with fixed positions in the code words, i.e., in the first time
slot, the last time slot, and the time slot shared by the address
and data frames.

C. Probabilities in Star Topology

In [14] we use a scenario in which all devices are both
transmitters and receivers, whereby the probability of broad-
casting is around b ≈ 0.6. In the current paper we assume there
is only one receiver that is listening all the time, whereas the
remaining devices are all transmitters that are allowed to sleep

according to the parameters s and σ. This scenario corresponds
to a Star topology, in which the receiver at the center receives
the broadcasts from the other devices, all of which transmit
with probability b = 1.0 in their active phases. Transmit-only
devices broadcasting to a single receiver have been analyzed
in [15] and demonstrated in [16] to offer lower-cost imple-
mentations of sensor networks as compared to networks with
bidirectional communication with comparable throughput. In
these scenarios energy consumption of the receiver tends to
be less important since it is usually in a location where power
infrastructure is available.

How does this scenario work out for the probabilities of
ambiguities and phantoms? Let’s assume that the address space
is optimally used, i.e., that Nca = Nn . Furthermore, we
assume that the code contains the minimum number of merely
two all-zero columns; this implies that equality applies in (12).
We can then evaluate the probabilities of ambiguous and phan-
tom messages according to (13) and (14). Fig. 8 shows these
probabilities for codes with Npa = Npd = 4 pulses in the
scenarios of Nn = 10, 100, 1000, and 10000 devices with the
probability of broadcasting b = 1.0 and the sleep spreading
factor σ = 20, whereby the code length C ranges from 100 to
108 and the sleep factor s ranges from 1 to 105.

As seen from the figure, the probabilities of ambiguous
and phantom messages are low for large values of the code
length C and the sleep factor s. Increasing the values of C
and s goes at the cost of throughput, though, as the aver-
age length of a cycle according to (5) will increase. We also
see that the probability of ambiguous messages tends to be
higher than the probability of phantom messages. This fol-
lows directly from (13) and (14), because they imply that
Pr [Pad ]/Pr [Aad ] ≈ p3 when Nca and Ncd are large, which
is mostly the case. A more informal explanation is that for
ambiguous messages there are three time slots that are guar-
anteed to be filled with a pulse each, so there are less time
slots to distinguish ambiguous messages from valid messages.
For phantom messages, however, there is no guarantee that
these three time slots are occupied, so they differ more from
the case in which no message is transmitted at all, making the
probability of their occurrence lower.

Another way to reduce the probabilities of ambiguous and
phantom messages is by increasing the number of pulses per
code word. We focus on ambiguities, since their probabili-
ties are much higher than the probabilities of phantoms. We
again assume that the number of pulses in the address and data
frames are equal, with the frames having one pulse in com-
mon, like in Fig. 7. Fig. 9 shows the probability of ambiguous
messages for codes with 4, 5, 6, and 7 pulses in the address
and data frames each in the scenarios of Nn = 100 devices
and Nn = 10000 devices with the same parameter settings
and parameter ranges as before.

The probability of ambiguous messages indeed decreases
with an increase in the number of pulses in a code word.

V. EXPERIMENTS

To validate the theoretical model in the previous section,
we conduct experiments using a Xilinx Spartan-3E FPGA to
control the Tx and Rx modules (see Fig. 10).
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Fig. 8. (a) Probability of ambiguous messages according to (13) for Nn =
10, 100, 1000, and 10000 devices in a code in which both a 4-pulse address
frame and a 4-pulse data frame are combined in 7-pulse code words. Length
of Broadcast phase is set to B = C, while devices have a broadcast probability
of b = 1.0 in their active phase, and the sleep spreading factor is σ = 20.
The horizontal axes denote the code length C and vertical axes denote the
sleep factor s. The white areas are undefined since a minimal value of C is
required due to the fact that the number of code words in the address frame is
set to be equal to the number of devices. (b) Probability of phantom messages
according to (14) for the same parameter settings.

We have one receiver, which is equipped with the Linx
TRM-315-LT 315 MHz baseband transceiver operating in Rx
mode; this is the same transceiver as used in [14]. A Raspberry
Pi is connected to the receiver for data collection. The senders
are equiped with the Fs1000A315 315 MHz baseband trans-
mitter, which is a low-cost transmitter. The devices are placed
in a Micronix MY1530 shielded box at a distance of 20 cm
on average. The experiment is conducted with Nn = 20, 40,
60, 80, and 100 senders with the parameter settings b = 1.0,
Npa = Npd = 4 pulses, and sleep parameters s = 90 and
σ = 20. The functions f1(x ) = x and f2(x ) = C − 4 − 2x
are used for encoding both the address and the data frames
of messages, with the number of code words of the respec-
tive frames being Nca = Ncd = 127. This implies that the

Fig. 9. (a) Probability of ambiguous messages according to (13) for Nn =
100 devices in a code with 4, 5, 6, and 7 pulses per address and data frame
of a code word, with the same parameter settings as in Fig. 8. (b) Same, but
for Nn = 10000 devices.

minimum required value for C is C = Ca + Cd − 1 =
2 × (127 + 2) + 1 + 2 × (127 + 2) + 1 − 1 = 517 time
slots; we choose the slightly larger value of B = 520 for
the effective code length to account for overhead. The length
of a time slot is 1.25 ms and the duration of an exper-
iment is 2000 s, which is equivalent to 1.6 million time
slots.

Over the time of one experimental session each device
sends 30 messages on average. The address frame of a mes-
sage contains the sender’s address, and the data frame is a
pseudo-random number that is known at the receiver side for
verification. This allows us to measure the rate of ambiguous
messages. Though it is possible to detect multiple messages
in the shift register of the receiver at each clock tick, in the
current implementation only one of the messages can be trans-
ferred to the Raspberry Pi at a time, so only one (randomly
determined) message is transferred at each clock tick and the
remaining messages are disposed of. Since this affects both
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Fig. 10. Devices used in the experiment. (Top) Receiver, consisting
of a Xilinx Spartan-3E FPGA, a Linx TRM-315-LT 315 MHz baseband
transceiver, and a Raspberry Pi for collecting data. (Bottom) Eight of the
senders, each consisting of a Xilinx Spartan-3E FPGA and a Fs1000A315
315 MHz baseband transmitter. The experiment is conducted with a number
of 20, 40, 60, 80, and 100 senders.

Fig. 11. Probability of ambiguities as predicted by theoretical model and as
measured experimentally.

messages that have been transmitted by some device as well as
messages that coincidentally arise from the pulses transmitted
by multiple devices, this does not affect the evaluation of the
probability of ambiguities. Each experiment is repeated three
times and the measured values of the probability of ambiguity
are averaged. Fig. 11 shows the experimental values as well
as the theoretical values for the probabilities of ambiguity.

The experimental results are better than theoretically pre-
dicted. The reason for this may be that (13) implicitly assumes
that all code words are equally likely to be used, but this
does not happen in the experiment since the address space of
Nca = 127 code words is only filled with a number of code
words equaling the number Nn of senders. Similarly, each
device sends only 30 messages on average, so Ncd = 127 over-
estimates the number of code words used for the data frame.
To compensate for this, we set Nca = Nn and Ncd = 30 and
plot the results in the graph of Fig. 11 as adjusted theoretical

values. These values lie much closer to the ones measured in
our experiment, though they may under-estimate them some-
what, since the data frames of the messages transmitted by the
different devices do not come all from the same pool of 30
code words.

The theoretical model for the probability of ambiguities
of 4-pulse APCMA codes corresponds well with the mea-
surements obtained from experiments. Experimental validation
of the probabilities of phantom messages is more difficult,
because it requires that the exact timing of the broadcast of
a message is verified, which would necessitate a more com-
plex experimental setup. Moreover, the probability of phantom
messages is much lower than the probability of ambiguous
messages, making it even more difficult to obtain an accurate
estimate, given the low number (on average 30) of messages
that each device broadcasts in one session of the experiment.
Since our model shows that phantom messages are much
less prevalent than ambiguous messages, we have focused on
measuring the probabilities of only the latter by experiment.

We give a rough estimate of the energy consumption of
the transmitters. According to the data available for the
Fs1000A315 Tx module [52] the supply voltage is 3 to 12
V and the supply current is 28 mA when transmitting a logic
high signal (no data on supply current is listed for logic low).
We measured a supply current of 30.0 mA at a supply voltage
of 5.13 V at logic high for the Tx module and 0.0 mA for
logic low. Since the FPGA supplies power to the Tx module,
we also investigated the FPGA including the Tx module, and
measured 65.0 mA for logic high and 37.0 mA for logic low
at 5.0 V. The difference of 28.0 mA in supply current to the
FPGA appears to account for the current used by the Tx mod-
ule. For the calculation of the energy consumption we use the
values directly measured at the Tx module.

A pulse is represented by a logic high and its
length is 1.25 ms, so the energy consumed by the
Tx module to transmit a single pulse is estimated as
30.0 mA × 5.13 V × 1.25 ms = 0.192 mJ. A message con-
sists of 7 pulses, which represent 14 bits in this paper, so
per transmitted bit the energy consumption is 0.096 mJ. Note
that the number of encoded bits is independent of the number
pulses, given a certain (fixed) number of frames per message.
In other words, the per-bit energy consumption can be made
arbitrarily small by increasing the number of bits encoded in a
code word. However, this goes at the cost of throughput, since
the average size of silent intervals will increase exponentially
with the number of encoded bits.

Another way to reduce energy consumption is by reducing
the widths of pulses. However, the Fs1000A315 being a low-
cost Tx module, it does not allow pulses with widths of less
than 1 ms. If the Linx TRM-315-LT transceiver, which we
used in the receiver, is used as a Tx module in a transmit-
ter, pulse widths in the μs range are possible, and its supply
current for logic high is typically 12.0 mA according to its
data sheet [53], but for logic low it is 4.0 mA. This means
that it consumes energy during silent intervals, unlike the
Fs1000A315 Tx module. To achieve low energy consumption
in APCMA and other CtS-like schemes, a Tx module needs to
be able to transmit short pulses, like the Linx TRM-315-LT,
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while consuming virtually zero energy when transmitting a
silence, like the Fs1000a315.

VI. DISCUSSION AND CONCLUSION

The APCMA-based protocol described in this paper
employs messages with low sparsity of pulses, which allows
not only a low energy consumption, but also low duty cycles.
While duty cycles are usually defined in terms of the degree
as to which a channel is occupied by broadcasts of mes-
sages, in the case of APCMA this may be redefined as the
degree as to which a channel is occupied by transmitted pulses,
because, unlike in many other schemes, messages may over-
lap in APCMA, so it is only the individual pulses that count
towards occupation of a channel. This in itself makes the duty
cycle of APCMA-encoded messages significantly lower than
in other schemes, because the duty cycle then becomes the
ratio of a low number of pulses used to encode a message on
one hand and a large number of time slots in one cycle (5) of
the scheduling on the other hand.

For the parameter settings in our experiment this translates
into a duty cycle of approximately 7/(520 × 100) = 0.014%,
where 7 pulses per message are used. In this calculation
an effective code length of B = 520 time slots is assumed,
whereas the factor 100 corresponds to the average length of
one Transmit-Sleep cycle in terms of the effective code length.
Many platforms in Low Power Wide-Area (LPWA) networks
are bound by maximum duty cycles of 1% or 0.1%, as a result
of which they can transmit only a limited number of packets in
24 hours. Sigfox, for example, has a maximum packet payload
of 12 bytes under a duty cycle of 1%, whereby the number of
packets per device cannot exceed 140 packets per day [9]. This
gives an average bit rate measured over 24 hours of less than
0.16 bps. LoRaWAN does better in this respect, with typical
values ranging between 0.1 and tens of bps [7], [8], [10], [54],
but it strongly depends on spreading factor, packet load, the
class of the end devices, and the number of devices. The bit
rate of each device in our experiment is 30 messages × 14
bits/2000 s = 0.21 bps. Our hardware is not optimized, how-
ever, and we expect to be able to achieve at least a factor 100
higher if Tx modules with pulse widths in the μs scale are
used.

The theoretical model in this paper shows that misinterpre-
tation probabilities are significantly reduced with every single
pulse that is added to the encoding according to APCMA. The
question whether codes with more than four pulses per code
word actually exist can be answered affirmatively, but their
design is much less trivial than designs of 4-pulse codes like
the ones in Fig. 3. Similarly, decoding algorithms are more
complex for codes with more than four pulses. We will report
in more detail on such codes in subsequent papers.

The proposed protocol allows a simple organization into dif-
ferent channels, as the preliminary version of this paper [14]
shows. While all devices operate on a single 315 MHz band,
they can be easily divided into separate groups by adjust-
ing the code length. So, rather than relying on differences
of frequencies to create different channels, the protocol relies
on a different parameter setting of the encoding scheme, thus

allowing for a great degree of flexibility. This mechanism has
not been tested in the current paper, since we prioritize the
validation of the APCMA performance model through exper-
iments. In the current paper all devices in the experiment use
the same code length, and thus operate on the same channel,
but it is expected that the theoretical model accurately pre-
dicts the misinterpretation probabilities of devices operating
on different channels, since there is no fundamental differ-
ence if a channel differentiation is made through the code
length.

How sensitive is the APCMA-based protocol to interference
from external wireless sources? When pulses with similar
time slot widths are transmitted on the 315 MHz band by
an external wireless source, we expect that the analysis in
Section IV applies, so interference will depend on the density
of pulses. Interference from external sources on the 315 MHz
band employing different protocols has not been tested in our
experiments, but we expect it to be significant if the duty
cycles of such sources are high, because a single baseband
frequency is used in this paper, which is less resilient than the
spread spectrum chirping signals used by LoRa and the triple
frequencies used by Sigfox. The performance of the pattern
recognizer in the receiver, however, plays a significant role: if
it can be designed to recognize pulses reliably, interference
from other wireless signals will be limited to a great
extent.

Since the goal of this paper is to study the feasibility of
APCMA, the hardware used in this paper is designed for proto-
typing. It is not yet suitable for implementation on off-the-shelf
commercial hardware, since such hardware tends to accept
only protocols abiding by certain standards. However, ulti-
mately we aim to commercialize it into low-cost IoT devices
that are employable on massive scales. One important condi-
tion is that the use of CSMA is not prescribed, because that
would defy the reason for using APCMA in the first place.
We are currently investigating strategies to increase robust-
ness to errors through improved coding so that higher pulse
densities and throughput can be achieved. We are also con-
sidering implementations on sub-GHz bands, used by LoRa
and Sigfox, as well as implementations of impulse radio on
ultra-wide bands (UWB). The latter will be useful for indoor
IoT applications requiring higher data rates.
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