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Abstract

This paper explores the role of multiple antennas in mitigating jamming attacks for the Rayleigh

fading environment with exogenous random traffic arrival. The jammer is assumed to have energy

harvesting ability where energy arrives according to Bernoulli process. The outage probabilities are

derived with different assumptions on the number of antennas at the transmitter and receiver. The

outage probability for the Alamouti space-time code is also derived. The work characterizes the average

service rate for different antenna configurations taking into account of random arrival of data and energy

at the transmitter and jammer, respectively. In many practical applications, latency and timely updates

are of importance, thus, delay and Average Age of Information (AAoI) are the meaningful metrics

to be considered. The work characterizes these metrics under jamming attack. The impact of finite

and infinite energy battery size at the jammer on various performance metrics is also explored. Two

optimization problems are considered to explore the interplay between AAoI and delay under jamming

attack. Furthermore, our results show that Alamouti code can significantly improve the performance of

the system even under jamming attack, with less power budget. The paper also demonstrates how the

developed results can be useful for multiuser scenarios.
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I. INTRODUCTION

Internet of Things (IoT) networks are vulnerable to attacks due to the broadcast and super-

position nature of the wireless medium. Jamming is a common form of denial of service (DoS)

attack which can significantly impact the IoT network’s performance. In many IoT scenarios

such as status update systems, users may not always have data to send; rather, data arrival at the

users are random. It is also required to ensure timely delivery of data at the destination within

a given period of time due to requirements in terms of delay, as well as it is required to keep

the information at the destination as fresh as possible. For such scenarios, along with stable

throughput, it is required to consider delay and age of information (AoI), which are meaningful

metrics to take account of latency in the communication. In recent years, AoI has been used to

capture the freshness of information [2]. One of the concern arises is to ensure high throughput,

low delay, and low AoI simultaneously under jamming attack, when the user also has energy

constraint. The prospect of multiple antennas system has been explored for green communication

[3], [4]. The role of multiple antennas in mitigating the jamming attack and enhancing the system

performance when timely updates are important is not well explored in the existing literature

and the primary focus of this work.

In this paper, a point-to-point MIMO system in the presence of a jammer is considered, where

the transmitter is equipped with a queue to store the incoming traffic. It is assumed that jammer

has energy harvesting capability [5]–[8]. In many practical scenarios, it may not be possible

for the jammer to have a constant source of energy supply due to the hostile nature of the

environment, inaccessibility to the location, or absence of any external supply of energy such

as a power grid. However, it is possible to deploy jammer in such environments due to the

advancements made in energy harvesting. When the attacker has energy harvesting ability, the

deployment of such jammer will be easier and it can make them autonomous. When it is required

to guarantee low latency along with reliability, even a random jammer can cause significant harm

to the performance of the system, and hence, it is important to understand the impact of jamming

on the reliability and latency of the system. The considered model helps to capture the impact of

various parameters of the attacker such as the capacity of the battery, jamming probability, and

jamming power on the performance of the system. From the jammer’s perspective, the considered
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model can help to explore how large should be the battery size and energy harvesting ability to

perform jamming effectively. As a special case, the considered model reduces to the case of a

constant jammer.

This work develops a cross-layer framework for the point-to-point MIMO system in the

presence of a jammer. The cross-layer framework captures the random arrival of data at the

transmitter using network-level metrics such as stability of the queue and reliability of the

underlying channel model through outage probability. The outage probability takes into account

of Signal to Noise Ratio (SNR) or Signal to Jamming and Noise power Ratio (SJNR) and

fading phenomena of the wireless channel between the various nodes. Such frameworks have

been used to study different communication models in the existing literature [9], [10]. The work

also demonstrates how the developed results in the paper can be useful to characterize stability

region for multi-user scenarios.

The paper first obtains the outage probabilities for different MIMO configurations under

jamming attack. Then, the service probability at the transmitter is characterized using the outage

probability obtained for different antenna configurations at the legitimate nodes. The service

probability is used to characterize the average delay per packet, and the average AoI (AAoI)

of various antenna configurations under random arrival of data at the legitimate transmitter.

These metrics are characterized for two scenarios where the jammer can have a battery of finite

capacity or unlimited capacity. The role of space-time coding on performance is also investigated.

The derived results can also be used to minimize AAoI or average delay or maximize the

average service rate for optimal data arrival rate. In the later part of the paper, it is shown how

the characterization of the stable throughput of the point-to-point system helps to characterize

the stability region for the 2-user SIMO broadcast channel (BC) in the presence of an energy

harvesting jammer.

A. Related works

The conventional security mechanisms generally do not provide protection or detection of

jamming attacks in wireless networks. The jammer can adopt different strategies to carry the

attack, and the various jamming mitigation techniques can be classified into the following cate-

gories: channel hopping, coding protection, rate-adaption, and MIMO-based jamming mitigation

[11]. Channel hopping and spread spectrum are two commonly used techniques to mitigate

the jamming attack. One of the disadvantages of the channel hopping-based method is the
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requirement of preshared channel assignment. Interference alignment which is used generally

to mitigate interference has been used for MISO broadcast channels based on topology for

mitigation of jamming attack [12]. To understand the fundamental limits on the performance

under jamming attacks, tools and techniques from information theory have been used for various

communication models [12], [13].

The attacker can also have the ability to eavesdropping as well as jamming [14]–[16]. The

problem of secure communication over a correlated fading channel is considered in [15] for

multi-user multi-cell massive MIMO in the presence of an active eavesdropper equipped with

multiple antennas. The work shows that transmit antenna correlation diversity between the nodes

can be exploited to improve the performance even under pilot contamination attacks. The work

in [16] develops a transmission strategy that involves the determination of secure transmission

rate and beam-forming design based on complete or partial knowledge of the jamming channel

in case of MISO system. A friendly jammer can also be used to enhance the secrecy performance

by sending a jamming signal to degrade the SNR at the eavesdropper [17], [18]. In general, there

is complete trust between the jammer and legitimate nodes in such scenarios.

Legitimate users always try to achieve the desired performance and on the other hand, attacker

attempt to cause maximum harm to the communication. To capture this conflict arising between

jammer and legitimate users, game theory has been used to study various models under jamming

attacks [13], [19]–[22]. In [13], using a zero-sum mutual information game it is shown that

knowing the input signal at the jammer is not useful for the point-to-point MIMO Rayleigh fading

channel. The work in [19] considers a non-cooperative zero-sum game for 2-user multiple access

channels in the presence of a jammer under different assumptions on channel characteristics.

It is shown that when jammer does not know users’ signals, the solution for the game exists.

Another important problem is the allocation of resources in the presence of the attacker. The

work in [22] uses the Bayesian game using an α-fairness utility for resource allocation under an

unknown jamming attack. The tool from game theory has also been used in the case of active

eavesdropper where the attacker can either jam, eavesdrop on the ongoing communication, or

both [20], [21].

The works discussed so far assume that users always have data to send. However, in many

practical scenarios, data arrival at the users can be random. The game-theoretic framework has

been used to explore the role of random arrival of data in mitigating jamming attacks in [23].

The framework of the non-cooperative game has been used in [24] to determine the impact of



5

jamming over a collision channel. For many applications, where a delay and timely updates are

of importance, throughput alone cannot capture these attributes. For such scenarios, delay and

AoI are relevant metrics to be considered, and these metrics can give new insights into system

performance. AoI so far has been studied under different queuing disciplines in simple point-to-

point systems, in more elaborated systems with multiple access, or scheduled access [2], [25].

The work in [26] studied the user scheduling problem in a MIMO status update system, where

multiple users with a single antenna aim to send their latest updates to an information-fusion

access point equipped with multiple antennas via a shared wireless channel. The authors derived

an optimal scheduling policy that can minimize the AoI over the networks. Furthermore, the

effect of jamming on AoI has been studied in [27], [28]. Characterizing the stability region for

multiuser scenarios is a challenging problem due to the interaction between the queues [29],

[30]. However, the impact of jamming on the achievable throughput, delay, and AoI in a system

with random traffic is not well understood in fading scenarios when users are equipped with

multiple antennas. This also brings an important question on how diversity (time, spatial, or

both) can be exploited to improve the performance of the system in the presence of a jammer.

This work primarily aims to answer these questions.

B. Contributions

The main contributions of the work are summarized below.

1) The outage probabilities are obtained for the Rayleigh fading environment in the presence

of jammer under the different assumptions on the number of antennas at the transmitter

and receiver. The outage probability for Alamouti coding scheme is also derived for the

considered model. As the signal sent by the transmitter and attacker undergo Rayleigh

fading, it is a non-trivial problem to determine the distribution corresponding to the signal

to jamming and noise ratio (SJNR). To the best of the authors’ knowledge, the role of space-

time code in mitigating jamming attack has not been explored in the existing literature.

2) Characterization of stable throughput or stability region under random arrival of data in

the presence of jammer is a non-trivial problem. The paper first aims to characterize the

stable throughput under jamming attack for the point-to- point MIMO system. The average

service rate is characterized for the considered system model using the outage probabilities

obtained for different multiple antennas setup. To capture the energy harvesting ability of

the jammer two scenarios are considered: battery with unlimited capacity and battery with
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limited capacity. The developed results take account of the random arrival of data at the

transmitter and energy at the attacker.

3) The work also characterizes the average delay performance and AoI for various multi-

antenna configurations in presence of the attacker. The developed results help to explore

the interplay between delay and AAoI for different antenna configurations under jamming

attack and developed results reconfirm the utility of the AAoI metric for latency-aware com-

munication. Two optimization problems are considered where the objective is to minimize

the AAoI with different delay requirements.

4) The work also characterizes the stability region of the 2-user SIMO broadcast channel under

jamming attack for the Rayleigh fading scenario using the results obtained for the point-

to-point model. In this case, receiver decodes its intended message by treating other user’s

signal as noise.

The obtained results in this work provide a unified view of the role of multiple antennas in

improving the performance of the system in terms of stable throughput, delay, and AAoI under

jamming attack. It is also found that Alamouti coding can achieve minimum delay and AoI among

the different MIMO configurations in the setup with less power budget. The Alamouti coding

scheme has the added advantage of not requiring channel state information at the transmitter.

The developed results for the point to point MIMO system can act as a basic building block to

characterize the stability region of multiuser scenarios, which is a challenging problem due to

the interaction among the queues.

II. SYSTEM MODEL

Fig. 1: Point-to-point MIMO system in the presence of energy harvesting jammer.
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This paper considers a point-to-point MIMO system in the presence of a jammer, where

transmitter and receiver are equipped with nt and nr antennas, respectively. The transmitter has

a queue, which stores the incoming packet, and it needs to be sent reliably to the receiver in the

presence of the attacker. A pictorial description of the model is shown in Fig 1.

A. Network layer model

The packet arrival process at the queue is assumed to be independent and stationary with

mean probability λ, i.e., Bernoulli [31]. It is also assumed that the queue at the transmitter has

unlimited capacity. The average length of the queue is denoted by Q̄ and serves the packets with

average service rate µ. It is assumed that the jammer does not have a constant source of power

supply, but it has energy harvesting ability. The energy arrival process at the jammer is modeled

by a Bernoulli process where the rate of energy arrival is assumed to be δ [32]–[36]. These

chunks are stored in a battery (an energy buffer). It is assumed that if one chunk of energy is

harvested at the jammer, it is enough to jam the communication with fixed jamming power PJ .

In the paper, two scenarios are considered for the energy buffer: (a) Energy buffer with unlimited

capacity (Section IV-A); and (b) Energy buffer with limited capacity (Section IV B).

B. Physical layer model

The input-output relation for the considered system model in the presence of jammer is given

as follows:

y = Hx+ hJxJ + n, (1)

where the channel between transmitter and receiver is denoted by H ∈ Cnr×nt and channel

between the jammer and receiver is denoted by hJ ∈ Cnr×1. The input x to the channel is drawn

from a Gaussian codebook, i.e., x ∼ CN (0, P I), and P is the transmitter’s power budget. The

attacker sends the jamming signal xJ drawn from Gaussian distribution with jamming power

PJ , i.e., xJ ∼ CN (0, PJ). Due to the limited computing ability and constrained in the energy

of the attacker, it is assumed that the jammer has a single antenna. The noise at the receiver is

modeled as AWGN, i.e., n ∼ CN (0, I). In the case of MISO, H ∈ C1×nt , and n ∼ CN (0, 1).

For SIMO, H ∈ Cnr×1 and input is drawn from a Gaussian codebook, i.e., x ∼ CN (0, P ).

The channel between the various nodes undergoes an independent Rayleigh fading process. The

attacker does not have CSI and it cannot access the queue state information of the transmitter.

The transmitter and receiver need to know the statistical knowledge of the CSI between the
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jammer and receiver. When the battery is not empty, the attacker jams with a probability pJ .

This type of jammer is known as a random jammer in the literature and belongs to the category

of proactive jammer [37].

C. Stability of the queue and average service rate

The stability of the queue is defined as follows [38].

Definition 1. The queue is said to be stable if the following condition is satisfied lim
t→∞

Pr[Qt <

x] = F (x) and lim
x→∞

F (x) = 1, where Qt denotes the length of queue at the beginning of the

time slot t. When the following condition is satisfied limx→∞ limt→∞ inf Pr[Qt < x] = 1, the

queue is called sub-stable. If a queue is stable, then it is also sub-stable. The queue is said to

be unstable, if the queue is not sub-stable.

Hence, the queue is stable if the average data arrival rate (λ) is less than the average service

rate (µ), i.e., λ < µ. This result holds under the assumption that the queue’s arrival and service

processes are strictly jointly stationary. For the system model considered in this paper, the average

service rate is defined as follows:

µ = (1− pJ) (1− pout
WoJ) + pJ (1− pout

J ), (2)

where pout
J and pout

WoJ are the probability of unsuccessful decoding of the packet at the receiver with

and without jamming attack, respectively. To characterize the service rate, it is required to obtain

these probabilities. In this work, the outage probability is used as a proxy for the probability of

unsuccessful decoding of data at the receiver [9], [10]. To evaluate the service rate, legitimate

nodes need to know the jamming power PJ and jamming probability pJ . In practice, estimating

these parameters is a non-trivial problem and some of the works in this direction can be found in

[39]–[43]. Tools from machine learning can also be useful in estimating these parameters [44].

III. OUTAGE PROBABILITY FOR DIFFERENT ANTENNA CONFIGURATIONS UNDER JAMMING

In this section, the outage probabilities are obtained for different multi-antenna configurations

for the Rayleigh fading scenario under a jamming attack. The work also derives the outage

probability for the MIMO with Alamouti coding. The role of space-time diversity in mitigating

jamming attacks is not well understood from the existing literature. The developed results help

to explore the role of multiple antennas in mitigating jamming attacks. The derivation of these

expressions is non-trivial as it is required to obtain the distribution associated with signal to
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jamming and noise ratio (SJNR) for multiple antenna configurations, where the message signal

and the jamming signal go through the Rayleigh fading channel. These results are stated in the

following theorem.

Theorem 1. The outage probabilities (pout
J ) for different antenna configurations under jamming

attack are provided below.

1) The outage probability for MISO (1× nt) is given by the following expression:

pout
J = 1−

Γ(nt,
(2R−1)nt

P
)

Γ(nt)
+

e
1

PJ Γ(nt,
(2R−1)nt

P
+ 1

PJ
)

Γ(nt)(1 +
P

nt(2R−1)PJ
)nt

. (3)

2) The outage probability for SIMO (nr × 1) is given by the following expression

pout
J = 1−

Γ(nr,
(2R−1)

P
)

Γ(nr)
+

e
1

PJ Γ(nr,
(2R−1)

P
+ 1

PJ
)

Γ(nr)(1 +
P

(2R−1)PJ
)nr

. (4)

3) The outage probability for MIMO (nr × nt) with Alamouti code is given by the following

expression

pout
J = 1−

Γ(N, (2
R
−1)
β

)

Γ(N)
+

e
1

PJ Γ

(

N,
(

2R−1
β

+ 1
PJ

)

)

βNΓ(N)
[

1
β
+ 1

(2R−1)PJ

]N
. (5)

where R is the given target rate, β , P
nt

, N , ntnr, Γ(s) and Γ(s, x) are the gamma function

and the upper incomplete gamma function defined as follows, respectively

Γ(s) =

∞
∫

0

ts−1e−tdt and Γ(s, x) =

∞
∫

x

ts−1e−tdt. (6)

Proof. The proofs for different multi-antenna scenarios are given below:

Case 1 (MISO (1×nt)): In this case, the instantaneous achievable rate is given by the following

expression

Ri = log2

(

1 +
|h|2 P

nt

1 + |hJ |2PJ

)

, (7)

where |h|2 and |hJ |2 are chi-square and exponentially distributed, respectively. Due to the lack

of CSI at the transmitter, power is equally divided among all the transmit antennas. The outage

probability is determined as follows

pout
J = Pr{Ri < R},

= Pr

{

log2

(

1 +
|h|2 P

nt

1 + |hJ |2PJ

)

< R

}

,

= Pr

{

|h|2P

nt
− (2R − 1)|hJ |

2PJ < 2R − 1

}

.
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where Pr(.) is the probability. To simplify the notation, substitute |h|2 as U i.e., U ∼ χ2
2nt

. |hJ |
2

as W i.e., W ∼ e−w in the above expression and the outage probability becomes

pout
J = 1− Pr

{

W <
UP/nt − (2R − 1)

(2R − 1)PJ

}

,

= 1−

∞
∫

u=(2R−1)nt/P

uP/nt−(2R−1)

(2R−1)PJ
∫

w=0

fW (w)fU(u) dw du,

= 1−

∞
∫

u=(2R−1)nt/P

fU(u)

[

uP/nt−(2R−1)

(2R−1)PJ
∫

w=0

fW (w)dw

]

du,

= 1−

∞
∫

u=(2R−1)nt/P

fU (u) du+ e
1

PJ

∞
∫

u=(2R−1)nt/P

fU(u)e

(

−Pu

nt(2
R

−1)PJ

)

du,

(8)

where fU(u) and fW (w) are the probability density functions of U and W, respectively. Solving

both the integrals, the outage probability reduces to following

pout
J = 1−

Γ(nt,
(2R−1)nt

P
)

Γ(nt)
+

e
1

PJ Γ(nt,
(2R−1)nt

P
+ 1

PJ
)

Γ(nt)(1 +
P

nt(2R−1)PJ
)nt

. (9)

Case 2 (SIMO (nr × 1)): In this case, the input-output relation is given by the following

expression

y = hx+ hJxJ + n (10)

As the transmitter does not have CSI, it allocates all the power to the message signal. The

instantaneous achievable rate for this case is

Ri = log2

(

1 +
|h|2P

1 + |hJ |2PJ

)

. (11)

In the above, |h|2 = h2
1 + h2

2 + · · ·h2
nr

follows chi-squared distribution with 2nr degrees of

freedom, i.e. |h|2 ∼ χ2
2nr

. The outage probability is obtained as follows:

pout
J = Pr{Ri < R},

= Pr
{

log2

(

1 +
|h|2P

1 + |hJ |2PJ

)

< R
}

,

= Pr
{

|h|2P − (2R − 1)|hJ |
2PJ < 2R − 1

}

.

(12)

Following similar approach as in (8) (previous case), the outage probability expression becomes

pout
J = 1−

Γ(nr,
(2R−1)

P
)

Γ(nr)
+

e
1

PJ Γ(nr,
(2R−1)

P
+ 1

PJ
)

Γ(nr)(1 +
P

(2R−1)PJ
)nr

. (13)
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Case 3 (MIMO (nr × nt)): The instantaneous achievable rate for a MIMO fading channel using

Alamouti coding [45], [46] in the presence of jammer is given by

Ri =
K

T
log2

(

1 +
P
nt
||H||2F

1 + |hJ |2PJ

)

. (14)

To simplify the notations, define the following quantities V , P
nt
||H||2F and S , |hJ |2. Note that

V is said to have the gamma distribution with Ω = N = ntnr and β = P
nt

, i.e. V ∼ G(Ω, β),

and S is exponentially distributed ∼ e−s. The quantity K
T

denotes the rate of the space-time

block coding (STBC), where K represents the number of symbols transmitted, and T denotes

the number of time slots used for transmission. The rate of the STBC is considered to be 1 in

this case. However, we can extend the result to any rate of the Alamouti coding scheme. The

outage probability of a MIMO system with Alamouti coding at the transmitter in the presence

of jammer is given as follows

pout
J = Pr(Ri < R),

= Pr
(

log2

(

1 +
V

1 + SPJ

)

< R
)

,

= Pr
(V − (2R − 1)

PJ(2R − 1)
< S

)

,

= 1− Pr
(

S <
V − (2R − 1)

PJ(2R − 1)

)

,

= 1−

∫

∞

v=(2R−1)

∫
v−(2R−1)

PJ (2R−1)

s=0

fV (v)fS(s)dsdv. (15)

Note that

fV (v) =
v(N−1)e

−v
β

Γ(N)βN
and fS(s) = e−s. (16)

Substituting (16) in (15) and simplifying further, results in the following expression

pout
J = 1−

Γ(N, (2R−1)
β

)

Γ(N)
+

e
1

PJ Γ

(

N,
(

2R−1
β

+ 1
PJ

)

)

βNΓ(N)
[

1
β
+ 1

(2R−1)PJ

]N
. (17)
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A. Asymptotic Analysis

To obtain further insights on the role of antennas on the outage probability in the presence

of jammer, the power at the transmitter and jammer are driven to infinity but their ratio is held

constant, i.e., PJ

P
= η. It is assumed that η ≥ 1 and this condition ensures that when P → ∞,

then PJ → ∞. The asymptotic expressions for different MIMO configurations are as follows:

lim
P,PJ−→∞

pout
J =

1

(1 + 1
ηnt(2R−1)

)nt
, (MISO) (18)

lim
P,PJ−→∞

pout
J =

1

(1 + 1
η(2R−1)

)nr
. (SIMO) (19)

and lim
P,PJ−→∞

pout
J =

1
[

1 + 1
ηnt(2R−1)

]N
. (MIMO with Alamouti) (20)

Remarks:

1) As a special case, the outage probability without jamming for different MIMO configurations

can be obtained by setting PJ = 0 using the results in Theorem 1.

2) When η is unbounded in (18), (19), and (20), the outage probability becomes 1 for all the

cases, irrespective of the number of antennas at the transmitter, receiver, or both.

3) As a special case we can obtain the outage probability for the SISO with jammer by

substituting nt = 1 or nr = 1 in the result for MISO or SIMO in (3) or (4), respectively.

By setting nr = 1 in Theorem 1, one can obtain the outage probability for the Alamouti

space-time code in case of the MISO under a jamming attack.

4) The developed results in Theorem 1 and (18)-(20) can be useful to study the benefits of

multiple antenna techniques in achieving desired performance with less power budget under

jamming attack. In particular, it is found that the MIMO system with Alamouti coding

can provide superior performance at less power budget in comparison to other antenna

configurations such as MISO (See Figs 5a and 5b in Sec VII).

IV. STABILITY ANALYSIS FOR MULTI-ANTENNA SYSTEM UNDER JAMMING ATTACK

In this section, the average service rate of the point-to-point MIMO system with random

arrival of data at the transmitter under jamming attack is derived. As the attacker has energy

harvesting ability, the impact of jamming on the service rate is affected by the energy arrival

rate at the jammer and the capacity of the battery. The results are derived for the battery with

unlimited and limited capacity at the jammer. The outage probabilities derived in the previous

section are used for determining the successful decoding of the data at the receiver.
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A. Battery with unlimited capacity

To determine the average service rate in this case, it is required to model how the state of

the energy buffer at the jammer evolves. The evolution of the energy buffer can be described by

the Markov chain, as shown in Fig. 2. The evolution of the Markov chain is characterized by

the probability of jamming (pJ) and the energy arrival rate at the jammer (δ). To determine the

average service rate with infinite energy buffer at the jammer, the following cases are considered:

(a) probability of jamming is more than the energy arrival rate at the jammer, and (b) probability

of jamming is less than the energy arrival rate at the jammer. The reason for considering these

two cases is explained below. In the first case, the system is limited by its harvested energy;

thus, it is not always available to create interference, even if needed. In the second case, since

the jamming probability is less than the energy arrival rate, the jammer is operating as if it was

connected to the power grid without energy limitations.

The average service rate with infinite energy buffer at the jammer is stated in the following

theorem.

Fig. 2: State transition diagram of infinite capacity energy buffer at jammer, where ζ = (1−δ)pJ ,

and α = δ(1− pJ).

Theorem 2. The average service rate of the system when the jammer has infinite energy buffer

is as follows:

1) When pJ ≥ δ

µ =

(

1−
(1− pJ)δ

(1− δ)

)

(1− pout
WoJ) +

(

(1− pJ)δ

(1− δ)

)

(1− pout
J ). (21)

2) When pJ < δ

µ = (1− pJ)(1− pout
WoJ) + pJ(1− pout

J ). (22)

The average service rate for MISO, SIMO, and MIMO with Alamouti coding can be obtained

by using the results on outage probability from Theorem 1. When λ < µ, the system is said to

be stable.

Proof. To determine the average service rate in the presence of an energy harvesting jammer,

the following cases are considered.
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Case 1 (When jammer is sending energy packets at a rate (pJ ) greater than its arrival rate (δ)):

If δ ≤ pJ , then the jammer may not always have sufficient energy to disrupt the communication,

and the jammer’s energy buffer can be empty. To characterize the service rate, it is required to

determine the probability that the energy buffer is empty, i.e., Pr(B = 0), where B denotes

the size of the energy buffer. From Fig. 2, one can see that the steady-state distribution need to

satisfy the following

ζπi+1 = απi for 0 ≤ i ≤ B − 1.

Normalizing the probabilities, following is obtained

π0

∞
∑

i=0

(α

ζ

)i
= 1, or π0 = 1−

α

ζ
, (23)

where πi is the probability of being in the ith state. Therefore, probability that the jammer energy

buffer can be empty is given by

π0 = Pr(B = 0) = 1−
(1− pJ)δ

(1− δ)pJ
= 1−

α

ζ
. (24)

Hence, the probability that energy buffer is not empty is given by the following

Pr(B 6= 0) =
(1− pJ)δ

(1− δ)pJ
=

α

ζ
. (25)

Using the above, the service rate of the system becomes

µ = (1− pJPr(B 6= 0))(1− pout
WoJ) + pJPr(B 6= 0)(1− pout

J ),

=

(

1−
(1− pJ)δ

(1− δ)

)

(1− pout
WoJ) +

(

(1− pJ)δ

(1− δ)

)

(1− pout
J ).

=

(

1−
α

(1− δ)

)

(1− pout
WoJ) +

(

α

(1− δ)

)

(1− pout
J ).

(26)

Note that the outage probability without jamming (pout
WoJ) can be obtained by setting PJ = 0 for

different antenna configurations in Theorem 1.

Case 2 (When jammer is sending energy packets at a rate (pJ ) less than its arrival rate (δ)):

If δ ≥ pJ , then the jammer always have energy to send the jamming signal and the probability

that the energy buffer is empty is 0, i.e., Pr(B = 0) = 0. Hence, the service rate of the system

can be written as:

µ = (1− pJ) (1− pout
WoJ) + pJ(1− pout

J ). (27)
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B. Battery with Finite Capacity

Another important factor that determines the efficiency of the jammer is the capacity of the

energy buffer. This section characterizes the service rate in the case of the finite energy buffer.

Similar cases are considered as that in the case of a battery with unlimited capacity. Note that

even when the energy arrival rate can be high at the jammer but limited battery capacity can

hinder the jamming ability of the attacker. The evolution of the energy buffer of size B at the

jammer can be described by the Markov chain, as shown in Fig. 3. The evolution of the Markov

chain is characterized by the probability of jamming and the energy arrival rate at the attacker.

Fig. 3: State transition diagram of finite energy buffer at the jammer, where ζ = (1− δ)pJ , and

α = δ(1− pJ).

The average service rate with finite energy battery at the jammer is stated in the following

theorem.

Theorem 3. The average service rate of the system when the jammer has finite energy buffer is

as follows:

1) When pJ ≥ δ

µ =

(

1− pJ

(

1−
(pJ − δ)ζB

ζB+1 − αB+1

))

(1− pout
WoJ) + pJ

(

1−
(pJ − δ)ζB

ζB+1 − αB+1

)

(1− pout
J ).

(28)

2) When pJ < δ

µ = (1− pJ)(1− pout
WoJ) + pJ(1− pout

J ). (29)

Using the results on outage probability from Theorem 1, the average service rate for MISO,

SIMO, and MIMO with Alamouti coding can be obtained. For λ < µ, the system is stable.

Proof. To determine the average service rate in the presence of an energy harvesting jammer

with finite battery, the following cases are considered.

Case 1 (When jammer is sending energy packets at a rate (pJ ) greater than its arrival rate (δ)):

If δ ≤ pJ , then the jammer may not have sufficient energy to disrupt the ongoing communication
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as its energy buffer can be empty. In this case, the probability that energy buffer at the jammer is

empty depends also on the capacity of the energy buffer. This probability is obtained by solving

the balance equation of the Markov chain for finite battery and is given by

Pr(B = 0) =
(pJ − δ)ζB

ζB+1 − αB+1
. (30)

Hence, the probability that jammer energy buffer is not empty is

Pr(B 6= 0) = 1−
(pJ − δ)ζB

ζB+1 − αB+1
. (31)

Then, the service rate of the system is

µ =

(

1− pJ

(

1−
(pJ − δ)ζB

ζB+1 − αB+1

))

(1− pout
WoJ) + pJ

(

1−
(pJ − δ)ζB

ζB+1 − αB+1

)

(1− pout
J ). (32)

Case 2 (When jammer is sending energy packets at a rate (pJ ) less than its arrival rate (δ)): If

δ > pJ , then the jammer always have energy to send the jamming signal, i.e., Pr(B = 0) = 0.

Hence, the service rate of the system can be written as given in ( 29).

Remarks:

1) When δ > pJ , it is observed from (22) and (29) that the performance of battery with finite

capacity and infinite capacity are same. In this case, having a battery with infinite capacity

does not help the jammer.

2) As a special case, one can obtain the service rate for different MIMO configurations without

jamming by substituting pJ = 0 either in a finite or infinite battery capacity case. To the best

of the authors’ knowledge, the service rate of a MIMO system with an Alamouti coding

scheme has not been characterized in existing results even without jamming.

3) When δ = 1 and pJ = 1, one can obtain the service rate of the considered system model

under jamming attack, where the jammer always disrupts the communication.

V. DELAY AND AAOI ANALYSIS UNDER JAMMING ATTACK

For the considered system model with bursty traffic, besides service rate, the delay is another

important metric when the transmitter has time-sensitive data. Furthermore, AoI, which is a

more general form of latency, is also important since, in status updating systems (common

in IoT or cyber-physical systems), the freshness of information is crucial. As jamming is one

of the common DoS (Denial of Service) attacks, it is important to evaluate these metrics in

such cases. It is desirable to have a low delay and small AoI. The AoI captures the freshness
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in information, whereas the delay captures the queuing delay and transmission delay between

the transmitter and the receiver. In the following, average delay and average AoI (AAoI) are

characterized for different MIMO configurations. The developed results help to investigate the

interplay between delay and AoI for multi-antenna configurations when the attacker has a battery

with finite or infinite capacity. To the best of the authors’ knowledge, the role of multiple antennas

in minimizing delay and AAoI under jamming attack has not been explored in the existing

literature.

A. Average Delay

The delay consists of two components, the queuing delay and the transmission delay from the

transmitter to the receiver. The average transmission delay (DT ) is inversely proportional to the

average service probability and is given by

DT =
1

µ
. (33)

To determine the queuing delay, it is required to use the average queue length which is given

by

Q̄ =
λ(1− λ)

µ− λ
. (34)

Using Little’s theorem, the queuing delay (DQ) is expressed as follows

DQ =
Q̄

λ
. (35)

The average packet delay (D) using (34) and (35) becomes

D = DT +DQ =
1

µ
+

1− λ

µ− λ
. (36)

One can obtain the average packet delay when the jammer has infinite and finite battery capacity

using the service rate expressions from Theorems 2 and 3 in (36), respectively.

B. Average Age of Information (AAoI)

The AAoI metric captures the freshness of information about a source at a remote destination.

The objective here is to understand the effect of the multiple antennas at the transmitter and

receiver on the AAoI under jamming attack. The considered queuing model in this paper is a

Geo/Geo/1 queue, and the AAoI is given by

AAoI =
1

λ
+

1− λ

µ− λ
−

λ

µ2
+

λ

µ
. (37)
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The proof for the previous expression can be found in [47]. One can obtain the AAoI when the

attacker has infinite and finite battery capacity using the service rate expressions from Theorems 2

and 3 in (37), respectively. We would like to emphasize that the purpose here is to study the

effect of multiple antennas, jamming attacks, and the Alamouti coding scheme on the AAoI

and not to derive the metric from scratch. Furthermore, the results obtained in this work can be

utilized in other models for AAoI, for example, at the generate at-will policy [48] or in different

queuing disciplines with or without packet management [47].

C. Minimization of AAoI

In many applications, where the transmitter has time-critical data, it is required to minimize

average delay and AAoI. It is desirable to support a high arrival rate even under a jamming

attack. However, Fig 8b shows that a low or high arrival rate can increase the AAoI at the

receiver. Furthermore, this is in contrast to the behavior of the delay against arrival rate in

Fig 8a. Minimizing delay does not necessarily imply minimization of AAoI and vice-versa. This

motivates to minimize the AAoI with respect to arrival rate for different antenna configurations

under jamming attack. When there is also a delay constraint on the traffic, the arrival rate that

minimizes AAoI can be different from the solution to the optimization problem, where it is only

required to minimize the AAoI without any delay constraint. To get further insights into this

problem, the following optimization problems are considered.

1) Minimization of AAoI for Delay-Tolerant System: In this case, the objective is to minimize

AAoI with respect to the arrival rate provided the queue remains stable and there is no constraint

on the delay. The optimization problem is stated in the following.

minimize
λ

AAoI in (37), such that λ < µ. (38)

The constraint ensures that the queue remains stable. We can solve this problem as follows.

∂AAoI

∂λ
= 0, (39)

or
µ− 1

µ2
+

1− µ

(µ− λ)2
−

1

λ2
= 0,

or λ4(µ− 1) + λ3(2µ− 2µ2)− λ2µ2 + 2λµ3 − µ4 = 0.

(40)

The value of λ is chosen which satisfies the above equation (40) and also, does not violate the

stability condition of the queue.
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2) Minimization of AAoI for Delay-Sensitive System: In this case, it is required to minimize

the AAoI with respect to the arrival rate provided the average delay in the system should not

exceed a threshold (Dth) and the queue remains stable. The optimization problem is stated in

the following:

minimize
λ

AAoI in (37), such that λ < µ, and D ≤ Dth in (36). (41)

The above optimization problem is solved numerically and discussed in Sec VII. For both the

optimization problems, the service rate depends on the number of antennas at the legitimate

nodes, battery capacity at the jammer, and other parameters of the system (See Theorem 2).

VI. STABILITY REGION FOR THE 2-USER SIMO BROADCAST CHANNEL

Fig. 4: 2-user broadcast channel with the jammer (J).

In this section, it is shown how the results developed for the point-to-point system help to

characterize the stability region for the 2-user SIMO broadcast channel in the presence of energy

harvesting jammer, where the receiver has nr antennas. The transmitter has two queues to store

the incoming traffic and the packet stored at ith queue needs to be delivered to the Dth
i receiver

(See Fig. 4). Each receiver decodes its intended packet by treating other user’s messages as

noise. Due to lack of space, the stability region is characterized for the case when jammer has

unlimited capacity and δ > pj . In this case, jammer energy queue is non-empty. The received

signal at ith (i ∈ {1, 2}) receiver is given by

yi = hix+ gixJ + zi, (42)

where hi ∈ Cnr×1 is the channel between transmitter and the ith receiver and it undergoes

Rayleigh fading. Hence, |hi|
2 follows Chi-Square distribution with 2nr degrees of freedom. The

channel gi ∈ C is the channel between the attacker and ith receiver. The channel gi also undergoes

Rayleigh fading and hence, |gi|2 follows an exponential distribution. The noise at receiver i is
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R1 =

{

(λ1, λ2) :
λ1

Pr(D1/1)
+

Pr(D1/1)− Pr(D1/1,2)

Pr(D1/1)Pr(D2/1,2)
λ2 < 1, λ2 < Pr(D2/1,2)

}

, (45)

R2 =

{

(λ1, λ2) :
λ2

Pr(D2/2)
+

Pr(D2/2)− Pr(D2/1,2)

Pr(D2/2)Pr(D1/1,2)
λ1 < 1, λ1 < Pr(D1/1,2)

}

. (46)

distributed as zi ∼ CN (0, 1). The input signal sent to the channel is x = x1 + x2 (when both

queues are non-empty) or x = xi (when the only ith queue has a packet to send).

The packet arrival processes at the first and the second queue are assumed to be independent

and stationary with mean rates λ1 and λ2 in packets per slot, respectively. Both queues have an

infinite capacity to store incoming packets and Q̄i denotes the size in the number of packets

of the i-th queue. All other assumptions remain the same as that of the point to point MIMO

model. The average service rate at the queues are given by

µ1 = Pr(Q̄2 > 0)Pr(D1/1,2) + Pr(Q̄2 = 0)Pr(D1/1), (43)

µ2 = Pr(Q̄1 > 0)Pr(D2/1,2) + Pr(Q̄1 = 0)Pr(D2/2). (44)

where Di/τ denote the event that receiver i is able to decode the packet transmitted from the i-th

queue of the transmitter given a set of non-empty queues denoted by τ (τ ∈ {1, 2}). Due to the

interaction between the queues, the stochastic dominance technique [49] is used. There are two

dominant systems. In the first dominant system, when the first queue is empty, then the source

transmits a dummy packet for receiver 1, while the second queue behaves in the same way as in

the original system. In the second dominant system, when the second queue is empty, then the

source transmits a dummy packet for receiver 2, while the first queue behaves in the same way

as in the original system. Following the process, as given in [29], the stability region for both

the dominant systems are given by R = R1∪R2, where R1 and R2 are given by (45) and (46),

respectively. To determine the stability region, it is required to determine the various success

probabilities. These are obtained using the outage probabilities derived for SIMO in Section III.

The ratio of signal power to noise power along with jamming and/or interference at receiver i

is given as

SJINRi =
Pi|hi|2

1 + PJ |gi|2 + Pj |hi|2
, and SJNRi =

Pi|hi|2

1 + PJ |gi|2
. (47)

where i, j ∈ {1, 2} and i 6= j.

Similarly, SINRi (signal power to interference and noise power ratio) and SNRi (signal to
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noise ratio) at receiver i are denoted as follows

SINRi =
Pi|hi|2

1 + Pj |hi|2
, and SNRi = Pi|hi|

2. (48)

where i, j ∈ {1, 2} and i 6= j. The success probabilities for both the receivers are obtained with

and without jamming for different status of the queue in the following.

1) When Q̄1 = 0 and Q̄2 6= 0: In this case, the second queue at the transmitter sends a

packet for receiver 2 as Q̄1 = 0. The receiver 2 can decode its intended packet if one of the

following events occur: DWoJ
2/2 = {SNR2 ≥ γ2} (without jamming) and DWJ

2/2 = {SJNR2 ≥ γ2}

(with jamming). The quantity γi corresponds to the decoding threshold for successful decoding

of the packet at receiver i and is related to the rate by the following relation: γi = 2Ri − 1

(i=1,2). It is not difficult to see that the SJNRi is similar to the SJNR in case of point-to-point

model. Following a similar procedure as in Theorem 1 (using (8)), the success probabilities can

be obtained as given below.

Pr
(

DWoJ
2/2

)

= Pr(SNR2 ≥ γ2) = Pr
(

|h2|
2 ≥

γ2
P2

)

=
Γ(nr,

γ2
P2
)

Γ(nr)
. (49)

Similarly, one can show the following

Pr
(

DWJ
2/2

)

= Pr(SJNR2 ≥ γ2) = Pr
(

|g2|
2 ≤

P2|h2|2 − γ2
γ2PJ

)

,

=
Γ(nr,

γ2
P2
)

Γ(nr)
−

e
1

PJ Γ(nr,
γ2
P2

+ 1
PJ
)

Γ(nr)(1 +
P2

γ2PJ
)nr

. (50)

Using (49) and (50), the success probability at receiver 2 is given by

Pr(D2/2) = (1− pJ)Pr
(

DWoJ
2/2

)

+ pJPr
(

DWJ
2/2

)

, (51)

= (1− pJ)
Γ(nr,

γ2
P2
)

Γ(nr)
+ pJ

(

Γ(nr,
γ2
P2
)

Γ(nr)
−

e
1

PJ Γ(nr,
γ2
P2

+ 1
PJ
)

Γ(nr)(1 +
P2

γ2PJ
)nr

)

. (52)

2) When Q̄1 6= 0 and Q̄2 = 0: In this case, the first queue at the transmitter sends a packet

for the receiver 1 as Q̄2 = 0. The receiver 1 can decode its intended packet if the following

events are true.

DWoJ
1/1 = {SNR1 ≥ γ1} without jamming,

DWJ
1/1 = {SJNR1 ≥ γ1} with jamming. (53)
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Following a similar procedure as in Theorem 1 (using (8)), the success probabilities are given

as follows

Pr(D1/1) = (1− pJ)Pr
(

DWoJ
1/1

)

+ pJPr
(

DWJ
1/1

)

, (54)

= (1− pJ)
Γ(nr,

γ1
P1
)

Γ(nr)
+ pJ

(

Γ(nr,
γ1
P1
)

Γ(nr)
−

e
1

PJ Γ(nr,
γ1
P1

+ 1
PJ
)

Γ(nr)(1 +
P1

γ1PJ
)nr

)

. (55)

3) When Q̄1 6= 0 and Q̄2 6= 0: In this case, both queues send packets. The packet sent by the

first (second) queue should be decoded at receiver 1 (receiver 2), which are represented by the

following events

DWoJ
1/1,2 = {SINR1 ≥ γ1} without jamming,

DWJ
1/1,2 = {SJINR1 ≥ γ1} with jamming. (56)

In this case, although SJINRi corresponds to the ratio of signal power and noise power along

with signal power of other user, with some rearrangement of terms in the outage probability

calculation, SJINRi can be presented in a similar form as that of the SJNRi. Hence, following

a similar procedure as in Theorem 1 (using (8)), the success probabilities can be obtained as

Pr(D1/1,2) = (1− pJ)Pr
(

DWoJ
1/1,2

)

+ pJPr
(

DWJ
1/1,2

)

, (57)

= (1− pJ)
Γ(nr,

γ1
P1−γ1P2

)

Γ(nr)
+ pJ

(Γ(nr,
γ1

P1−γ1P2
)

Γ(nr)
−

e
1

PJ Γ(nr,
γ1

P1−γ1P2
+ 1

PJ
)

Γ(nr)(1 +
P1−γ1P2

γ1PJ
)nr

)

. (58)

By following similar steps as in the case of receiver 1, the success probability for receiver 2 is

given by the following expression

Pr(D2/1,2) = (1− pJ)
Γ(nr,

γ2
P2−γ2P1

)

Γ(nr)
+ pJ

(Γ(nr,
γ2

P2−γ2P2
)

Γ(nr)
−

e
1

PJ Γ(nr,
γ2

P2−γ2P1
+ 1

PJ
)

Γ(nr)(1 +
P2−γ2P1

γ1PJ
)nr

)

. (59)

The events DWoJ
2/1,2 and DWJ

2/1,2 occurs with non zero probability if P2 − γ2P1 > 0. The stability

region can be obtained by substituting the success probabilities obtained for various cases in

(45) and (46) and then, taking union of these two regions (R1 and R2).

VII. RESULTS AND DISCUSSIONS

In this section, numerical results are presented to illustrate the effect of jamming on the system

performance for various parameter settings.

In Fig. 5a, the outage probability obtained in Theorem 1 is plotted against jamming power for

different MIMO configurations with R = 1. Note that in this case, the attacker can always jam
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Fig. 5: (a) Outage probability against jamming power with P = 20 dB, and R = 1; (b)

Asymptotic outage probability against number of antennas (R = 1).

the communication.1 It can be observed that increasing the number of antennas at the transmitter

in case of MISO does not improve the outage performance when the jamming power is increased

at the transmitter. Due to the lack of CSI at the sender, the transmit diversity does not help in

improving the performance. However, in the case of SIMO, the outage probability decreases with

the increase in the number of antennas at the receiver, even when the jamming power increases.

This improvement primarily comes from the gain in the receive diversity with the increase in

the number of receive antennas. To investigate the time diversity along with space diversity,

MIMO with Alamouti code is considered. It can be seen that MIMO with Alamouti code gives

significant improvement compared to MISO or SIMO system.

Fig. 5b shows the asymptotic outage probabilities obtained in (18)-(20) against the number of

antennas for a given value of η. For the MIMO with Alamouti code, the number of antennas at

the transmitter is fixed at nt = 2, and the number of receive antennas nr is varied. From the plot,

it can be observed MIMO with Alamouti code can achieve a very low value of outage probability

even with a small number of antennas at the receiver or even when η = 2. Due to the lack of CSI

at the transmitter, outage probability is high in the case of MISO compared to SIMO or MIMO

with Alamouti coding. From Fig. 5a, it can also be observed that in case of MISO system, the

power budget or the number of antennas at the transmitter has to be increased significantly to

1This is considered to explore how the multiple antennas help to mitigate jamming attack under Rayleigh fading scenario.
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meet the performance provided by SIMO or MIMO with Alamouti coding. Hence, exploiting

time and space diversity can help to achieve the desired performance at a lower power budget

even under jamming attack.
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Fig. 7: (a) Average packet delay against energy arrival rate at jammer; (b) Average age of

information against energy arrival rate at jammer: P = 20 dB, PJ = 20 dB, R = 1, B = 2,

pJ = 0.7 and λ = 0.2.

In Figs. 6-11b: Dash and continuous curves correspond to battery with finite and infinite

energy capacity, respectively. In Fig. 6, the effect of energy arrival rate on the service rate is

explored for different antenna configurations using the results in Theorems 2 and 3. Note that

MIMO with Alamouti provides the maximum service rate in comparison to SIMO and MISO
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systems with an increase in the number of antennas. In Figs. 7a and 7b, the average packet

delay and AAoI are plotted against the energy arrival rate at the jammer for battery with finite

and infinite energy capacity. It can be noticed that the AAoI and average packet delay is lowest

for MIMO with Alamouti coding scheme in comparison to other cases. As the energy arrival

rate (δ) increases at the jammer, the benefits of using Alamouti coding for the MIMO case are

evident.
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Fig. 8: (a) Average delay against packet arrival rate at transmitter; (b) Average age of information

against packet arrival rate at transmitter: P = 20 dB, PJ = 20 dB, R = 1, δ = 0.6, B = 2, and

pJ = 0.7.

In Figs. 8a and 8b, the average delay and AAoI are plotted against packet arrival rate at the

transmitter for different antenna configurations, respectively. From Fig 8b, it can be observed

that AAoI initially decreases with the increase in the arrival rate and then increases when the

arrival rate goes beyond some specific value. The reason behind this observation is that when

the λ is low, the source does not often generate updates. Thus, the destination is not updated

with new information often, and it results in high AAoI. When the arrival probability is high,

there is an excessive queuing delay. Thus, the AAoI is high at the destination. This is because

the received packets faced a queuing delay that affected the freshness of the information they

carry. This is in contrast to the behavior of average packet delay with the increase in the arrival

rate. This observation highlights the importance of AAoI as a measure to capture freshness since

the performance metrics such as throughput and delay cannot capture this attribute. It is worth
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noting that MIMO with Alamouti coding scheme can support the lowest value of average packet

delay and AAoI with a higher value of the packet arrival rate (λ).
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Fig. 9: (a) Average age of information against average packet delay (B = 2); (b) Average age

of information against energy harvesting battery capacity at jammer: P = 20 dB, PJ = 20 dB,

R = 1, δ = 0.6, λ = 0.2, and pJ = 0.7.

Fig. 9a shows the interplay between AAoI and average packet delay for different antenna

configurations. When the jammer has an energy battery of infinite capacity, the value of average

packet delay and AAoI increases compared to the jammer with finite energy battery capacity.

We can observe that MIMO with Alamouti guarantees a low value of average packet delay as

well as AAoI. From Fig. 9b, one can see that when the battery size is around B = 10, the AAoI

is similar to the case when the jammer has a battery of infinite capacity. Hence, the jammer

cannot further increase the AAoI by increasing the battery size.

Figs. 10a and 10b show the impact of jamming power on average packet delay and AAoI.

Figs. 11a and 11b show the impact of the probability of jamming on average packet delay and

AAoI. From the plots, it can be observed that with increasing the jamming probability, the

average packet delay and AAoI decrease as it is limited by the energy harvesting ability. It

can be noticed that MIMO with Alamouti performs better in both cases, i.e., finite and infinite

battery capacity, among all considered configurations. As the jamming power increases at the

attacker, the benefits of space-time diversity are more prominent. Figs. 12a and 12b show the

minimized AAoI for optimal values of λ against jamming power. In Fig. 12a, AAoI is plotted

against the jamming power for the optimization problem stated in (38). In this case, there is
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Fig. 10: (a) Average packet delay against jamming power; (b) Average age of information against

jamming power: P = 20 dB, R = 1, δ = 0.6, λ = 0.2, B = 2 and pJ = 0.7.
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Fig. 11: (a) Average packet delay against probability of jamming; (b) Average age of information

against probability of jamming: P = 20dB, PJ = 20dB, R = 1, δ = 0.6, λ = 0.2, and B = 2.

no constraint on delay. From the figure, it can be observed that MIMO with Alamouti ensures

minimum AAoI with an increase in the jamming power. In Fig. 12b, AAoI is plotted against

the jamming power for the optimization problem stated in (41). Recall that this optimization

problem aims to minimize the AAoI with respect to arrival rate for a delay-sensitive system.

It can be observed that the AAoI increases sharply with an increase in jamming power for the

MISO system when there is a constraint on the delay. The Table I shows the corresponding value

of λ which minimizes the AAoI for MIMO (2 × 2) with Alamouti for both the optimization
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problems. However, in the case of MIMO with Alamouti coding, it can guarantee minimum

AAoI among the different antenna configurations even if there is a delay constraint. It can be

seen that with the increase in the jamming power, it is not possible to achieve low AAoI with

stringent delay constraints. In Fig. 13, the stability region obtained from (45) and (46) for the

2-user SIMO broadcast channel in the presence of a jammer is plotted. In this case, it is assumed

that battery at the jammer has unlimited capacity and δ > pJ . It can be observed that as the
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TABLE I: MIMO (2 × 2) with Alamouti coding scheme : Optimum values of data arrival rate

(λ) against jamming power for infinite energy battery capacity (Dth = 2.25).

Delay-Tolerant Traffic Delay-Sensitive Traffic

PJ λ PJ λ

10 0.9804 10 0.9800

15 0.9631 15 0.9626

20 0.9439 20 0.9435

25 0.9241 25 0.9240

30 0.9044 30 0.9044

35 0.8851 35 0.8852

40 0.8665 40 0.8665

45 0.8488 45 0.8487

50 0.8319 50 0.8318

55 0.8158 55 0.8045

60 0.8006 60 0.7646

65 0.7862 65 0.7217

70 0.7726 70 0.6746

number of antennas at the receivers increases, the stability region also increases.

VIII. CONCLUSIONS

This work characterizes the performance of a point-to-point MIMO system under random

arrival of data at the transmitter in the presence of a jammer with energy harvesting ability. The

outage probability is derived for the considered system model for the Rayleigh fading scenario.

The derived results on outage probabilities were used to characterize the average service rate,

average delay, and AAoI when the attacker has a battery with finite or unlimited capacity. The

results illustrate the role of transmit, receive, space, and time diversity in mitigating jamming

attacks and improving the performance of the system in the presence of a jammer. The developed

results on average delay and AAoI show the relevance of these metrics under jamming attack

when the transmitter has time-sensitive information and timely updates are of importance. The

exploitation of time and space diversity helps to achieve superior performance even when the

transmitter has time-sensitive data and less power budget. Moreover, the work also demonstrates

how the developed results for the point-to-point case helps to determine the stability region for

multi-user scenarios such as 2-user BC in the presence of jammer. Extending the results for the

scenario when jammer has multiple antennas is an interesting direction for research. Another



30

interesting direction of work is the characterization of stability region for multi-user scenario

under jamming attack.
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