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Abstract—There is a lack of research on the analysis of per-
user traffic in cellular networks, for deriving and following
traffic-aware network management. In fact, the legacy design
approach, in which resource provisioning and operation control
are performed based on the cell-aggregated traffic scenarios, are
not so energy- and cost-efficient and need to be substituted with
user-centric predictive analysis of mobile network traffic and
proactive network resource management. Here, we shed light on
this problem by designing traffic prediction tools that utilize
standard machine learning (ML) tools, including long short-
term memory (LSTM) and autoregressive integrated moving
average (ARIMA) on top of per-user data. We present an
expansive empirical evaluation of the designed solutions over a
real network traffic dataset. Within this analysis, the impact of
different parameters, such as the time granularity, the length
of future predictions, and feature selection are investigated.
As a potential application of these solutions, we present an
ML-powered Discontinuous reception (DRX) scheme for energy
saving. Towards this end, we leverage the derived ML models
for dynamic DRX parameter adaptation to user traffic. The
performance evaluation results demonstrate the superiority of
LSTM over ARIMA in general, especially when the length of
the training time series is high enough, and it is augmented by
a wisely-selected set of features. Furthermore, the results show
that adaptation of DRX parameters by online prediction of future
traffic provides much more energy-saving at low latency cost in
comparison with the legacy cell-wide DRX parameter adaptation.

Index Terms—Statistical Learning, Machine Learning, Cellu-
lar Traffic Prediction, Predictive Network Management, DRX,
Energy Efficiency

I. INTRODUCTION

PROVIDING a diverse set of cellular services in an
energy- and cost-efficient way is a major driver for the

fifth-generation (5G) wireless networks and beyond (6G) [1].
To this end, the conventional methods, in which resource
provisioning and operation control are performed based on the
peak traffic scenarios, are substituted with predictive analytics
of mobile network traffic and proactive network resource
management [1–3]. Indeed, with limited time-frequency radio
resources, precise prediction of user traffic arrival in cellular
networks can play a key role in improving resource utilization
[2]. Consequently, in recent years, there has been a grow-
ing interest in leveraging machine learning techniques for
analyzing the aggregated traffic served in a service area for
optimizing the network operation [4–6]. Some exemplary use-
cases of traffic prediction in state-of-the-art research works
are presented in the sequel. Scaling of fronthaul and backhaul
resources by leveraging neural networks for traffic estimation
has been investigated in [4]. Cellular traffic analysis for

detecting anomalies in the performance and providing on-
demand resources to compensate for such anomalies have
been investigated in [6]. Saving energy for base stations (BSs)
through prediction of light-traffic periods and sleeping them in
the respective periods has been investigated in [5]. Moreover,
light-weight reinforcement learning for computing statistics
on interfering packet arrival over different wireless channels
has been recently explored in [7].

Study of the prior art indicates that while analysis of the
aggregated traffic on the network side is an established realm,
there is a lack of research on the (i) analysis and understanding
at the user level, i.e., analysis of per-user traffic, (ii) prediction
and classification of such traffic, and (iii) leveraging such anal-
ysis in communications management, especially for energy
saving of user devices. Based on the current standardization,
DRX (Discontinuous Reception) is the major approach for
saving energy of devices in different cellular use-case [8].
DRX implies an inherent tradeoff between reachability and
energy saving of devices [9], i.e., a longer DRX cycle saves
more energy at the cost of non-reachability of the device for a
longer period, which on the other hand means longer downlink
latency1.

In this work, we aim to investigate how analysis of per-
user traffic can enable configuration of DRX parameters in a
dynamic way to balance the tradeoff between delay and energy
saving. To be more specific, given the history of traffic (the
IP layer), we are interested in an investigation of (a) how
accurately can we estimate (a.1) the intensity of traffic in the
next time intervals, (a.2) the application which is generating
the traffic?; and (b) how can we adapt DRX parameters of the
user device to its traffic? The traffic prediction and classifica-
tion problems are normally treated as time-series forecasting
problems, in which for example, the number of packet ar-
rivals in in a time window is predicted. While the prior art
on time-series prediction is mature [10, 11], investigation of
cellular traffic and communications parameters configuration
based on such prediction are challenging tasks [12]. Some
of the challenges in traffic-aware communications parameter
configurations are as follows. First, the traffic per device
originates from different applications, e.g., surfing, video and
audio calling, video streaming, gaming, etc. Each of these
applications could be mixed with another, and could have
different modes, making the time series seasonal and mode

1In-depth description of DRX and prior arts on DRX configuration will be
presented in Section II.B, II.C, and III.B.
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switching. Second, each application can generate data at least
in two modes, in active use and in the background, e.g., for
update and synchronization purposes. Third, each user could
be in different modes at different hours, days, and months,
e.g., the traffic behavior during weekdays differs significantly
from the one over weekends. Forth, the features of the traffic,
e.g., the inter-arrival time of packets, vary remarkably in
traffic-generating applications and activity modes.

Our preliminary results on generation, labeling, and anal-
ysis of cellular traffic captured from a real user have been
presented in [13, 14]. Especially, the work in [13] investigates
how autoregressive integrated moving average (ARIMA),
as a popular linear predictor, and long short-term memory
(LSTM), as a deep neural network-powered predictor, could
be used in the prediction of burst in the traffic from a user
device. The work in [14] investigates how the prediction of
traffic bursts from a user could be used in radio resource
scheduling for reducing latency in communications. In this
work, we extend the prior art, and investigate leveraging
different ML approaches for saving energy at user devices
by configuring the DRX parameters.

A. Paper Contributions and Structure

While saving energy for end-devices is a mature research
area, and many research works have targeted optimization of
communications parameters based on the traffic trend, they
have a major limitation: dependency to the system parameters,
i.e., they can not adapt themselves to the changes in the sys-
tem, and hence, human intervention is required. On the other
hand, artificial intelligence (AI) is leading to an automation
revolution in 5G, beyond 5G, and 6G cellular networks.

Automation of communication parameter configuration has
attracted profound attention in recent years [15, 16]. However,
in most of recent works, AI has been used for cell-wide
parameter configuration, i.e. the aggregated traffic of the cell is
predicted, and based on which, cell-wide parameters are tuned
[4–6]. In this work, we have done a sanity check to investigate
the feasibility of per-user traffic prediction (it is clear that
the per-user traffic is much more dynamic and time-varying
than the aggregated traffic). Based on the achieved results, we
expect such prediction would be of interest in upcoming B5G
and 6G applications:

• Scheduling of coexisting services
• Orchestration of network and radio resources
• Configuration of network’s and users’ communications

parameters
• Proactive planning of time-frequency resources for

URLLC traffic
• Battery lifetime-aware serving of IoT communications
• etc.
Among these applications, we have selected the third use-

case, i.e., configuration of communications parameters, and
have shown that indeed, such prediction of traffic could result
in considerable saving in energy of devices. Then, all in
all, we see that this work opens up doors to per-user traffic
prediction and classification, and its application in configuring
communications parameters of devices.

First, the present work includes an evaluation of features
and methods that could be used in the prediction and classifi-
cation of the traffic, as well as a comprehensive comparative
analysis of the tools. The objective of this comparative study
is (i) to investigate how a deep machine learning model
compares with a linear statistical predictor model in terms
of short-term and long-term predictive performance, and (ii)
how additional engineered features, such as the ratio of uplink
to downlink packets and protocol used in packet transfer, can
improve the predictive performance of the neural network.
Second, we investigate the impact of different design parame-
ters and choices, including the length of training data, length
of future prediction, the feature set used in machine learning,
and traffic intensity, on the performance are investigated.
Third, we investigate how a DRX parameter configuration
solution could be built on top of this traffic prediction and
classification approaches. The major contributions of this work
include:

• Present a per-user DRX parameter configuration scheme
leveraging decision trees. Investigate how this adaptation
balances the tradeoff between delay and energy consump-
tion.

• Present a per-user traffic prediction solution, empowered
by statistical learning (AR, MA, and ARIMA) and deep
learning (LSTM) modules, to be fed to the DRX config-
uration module. Engineer respective features needed for
each module.

• Present a traffic classification solution, empowered by
ensemble learning (RAF) and deep learning (LSTM)
modules, aiming at specifying the application at the user-
side which is generating the traffic, to be fed to the DRX
configuration module. Embed the traffic classification
module in the overall traffic prediction solution.

• Present software and method for making a real labeled
user-side traffic dataset for carrying out traffic predic-
tion/classification. Perform traffic analysis on the gener-
ated dataset, including: (i) performance comparison of
deep-learning against linear statistical-learning in traffic
prediction; (ii) performance analysis of adding extra
features to the deep learning predictors; (iii) analysis
of performance impacts of design parameters, e.g. the
length of previous observations and future prediction on
the prediction performance.

• Identify operation conditions, e.g. the length of training
data and the length of future prediction, for which, sta-
tistical learning (e.g. ARIMA) outperforms deep learning
(e.g. LSTM).

The remainder of this paper is organized as follows. The
next section reviews the related works and the research
gap. Section III presents the problem description of traffic
prediction and DRX optimization. Section IV describes the set
of ML methods used throughout the work. Section V presents
the proposed solutions and experimental evaluation results
for different solutions as wells as the prediction-powered
DRX adaptation. Section VI contains the data-driven DRX
adaptation solution, performance evaluation, and discussion
on the simulation results. Finally, the concluding remarks and



future direction of research are given in Section VII.

II. RELATED WORK AND RESEARCH GAP

In this section, we present the state-of-the-art research
works on cellular traffic prediction and classification, and shed
light on the research gaps which motivate our research.

A. Cellular Traffic Prediction

Understanding dynamics of cellular traffic and prediction
of future demands are, on the one hand, crucial requirements
for improving resource efficiency [2], and on the other hand,
are complex problems due to the diverse set of applications
that are behind the traffic. Dealing with network traffic
prediction as a time series prediction, one may categorize
the state-of-the-art proposed schemes into three categories:
statistical learning [17, 18], machine learning [19, 20], and
hybrid schemes [21]. ARIMA and LSTM, as the flagships
of statistical and machine learning approaches for forecasting
time series, have been compared in a variety of problems, from
economics [18, 22, 23] to network engineering [24]. A com-
prehensive survey on cellular traffic prediction schemes could
be found in [25, 26]. A deep learning-powered approach for
prediction of overall network demand in each region of cities
has been proposed in [27]. In [20, 28], the spatial and temporal
correlations of the cellular traffic in different time periods
and neighboring cells, respectively, have been explored using
neural networks in order to improve the accuracy of traffic pre-
diction. In [29], convolutional and recurrent neural networks
have been combined in order to further capture dynamics of
time series, and enhance the prediction performance. In [19,
24], preliminary results on network traffic prediction using
LSTM have been presented, where the set of features used
in the experiment and other technical details are missing.
Reviewing the state-of-the-art, one observes there is a lack
of research of leveraging advanced learning tools for cellular
traffic prediction, selection of adequate features, especially
when it comes to each user with specific set applications and
behaviors.

B. Cellular Traffic Classification

Traffic classification has been a hot topic in com-
puter/communication networks for more than two decades
due to its vastly diverse applications in resource provisioning,
billing, and service prioritization, and security and anomaly
detection [30, 31]. While different statistical and machine
learning tools have been used till now for traffic classification,
e.g. refer to [32] and references herein, most of these works
are dependent upon features that are either not available in
encrypted traffic, or cannot be extracted in real-time, e.g. port
number and payload data [30, 32]. In [33], classification of
traffic using convolutional neural network using 1400 packet-
based features as well as network flow features has been
investigated for classification of encrypted traffic, which is
too complex for a cellular network to be used for each
user. Reviewing the state-of-the-art reveals that there is a
need for investigation of low-complex scalable cellular traffic

classification schemes (i) without looking into the packets,
due to encryption and latency, (ii) without analyzing the inter-
packet arrival for all packets, due to latency and complexity,
and (iii) with as few numbers of features as possible. This
research gap is addressed in this work.

C. DRX Parameters Configuration

DRX provides energy saving at user device by introducing
short and long sleep periods during device activity. Using
DRX, user equipment (UE) monitors downlink control chan-
nel less frequently, which on the other hand, increased access
delay when there are new packets at the BS waiting to be
delivered to the UE. Due to the fact of its crucial impact
on energy saving, DRX has been embedded in 3GPP LTE
standardizations several years ago, and the literature on DRX
modeling and optimizations is mature. Generally speaking,
one may categorize the existing literature of DRX into two
categories: (a) model-based approaches, and (b) data-driven
approach. The majority of prior arts on DRX belong to the
former group, in which, (i) traffic arrival to the user is fitted
to a probability distribution function (PDF), e.g. exponential
distribution, and then (ii), DRX operation is modeled by a
Markov process, and finally, optimal DRX parameters are
derived based on the parameters of the assumed PDF. The
interested reader may refer to [34–37], in which model-
based methodology has been used for performance evaluation
and optimization of DRX in cellular networks. For example
in [34], flexibility of DRX in LTE has been investigated
and two new DRX modes have been presented. In [35],
DRX adaptation for autoregressive traffic, also known as
self-similar traffic, has been investigated, and by assuming
complex analytical models for the traffic, optimized DRX
parameters have been found. One main shortcoming of model-
based DRX optimization consists in its need for refitting the
traffic arrival model to each new stream of data. Due to the
large set of installed applications on today’s smartphones, and
diver set of services like VoIP and video streaming, the traffic
arrival model per user can vary in order of minutes, and even
seconds. This bottleneck limits application of model-based
DRX approaches and has motivated researchers to go beyond
model assumptions for traffic arrival.

D. Data-driven DRX Parameters Configuration

In recent years, data-driven DRX optimization approaches
have gained profound interest in literature. In these schemes,
leveraging tools from machine learning, online learning of
DRX parameters from the arrival traffic is carried out. To
speed up the learning procedure and reduce the complexity of
online learning, usually offline learning of traffic prediction
models is done a priory, based on which, the adaptation of
the model to traffic instance is done in an online manner.
For example in [38], online learning of DRX parameters
for IoT devices has been presented. In [39], learning from
the per-user traffic record is used for the online selection
of the best-matched set of DRX parameters. In [40], an
LSTM-powered deep learning scheme is applied to the user
traffic record, which results in an improved prediction of



traffic in comparison with the state-of-the-art. This prediction
is subsequently employed in the adaptation of one DRX
parameter to the traffic. In [41], the arrival time of the next
packet for IoT devices is predicted at the edge leveraging
an ML solution. This prediction is subsequently employed
in configuration of DRX parameters for IoT devices. In [42],
human voice communications are investigated, and a Gaussian
process regression algorithm is presented to recognize patterns
of silence in the communications. This information is then
employed in configuring on/off periods of radio interface for
energy saving. In [43], configuration of DRX parameters for
devices connected by multiple sim cards has been explored
in which, the devices carry out a traffic analysis over its
multiple sim cards, and fed the insights to the base station
for configuration of the DRX parameters. Flexible DRX
configuration for energy/delay performance enhancement in
emerging 5G use cases could be found in [8].

From the above studies, one observes that there is a lack
of comprehensive research on cellular traffic prediction and
classification (of the application behind the traffic), especially
when it comes to the real traffic comprising different traf-
fic types (applications), using different statistical and ma-
chine learning tools. Furthermore, utilization of ML-powered
prediction and classification approaches in DRX parameter
optimization of users is also a less explored area, which
is envisioned to be of crucial importance for performance
enhancement in emerging 5G/6G use cases [8].

III. PROBLEM DESCRIPTION

A. Traffic Prediction and Classification

In this section, we first introduce the system model, and
formulate the research problem addressed in the paper. Then,
we present the overall structure of the traffic prediction frame-
work, which is introduced in this work. The system model
considered in this work consists of a cellular device, on which
a set of applications are running, e.g., User-1 in Fig. 2. At a
given time interval [t, t + τ ] with length τ , each application
could be in an active or background (inactive) mode, based
on the user behaviour. Without decoding the packets, we
can define a set of features for aggregated cellular traffic in
[t, t+ τ ] for a specific user, such as the overall number of up-
link/downlink packets and the overall size of uplink/downlink
packets. Let vector x(t) denote the set of features describing
the traffic in the interval [t, t + τ ]. Furthermore, let Xm(t)
denote a matrix containing the latest m feature vectors of
traffic for m ≥ 0. For example, X2(t) = [x(t − 1), x(t)].
Further, denote by s an indicator vector, with elements either
0 or 1. Then, given a matrix Xm(t) and a binary indicator
vector s, we define Xs

m(t) the submatrix of Xm(t), such that
all respective rows, for which s indicates a zero value, are
removed. For example, let

X2(t) =

[
1 2
3 4

]
, and s = [1, 0] ,

then, Xs
2(t) = [1, 2].

Now, the research question in Section I could be rewritten
as:

Given Xs1
m(t− 1),m ≥ 0;

minimize L
(

X̃
s2
−n(t),X

s2
−n(t)

)
(1)

subject to: n ∈ Z, n ≥ 0,

where [0 : n] is the time window in the future for which, we
need the prediction, e.g., n = 2 corresponds to the problem
of prediction of [x(t), x(t+2)]. s1 indicates the set of features
available in the given dataset, and s2 is the indicator of features
set to be predicted. Furthermore, X̃

s2
−n(t) is the prediction of

Xs2
−n(t). Finally, L(·) is the desired error function, e.g., it

may compute the mean squared error between observations
and predictions.

Recall the challenges described in the previous section on
the prediction of cellular traffic, where the major challenge
consists in independency of traffic arrival to user behavior
and type of the application(s) generating the traffic. Then, as
part of the solution to this problem, one may first predict
the application(s) in use and behaviour of the user, and then
use them as extra features in the solution. In order to realize
such a framework, it is of crucial importance to first evaluate
the traffic predictability and classificablity using only statistics
of traffic with granularity τ , and then, to investigate hybrid
models for augmenting predictors by online classifications,
and finally to investigate traffic-aware network management
design. In the following sections, predictability and classifica-
blity of real cellular traffic statistics is investigated, and other
parts of the proposed framework are left for the future works.

Fig. 1: Different states of activity of UE when DRX is enabled.

B. Traffic-adaptive DRX Configuration

Each user in cellular communications is in 4 states, data
transmission, data reception, active, and sleep states. Besides
efforts towards reducing energy consumption in data trans-
mission and reception, reducing energy consumption in the



active state has gained profound interest. This is due to the fact
that while power consumption in data transmission/reception
is higher than the idle state, the spent time in the active state,
waiting for potential data, is much higher than the other states.
When DRX is used, UE’s radio is powered off when there is
no data to be transmitted/received. Furthermore, UE wakes
up periodically its radio to check if there is any data to be
received.

In LTE layer architecture, DRX is controlled by radio
resource control (RRC) layer. An LTE device has two modes
of operation when a device is switched on, ie, RRC-Idle mode
and RRC-Connected mode. In Fig. 1, DRX in both RRC-
Connected and RRC-Idle modes has been depicted. As we
are looking for traffic adaptive DRX optimization, and traffic
communications happens in RRC-connected mode, here as per
state-of-the-art, we focus on the DRX parameters in the RRC-
connected mode. In this mode, there are five DRX parameters,
namely, inactivity timer TI, short DRX cycle Tsc, long DRX
cycle Tlc, on duration cycle Ton, and number of short DRX
cycles before going to the long DRX cycle Nsc, which must
be adapted to the traffic.

During the short time span TI, UE monitors physical
downlink control channel (PDCCH) for packets in the buffer.
If no packet arrives before the expiry of TI, UE enters to the
short DRX state. During short DRX cycle, Tsc, UE sleeps
for a short period of time and does not receive/transmit data.
This cycle consists of a small ON period, Ton. At the expiry
of every short sleep cycle, UE checks for the data during the
ON period. The short DRX cycle repeats for Nsc number of
times. After the expiration of this time, i.e., (Nsc × Tsc), if
no packet arrives, UE switches to the long DRX state. During
long DRX cycle, Tlc, UE sleeps for a long period of time. At
the expiry of long sleep cycle, UE wakes up and checks for
the packets during the ON period Ton. The long DRX cycle is
repeated for Nlc number of times. If no packet arrives before
the expiration of this timer, i.e., (Nlc×Tlc), UE transits to the
idle state.

Our question in this part could be formulated as follows:

Given Xs1
m(t− 1),

min
TI,Tsc,Tlc,Ton,Nsc

F(D,E), (2)

where t is the decision time, D is the expected experienced
delay by data packets during application of the DRX decision
(T ), and is measured from the time packet is added to the
buffer at the BS until successful delivery to the device.
Moreover, E represents the expected energy consumption
of the device during application of the DRX decision, and
F represents a function combining the energy and delay
indicators. Here for the sake of simplicity, we continue with
a weighted sum of the indicators, i.e. F = ωD + (1− ω)E.

Fig. 2 demonstrates a communication network in which a
BS is serving users in the uplink (towards BS) and downlink
(towards users), and a sub-intent2 in communication manage-
ment is to save energy for devices and radio resource for
the network by tuning the DRX parameters. As indicated in

2The other sub-intents (with higher/lower priorities) include providing
quality of service (QoS), e.g. in terms of latency and reliability.

this figure, the DRX parameters could be adjusted to some
predefined sets if we have a true analysis of per-user traffic
in each time interval as well as a true prediction of traffic
in the upcoming time intervals. Based on this motivation, the
remainder of this paper is dedicated to inspect the feasibility of
exploiting the traffic history at the user level and employing it
for future traffic prediction via machine learning and statistical
learning approaches.

Fig. 2: A communication network including base station,
users, and data-communication links. DRX sets are dynam-
ically attributed to the users based on the predicted traffic.

IV. TRAFFIC PREDICTION AND CLASSIFICATION
SOLUTIONS

In this section, we give a short description of the statistical
and machine learning solutions used within the proposed
prediction framework in Section III-A.

A. Statistical Learning: AR, MA, and ARIMA

The first method we consider in our work is Autoregressive
integrated moving average (ARIMA), which is essentially a
statistical regression model. The predictions performed by
ARIMA are based on considering the lagged values of a
given time series, while at the same time accommodating non-
stationarity. ARIMA is one of the most popular linear models
in statistical learning for time series forecasting, originating
from three models: the autoregressive (AR) model, the moving
average (MA) model, and their combination, ARMA [44].

More concretely, let X = x(1), . . . , x(n) define a uni-
variate time series, with x(i) ∈ R, for each i ∈ [1, n]. A
p-order AR model, AR(p), is defined as follows:

x̃(t) = c+α1x(t−1)+α2x(t−2)+. . .+αpx(t−p)+ε(t) , (3)

where x̃(t) is the predicted value of the time series at time t,
c is a constant, α1, . . . , αp are the parameters of the model
and εt corresponds to a white noise variable.

In a similar, a q-order moving average process, MA(q),
expresses the time series as a linear combination of its current
and q previous values. Hence, MA(q) is defined as:

x̃(t) = µ+ε(t)+β1ε(t−1)+β2ε(t−2)+. . .+βqε(t−q) , (4)

where µ is the mean of x, β1, . . . , βq are the model parameters
and ε(i) corresponds to a white noise random variable.

The combination of an AR and an MA process coupled with
their corresponding p and q order parameters, respectively,



defines an ARMA process, denoted as ARMA(p, q), and
defined as follows:

x̃(t) = AR(p) + MA(q) . (5)

The original limitation of ARMA is that, by definition, it
can only be applied to stationary time series. Nonetheless,
non-stationary time series can be stationarized using the
dth differentiation process, where the main objective is to
eliminate any trends and seasonality, hence stabilizing the
mean of the time series. This process is simply executed by
computing pairwise differences between consecutive observa-
tions. For example, a first-order differentiation is defined as
x(1)(t) = x(t)− x(t− 1), and a second-order differentiation
is defined as x(2)(t) = x(1)(t)− x(1)(t− 1).

Finally, an ARIMA model, ARIMA(p, d, q), is defined by
three parameters p, d, q [45], where p and q correspond to the
AR and MA processes, respectively, while d is the number of
differentiations performed to the original time series values,
that is x(t) is converted to x(d)(t) = ∇dx(t), with x(d)(t)
being the time series value at time t, with differentiation
applied d times. Consequently, the full ARIMA(p, d, q) model
is computed as follows:

x̃(d)(t) = α1x
(d)(t− 1) + α2x

(d)(t− 2) + . . .

+ αpx
(d)(t− p) + ε(t) + c+ β1ε(t− 1)

+ β2ε(t− 2) + . . .+ βqε(t− q) + µ . (6)

Finding optimized parameters In this study, the ARIMA
parameters, including p, d, and q, are optimized by carrying
out a grid search over potential values in order to locate the
best set of parameters. Fig. 3 represents the root mean square
error (RMSE) results for different ARIMA(p, d, q) configura-
tions, when they are applied to the dataset for prediction of
the number of future packet arrivals. One observes, among the
presented configurations, the optimal performance is achieved
by ARIMA(6,1,0) and ARIMA(7,1,0).

0 1 2 3 4 5 6 7

p:  parameter of the ARIMA scheme

60

70

80

90

R
M

S
E ARIMA(p,0,0)

ARIMA(p,1,0)

ARIMA(p,0,1)

Fig. 3: The RMSE performance of ARIMA(p, d, q) for differ-
ent p, d, q values.

B. Rule-Based Learning: Decision Trees and Random Forests

A decision tree is a rule-based classifier, where each internal
node corresponds to a condition on a data attribute. The
outcome of the condition can be binary, categorical (nominal

or ordinal), or real-valued. Depending on the outcome of the
condition the test example follows the corresponding branch,
starting from the root node all the way down to a leaf node.
Leaf nodes contain a class label, which correspond to the final
classification outcome. A path from the root node to a leaf
node builds a decision rule. The idea of a single decision tree
is extended naturally to random forests (RAF)s and ensemble
learning, based on the key fact that using an ensemble of
many simple weak classifiers can lead to a much stronger
classifier, given that each individual weak classifier is slightly
stronger than random guessing and independent of all other
classifiers. To classify a new object, it is sent to each tree in
the forest, and each tree gives a result. The final class label
is determined by majority voting [46]. More formally, let hi
be a single learner, i.e. in our case a decision tree. Given
a data example x, the RAF determines the final class label
as follows using a set of k independent decision trees, as
follows: R(x) = M?{h1(x), . . . , hk(x)}, where M? denotes
the majority vote function of the set of individual learners. In
this study, RAF is used for traffic classification.

C. Deep Learning: Recurrent Neural Networks

The next method we consider in our study is a Recurrent
Neural Network (RNN) architecture, using Gated Recurrent
Units (GRU) [47], which is a generalization of the feed
forward network model for dealing with sequential data, with
the addition of an ongoing internal state serving as a memory
buffer for processing sequences. The key idea is to keep track
of arbitrary long dependencies in the input time series. In
this work, we leverage a special class of RNNs, named Long
Short-Term Memory (LSTM).

Let {X1, . . . , Xn} define a time series of n values, with
each Xi ∈ R. We also let Ỹt define the output value produced
by the RNN at time point t. The LSTM architecture we used
in this paper is an LSTM with a forget gate ft and the sigmoid
activation function. The architecture is defined by iterating the
following equations:

ft = sigm(W fXt + Ufht−1 + bf ) , (7)
it = sigm(W iXt + U iht−1 + bi) , (8)
ot = sigm(W oXt + Uoht−1 + bo) , (9)
c̃t = sigm(W cXt + U cht−1 + bc) , (10)
ct = ft ◦ ct−1 + it ◦ c̃t , (11)
ht = ot ◦ sigmct . (12)

where
• ft ∈ (0, 1)h is the activation function of the forget gate,
• it is the input/update gate’s activation vector,
• ot is the output gate’s activation vector,
• W r, Ur, W z , Wh, b ∈ Rh are the network weight

matrices and bias parameters to be learned,
• ht ∈ (−1, 1)h denotes the hidden state vector,
• c̃t ∈ (−1, 1)h is the cell input activation vector,
• ct is the cell state vector,
• h and d correspond to the number of hidden units and

input features, respectively,
• sigm(·) denotes the sigmoid function, and



• ◦ is the Hadamard product.
Finally, in this paper we perform multi-step RNN-based

time series prediction. That is, given an input time series X =
{X1, . . . , Xn} running from time point 1 up until time point
n and an expected output series from time point n + 1 till
m, i.e., Y = {Yn+1, . . . , Ym}, the loss function we optimize
is the mean squared error, defined over the expected output
values within time window [n+ 1,m] as follows:

L =
1

m− n

m∑
t=n+1

(
Yt − Ỹt

)2
. (13)

V. EXPERIMENTAL RESULTS OF TRAFFIC PREDICTION
AND CLASSIFICATION

In this section we investigate the performance of ARIMA
and LSTM-powered prediction and classification tools over a
real cellular user dataset.

A. Dataset: Generation and Feature Selection

For setting up any prediction tool, having access to a
large and well-representative dataset is of crucial importance.
Reviewing the state-of-the-art, as well as online resources,
represents that to the best of authors’ knowledge, there are no
public datasets available representing cellular traffic to/from a
user. Among several other reasons, privacy is a major reason
that results in a lack of availability of cellular traffic records of
users. Then, in order to carry this research out, in this work
we generate our own dataset and made part of it available
online [48] for future works.

1) Generation of the dataset: In order to generate the
dataset, we leverage a packet capture tool, named ”NetGuard:
Not-roof firewall”, at the user side [49]. Using this tool,
packets could be captured at the Internet protocol (IP) level.
One must note that the cellular traffic is encrypted in layer 2,
and hence, the payload of captured traffic is neither accessible
nor intended for analysis. The latter is due to the fact that
for the realization of a low-complexity low-latency traffic
prediction/classification tool, we are interested in achieving
the objectives just by looking at the traffic statistics. In this
study, two sets of data have been generated: Labeled, and
unlabeled data. The former, to be used for traffic predictions,
has been generated by logging all outgoing/incoming traffic
through the NetGuard app, and during the logging period, user
is performing its normal daily activity with the mobile phone.
The latter, to be used for classification of the application,
is generated in a controlled environment at the user-side
in which, we filter internet connectivity for all applications
unless one application, e.g. Skype. Then, the traffic is labeled
based on the application running in that time period.

There are some limitations on data generation like depen-
dency of it to the applications installed on the devices, e.g.,
strong presence of Skype for calling, and lack of Twitter on
the devices under test. On the other hand, we have done some
actions to compensate these shortcomings as much as possible.
First, we have tried to cover 5 different data usage sources of
interest, e.g., surfing and video calling, that constitute the main
usage of an ordinary person. While we have not included all

traffic types, e.g. Twitter, Tiktalk, and etc, but we expect the
proposed solutions to be adapt to them. Second, we have tried
to make the length of data collection as long as possible, e.g.
from several days to weeks, in different batches of data used
in training and testing. One must note that limiting factor in
length of our data collection were software problems, lack of
space on a device, and etc. For example, when all logs of
traffic over an android device is captured by wireshark, after
some days of calling and video streaming, Gigs of data are
captured on the device, making its hard full of data.

Based on the fact that our proposed solutions could adapt to
different types of traffic in the training phase, we expect that in
practice, when a new user with its special traffic characteristics
come into the network, the proposed solutions can adapt to
it, and work properly with it, as we have analyzed over our
own datasets.

We have used labeling for classification of type of applica-
tion which is generating the data, e.g. distinguishing surfing
from video calling. Towards this end, data capturing is as
before, e.g. by a traffic logging software on the android device,
but this time, we write down the time of usage of each
application. Then, we import this labeling to wireshark, and
shape our dataset.

2) Available features in the dataset: We focus in our study
on seven packet features: i) time of packet arrival/departure, ii)
packet length, iii) whether the packet is uplink or downlink,
iv) the source IP address, v) the destination IP address, vi)
the communication protocol, e.g., UDP, and vii) the encrypted
payload, where only the first three features are derived without
looking into the header of packets. Recall from Section III-A,
in which the time has been quantized into intervals of length τ ,
i.e., the traffic intensity for intervals of length τ is estimated.
It is straightforward to infer that τ tunes a tradeoff between
complexity and reliability of the prediction. In other words,
when τ tends to zero seconds, e.g. τ = 1 msec, one can predict
traffic arrival for the next τ interval with high reliability at the
cost of extra effort for keeping track of data with such a fine
granularity. On the other hand, when τ tends to seconds and
minutes, the complexity and memory needed for prediction
decrease, which on the other hand also results in less accurate
prediction results for the next intervals. In this work, most
experiments are carried out for τ = 10 sec, which is a practical
value. Table I represents the set of designed features for each
time interval in rows, and the subsets of features used in
different feature sets (FSs) in different experiments.

B. The Experiment Setup: Prediction and Classification

The experimental results in the following section are pre-
sented within two categories, i.e. i) prediction of number of
packet arrivals in future time intervals, and ii) classification
of applications which are generating the traffic, in order to
answer the first two research questions raised in Section I. In
the first category, we did a comprehensive set of Monte Carlo
MATLAB simulations [50], over the dataset, for different
lengths of the training sets, length of future prediction, feature
sets used in learning and prediction, and etc. For example,
each RMSE result in Fig. 4b for each scheme has been



TABLE I: Description of the designed features as well as the
feature sets for experiment

Feature sets (FSs) 1 2 3 4 5 6

Num. of UL packets 1 1 1 1 1 1
Num. of DL packets 1 0 0 1 1 1
Size of UL packets 1 0 0 0 0 0
Size of DL packets 1 0 0 0 0 0
UL/DL packets 1 1 0 1 0 0
Comm. protocol
(TCP/UDP)

0 0 0 0 0 1

derived by averaging over 37 experiments. In each experiment,
each scheme is trained using a train set starting from a
random point of the dataset, and then is tested over 2000
future time intervals after the training set. For the classifi-
cation performance evaluation, we have leveraged 16 labeled
datasets, each containing traffic from 4 mobile applications.
Then, we construct 16 tests, in each test, one dataset is used
for performance evaluation. The notation of schemes used
in the experiments, extracted from the basic ARIMA and
LSTM methods described in Section IV, is as follows: (i)
AR(1), which represents predicting the traffic based on the
last observation; (ii) optimized ARIMA, in which the number
of lags and coefficients of ARIMA are optimized using a
grid search for RMSE minimization; and (iii) LSTM(FS-x),
in which FS-x for x ∈ {1, · · · , 6} represents the feature set
used in the LSTM prediction/classification tool. The overall
configuration of experiments could be found in Table II.

TABLE II: Configuration of the experimental setup

Parameters Description

Traffic type cellular traffic
Capture point IP layer, at the device side
Length of dataset 48 days traffic
RNN for prediction 3-layer: [LSTM, fully con-

nected, regression]
RNN for classification 3-layer: [LSTM, fully con-

nected, softmax]
Granularity of prediction: τ default: 10 sec
Number of hidden elements 100

Reproducibility of the results The experiments could be re-
produced using the dataset available at the supporting Github
repository [48].

C. Prediction and Classification Results

In this section, we present the prediction and classification
performance results in two subsections, including prediction
of traffic intensity in future time intervals and classification of
traffic. In the first subsection, root mean square error (RMSE)
is chosen as the performance indicator, while in the last
subsection, accuracy and recall are the performance indicators.
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1) Prediction of traffic intensity: In the following figure,
we want to check if LSTM can further outperform the bench-
mark schemes by increasing time granularity of the dataset,
decreasing length of future observation, and increasing length
of the training set. First, let us investigate the performance
impact of τ , i.e. the time granularity of dataset. Fig. 4a
represents the absolute (left y-axis) and rational (right y-
axis) RMSE results for the proposed and benchmark schemes
as a function of time granularity of dataset (τ , the x-axis).
One must further consider the fact that τ not only represents
how fine we have access to the history of the traffic, but
also represents the length of future prediction. It is clear
that the best results for the lowest τ , e.g. when τ = 2, the
LSTM(FS-6) outperforms the optimized ARIMA by 5% and
the AR(1) by 18%. One further observes that by increasing
the τ , not only the RMSE increases, but also the merits of
leveraging predictors decrease, e.g. for τ = 60, LSTM(FS-6)
outperforms AR(1) by 7%. Further, Fig. 4b investigates the
performance impact of training set length on the prediction.
One observes that the LSTM(FS-6) with poor training (1 day)
even performs worse than optimized ARIMA. However, as the
length of training dataset increases, the RMSE performance
for the LSTM predictors, especially for LSTM(FS-6) with
further features, decreases significantly.

Now, we investigate strengths of different predictors in
medium to long-term traffic prediction. Fig. 4c represents the
RMSE results for 3 different lengths of future predictions,
i.e. 50 sec (top), 200 sec (middle), and 600 sec (down).
The x-axis represents the length of previous observations,
i.e. it represents the number of observations just before the
test window, which are available to be used by the trained
model. The square-marked curve represents the results for
AR(1), i.e. the case in which estimation is made based on
the last observation. One observes that for medium-range
future prediction, AR(1) outperforms the others when the
number of previous observations is less than a threshold
value, e.g. approximately 15 observations for 5τ -length future
observations. Beyond this threshold value, we observe that
LSTM outperforms the AR(1). Furthermore, we observe that
this threshold value is dependent on the length of future
prediction because in the middle and bottom figures, the
LSTM predictor outperforms the others with the threshold
value of 4 and 1 previous observations, respectively. The
results further indicate that the optimized ARIMA, which has
been optimized for traffic prediction in the next interval, loses
its performance in longer ranges of future prediction, i.e. it
is worse than AR(1) in some circumstances. Moreover, it is
observed when the length of future traffic prediction increases
from 5τ to 60τ the RMSE is enhanced by just about 10%
which means there is no need for the high-frequent traffic
prediction. So, the proposed model would be efficient enough
to match the requirements for the scheduling of the DRX.
Finally, as observed in Fig. 4a, the relative performance of
LSTM to AR(1) and ARIMA is highly dependent on the
feature set used in training, and hence, the threshold value
for LSTM decreases by incorporating further features.

2) Classification of traffic: Finally, we investigate lever-
aging machine learning schemes for classification of the
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Fig. 5: Accuracy of classification by LSTM and RAF as a
function of the feature set used in the experiment.

application generating the cellular traffic in this subsection.
For the classification purpose, a controlled experiment at the
user-side has been carried out in which, 4 popular applications
including surfing, video calling, voice calling, and video
streaming have been used by the user. Fig. 5 represents the
overall accuracy of classification for different feature sets used
in the machine learning tool. One observes that the LSTM(FS-
5) and LSTM(FS-4) outperform the others significantly in the
accuracy of classification. Furthermore, in this figure, 3 curves
for different lengths of the test data, to be classified, have been
depicted. For example, when the length of the test data is 0.1
sec, the time granularity of dataset (τ ) is 0.1 sec, and we also
predict labels of intervals of length 0.1 sec. For the LSTM-
based solution, as the length of τ increases, the classification
performance increases for feature sets which leverage less
number of features. One reason could be that with a longer
τ , they have more evidence from the data in the test set to be
matched to each class. This pattern is different in FS-1, which
includes almost all features, and for the RAF solution. For the
RAF, the reason could consist in the fact that is much simpler
than the LSTM solution and cannot handle more variety and
complexity in the dataset with a longer τ .

To further observe the recall of classification for differ-
ent applications, Fig. 6 represents the accuracy results per
each application. One observes that the LSTM(FS-4) and
LSTM(FS-5) outperform the others. It is also insightful that
adding the ratio of uplink to downlink packets to FS-5, and
hence constructing FS-4 (based on Table I), can make the
prediction performance fairer for different applications. It is
further insightful to observe that the choice of feature set
to be used is sensitive to the application used in the traffic
dataset. In other words, FS-3, which benefits from one feature,
outperforms the others in the accuracy of classification for
video calling, while it results in classification error for other
traffic types.

VI. ML-POWERED DRX ADAPTATION

In this section, we present our prediction-powered DRX
adaptation algorithm and present its performance evaluation
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Algorithm 1: The ML-based DRX adaptation

Initialize: DRX parameters and Prediction vector;
Given: Trained traffic prediction model: F ;
for t = 1, 2, · · · do

if need for change of DRX parameters then
-Get recent traffic history:
{Xs1

1 (t-1),Xs1
2 (t-1),Xs1

3 (t-1),Xs1
4 (t-1),

10∑
k=1

Xs1
k (t-1),

100∑
k=1

Xs1
k (t-1),

1000∑
k=1

Xs1
k (t-1)} , X;

-Derive traffic prediction:
F(X)→ {X̃s2

-1 (t), X̃
s2
-2 (t), X̃

s2
-3 (t), X̃

s2
-4 (t),

10∑
k=1

X̃
s2
-k(t),

100∑
k=1

X̃
s2
-k(t),

1000∑
k=1

X̃
s2
-k(t)} , X̃;∑

k=1:5

X̃(k)→ x̃short;∑
k=6:7

X̃(k)→ x̃long;

-Make decision for DRX-set:
DRX-set = H(x̃long, x̃short);

results.

A. The DRX Parameter Sets

Each DRX set includes
[TI(ms), Ton(ms), Tsc(ms), Nsc, Tlc(ms)], where the first
one is the inactivity timer, the second one is the on-time
during a cycle, the third one is the length of short DRX
cycle, the forth one is the number of short DRX cycles
before a long DRX cycle, and the last one is the length of
a long DRX cycle. Our aim here is to dynamically attribute
one of these DRX sets to the user based on its current and
predicted traffic in future. In the following, we present an
algorithm that predicts the future traffic, and based on this
prediction, selects the best DRX set dynamically.

B. The DRX-adaptation Algorithm

The overall structure of the proposed solution for dynamic
DRX parameter adaptation to user traffic has been depicted in
Fig. 7. In this figure, one sees that the trace of traffic is used

first for offline training of a ML network. Then the trained
model is used online for traffic prediction based on the recent
traffic arrival records. Then, the traffic prediction results is
used in adaptation of TI, Ton, Tsc, Nsc, and Tlc parameters. One
must note that before training and prediction, the traffic arrival
data (size of traffic arrival) is quantized based on the following
vector, [0,50,100,500,1000,5000,10000,50000,100000] bytes,
and is labelled by 1 to 9 based on its quantized value. For
example, if the size of traffic arrival in the next TTI is 10 bytes,
it is labelled 1. Our algorithm for dynamic DRX parameter
allocation has been reflected in Algorithm 1. In this algorithm,
t denotes the transmission time interval (TTI), which is 1 msec
in the existing networks. Because the DRX parameters usually
change in the order of seconds and minutes, there is no need to
go through the algorithm in all TTIs, and hence, we have the
IF condition at the beginning of the algorithm. Furthermore,
the recent traffic record, the line after the first IF structure,
contains traffic arrival in last 4 TTIs, and sum of arrivals in
last 10 TTIs, 100 TTIs, and 1000 TTIs3. In the next step of
the algorithm, we derive predictions of the arrival in the next
4 TTIs, as well as the sum of arrivals in the next 10, 100, and
1000 TTIs. Finally, we sum the predicted traffic arrivals in
two groups, namely short and long future. x̃short includes sum
of predictions for the first 4 TTIs as well as the sum of 10
future TTIs, while x̃long includes sum of future arrivals in the
100 and 1000 TTIs. Now, we attribute the DRX parameter set
to the device based on the values of x̃long and x̃short, as well as
the predicted application behind the traffic, using a mapping
function, called H. One exemplary mapping function, which
is used in our simulations for web surfing, has been depicted
in Fig. 8 as a function of x̃long and x̃short, i.e. denoted
by H(x̃long, x̃short). This figure represents a decision tree,
trained over out application traffic, which maps the results the
prediction of traffic to the DRX sets. It is possible to embed
this step also in the traffic prediction module, i.e. the neural
network, but here we have extracted this step from the overall
ML-powered DRX adaptation solution for the transparency of
the solution, i.e. to see how machine reasoning carries out the
DRX adaptation.

C. The Simulation Setup

The simulation setup has been described in Table III.
Here, we have considered a network of 10 users, and 5
downlink carriers. The capacity of each carrier is 1 Mbps.
Activity of user devices is based on 10 real dataset of 175
minutes long, and 10 neural networks are trained to capture
the characteristics of traffic of each user. For simulations,
we consider 4 sets of DRX parameters to be used by the
device in this work, as follows: DRX-set 1=[02,01,05,10,015],
DRX-set 2=[02,01,10,01,050], DRX-set 3=[10,03,04,20,010],
DRX-set 4=[10,03,04,10,050]. It is clear that one can extend
this set and define further DRX sets covering different values
for each of timers to reach more delay-energy tradeoffs.

3One must note that the above mentioned summations are summation of
labels of traffic arrivals, as we discussed before that size of traffic arrival is
quantized and labelled from 1 to 9, based on the quantization vector.



Fig. 7: Structure of the prediction-powered DRX parameter adaptation scheme.

TABLE III: Parameters for evaluation of traffic prediction-powered DRX parameter adaptation

Parameters Value

Number of users 10
Communications and radio resources downlink service, 5 carriers, 1 Mbps data rate per carrier
Simulation time 175 minutes (real traffic)
System BW 5 MHz
Power consumption in receiving data 200 mW
Power consumption in active mode 100 mW
Power consumption in sleep mode 10 mW
DRX parameter set:
[TI(ms), Ton(ms), Tsc(ms), Nsc, Tlc(ms)] set 1=[02,01,05,10,015], set 2=[02,01,10,01,050],

set 3=[10,03,04,20,010], set 4=[10,03,04,10,050]
Implemented scheme 1 most energy saving (DRX-set 2)
Implemented scheme 2 ML-based (probabilistic selection of DRX-set 1-4)
Implemented scheme 3 least delay (DRX-set 3)

Fig. 8: The trained decision tree algorithm used as the
mapping function H(x̃long, x̃short) in our simulations.

D. The Results
Fig. 9 represents the CDF delay results for the case 3 and

5 carriers are used in serving downlink traffic of 10 users

in the service area. The three schemes here are min delay,
min energy, and the ML-based prediction-powered solution.
One observes that the prediction-powered solutions offer a
tradeoff between delay and energy, which can be tuned by
changing the decision boundaries in Fig. 8, i.e. 3 and 8.
Fig. 10 represents the average power consumption results.
One observes that device power consumption in the Min-
Delay schemes is more than twice the power consumption in
the most energy-saving mode (which performs bad in delay).
Interestingly, one observes that the proposed scheme achieves
a very good performance in energy consumption, very close
to the optimal value, while its delay performance in Fig. 9 is
also acceptable.

One can see that from energy efficiency in Fig. 10, ML-
based solution and Min-Energy are almost the same. However,
from the Fig. 9 we observe that there are operation regions
where ML-based solution with 3 resources works better than
Min-Energy solution with 5 resources. Then, our solution
brings spectrum efficiency as well.
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E. Discussion on the Results

In this subsection, we discuss how the raised research
questions throughout this work have been answered in our
analyses and experiments.
First, how accurately can we estimate the intensity of traffic
in the next time intervals? The experimental results represent
that the accuracy of prediction strongly depends on the length
of training dataset, time granularity of dataset, length of future
prediction, mode of activity of the user (standard deviation of
test dataset), and the feature set used in the learning scheme.
The results, for example, indicate that the proposed LSTM(FS-
3) is performing approximately 5% better than the optimized
ARIMA, and 18% better than AR(1) for τ = 10 sec. The
results further indicated that the performance of LSTM could
be further improved by designing more features related to the
traffic, e.g. the protocol in use for packets, and the ratio of
uplink to downlink packets.
Second, how accurately can we estimate the application which
is generating the traffic? The experimental results represented

the facts that, first, accuracy and recall performance of clas-
sification is highly dependent on the feature set used in the
classification. For example, a feature set that can achieve an
accuracy of 90% for classification of one application may
result in a recall of 10% for another application. Then, the
choice of feature set should be in accordance with the set of
applications used by the user. Second, if we can tolerate delay
in the decision, e.g. 5 sec, the classification performance will
be much more accurate when we gather more information
and decide on longer time intervals. The overall accuracy
performance for different applications using the developed
classification tool is approximately 90%.
Third, how can one employ the learnt model for data
prediction in DRX optimization? In the proposed solution,
using a long-enough trace of traffic, a ML-powered traffic
arrival prediction is trained, and then, at each decision epoch,
using a short history of traffic in the previous time instances
and the learnt-model, DRX parameters are adapted to the
traffic prediction. The simulation results, leveraging real traffic
arrival traces, confirmed that adaptation of DRX parameters by
online prediction of future traffic provides much more energy
saving at low latency cost in comparison with the legacy cell-
wide DRX parameter adaptation.

F. Future Work

The research methodology in this work is evaluation of
the AI algorithms and their performance in traffic prediction.
Moreover, as a usecase, we show that this prediction could
be useful in configuration of device’s parameters, e.g., DRX
setups. Thus, the analysis for DRX is not including further
investigation of impact of accuracy, recall, F1-score on the
energy saving, as well as, on reachability of the device. Due
to the page limit, we restrict the scope of DRX analysis to a
usecase study in this manuscript, and further analysis is left
for the future publication.

VII. CONCLUDING REMARKS

In this work, the feasibility of per-user traffic prediction for
cellular networks has been investigated. Towards this end, a
framework for cellular traffic prediction has been introduced,
which leverages statistical/machine learning units for traffic
classification and prediction. A comprehensive comparative
analysis of prediction tools based on statistical learning,
ARIMA, and the one based on machine learning, LSTM,
has been carried out, under different traffic circumstances and
design parameter selections. The LSTM model, in particular
when augmented by additional features like the ratio of uplink
to downlink packets and the communication protocol used
in prior packet transfers, exhibited demonstrable improve-
ment over the ARIMA model for future traffic predictions.
Furthermore, usefulness of the developed LSTM model for
classification of cellular traffic has been investigated, where
the results represent high sensitivity of accuracy and recall
of classification to the feature set in use. Finally, the learnt
models for traffic prediction has been employed in online
adaptation of DRX communications’ parameters of cellular



users. The results show that adaptation of DRX parameters by
online prediction of future traffic provides much more energy
saving at low latency cost in comparison with the legacy cell-
wide DRX parameter adaptation.

Although there are much more advanced algorithms in the
literature, such as multitask-learning or transfer-learning, able
to extract further patterns from the traffic, in this manuscript,
our main purpose was on doing a sanity check to see if AI
can help in configuring communication parameters of devices
for saving, and if so, what are the main design principles
and bounds of operation. Hence, we have limited the scope
to a simple AI algorithm, available on most platforms, and
easy to reproduce, to do this check and investigation. While
more sophisticated algorithms are powerful in specific tasks
once trained, they are less suitable to adapt to changes in
the dataset and applicable to a wide set of services. On the
other hand, while a simple trained ARIMA scheme is less
capable of deriving deep patterns, it performs quite well over
a wide set of datasets. At the same time, a scheme based
on neural networks performs pretty well on a dataset that has
been trained, but works poorly in a new dataset. The presented
results in this work promote further research on user traffic
prediction and classification both for more efficient radio
resource provisioning at the network side and further energy
saving at the user side through optimized DRX parameter
adaptation.
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