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Abstract—To alleviate the shortage of spectral resources as
well as to reduce the weight, volume, and power consumption
of wireless systems, joint communication-radar (JCR) systems
have become a focus of interest in both civil and military fields.
JCR systems based on time-modulated arrays (TMAs) constitute
an attractive solution as a benefit of their high degree of beam
steering freedom, low cost, and high accuracy. However, their
sideband radiation results in energy loss, which is an inherent
drawback. Hence the energy-efficiency optimization of TMA-
based JCR systems is of salient importance, but most of the
existing TMA energy-efficiency optimization methods do not
apply to JCR systems. To circumvent their problems, a single-
sideband structure is designed for flexibly reconfigurable energy-
efficient TMA beam steering. First, some preliminaries on single-
sideband TMAs are introduced. Then, a closed-form expression
is derived for characterizing the energy efficiency. Finally, the
theoretical results are validated by simulations.

Index Terms—Joint communication-radar system, time-
modulated array, energy-efficiency optimization, beamforming.

I. INTRODUCTION

W ITH the development of cost-efficient consumer elec-
tronic technology, the number of wireless commu-

nication devices in operation has exploded, which resulted
in an impending wireless spectrum crunch [1], [2]. On the
other hand, radar and communication systems benefit from
continued miniaturization and operation in high-frequency
bands. Hence numerous compelling application scenarios have
emerged. For civilian use, applications such as the Internet
of Vehicles [3], autonomous driving [4], and smart homes
are widely studied based on the joint design of communi-
cation and sensing. From a military perspective, the integra-
tion of radar and communication technologies is expected
to revolutionize combat systems and to improve the system
performance in terms of energy consumption, reduced form-
factor, concealment, compatibility, and other aspects [5]. Joint
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communication-radar (JCR) technology, which combines these
two technologies into a single platform, facilitates both hard-
ware reuse and signal waveform sharing. This leads to various
advantages, including a low cost, a compact size, and high
spectral efficiency [6].

Generally, JCR designs can be divided into two cate-
gories: 1) radar-communication coexistence (RCC) designs
and 2) dual-functional radar-communication (DFRC) designs
[7]. RCC designs focus on the joint operation of independent
radar and communication systems to achieve integration and
avoid mutual interference between the two subsystems, as
in [8] and [9]. In DFRC designs [10], both radar detection
and data transmission are performed through a common in-
tegrated platform, which naturally achieves full cooperation.
Furthermore, DFRC designs can be either communication-
centric, radar-centric, or joint designs [1]. Communication-
centric designs rely on existing communication signals, such as
IEEE 802.11ad [11] and IEEE 802.11p [12], to achieve radar
detection functions, while radar-centric designs embed com-
munication information into existing radar waveforms, such
as frequency-modulated continuous waves (FMCW) [13] and
linear frequency-modulated (LFM) waves [14]. Joint designs
offer a tunable trade-off between communication and radar
performance that is not limited by any existing standards; ex-
isting examples include designs based on mutual information
(MI) optimization [15] and JCR beamforming (BF) [16].

From the perspective of the antenna configuration on the
radio frequency (RF) side, JCR designs include single-antenna
and multi-antenna designs. A single-antenna configuration is
easy to implement due to its low hardware complexity [17],
but its spatial freedom is limited; thus, the radar and com-
munication functionalities cannot work in different directions
simultaneously in this configuration. An important feature of
a JCR system is the integration of radar and communication in
the airspace [18], which benefits from the high degree of beam
steering freedom offered by a multi-antenna configuration,
such as in [19] and [20]. Many studies have investigated the
beam steering of array antennas to realize the integration of
radar and communication technology; an important branch of
the related research focuses on JCR systems based on time-
modulated arrays (TMAs) [21].

The time dimension was first introduced into array antennas
in [22], and the term TMA first appeared in [23]. With
the development of high-speed RF switches, TMAs have
received considerable attention and have found various ap-
plications, such as adaptive BF [24], multiple-input multiple-
output (MIMO) radar [25], and direction-finding [26]. A TMA
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has many benefits [27]: 1) its beam steering freedom increases
due to the added time dimension, 2) the use of RF switches
instead of traditional phase shifters leads to a reduction in
cost, and 3) time as a control variable is more accurate than
traditional phase shifters. Recently, many TMA-based JCR
systems have emerged. Euziere et al. proposed a DFRC TMA
[28]–[30], in which the stable main beam is used for radar
detection and sidelobe variations are used for communication
through amplitude modulation (AM) or 4-state quadrature
amplitude modulation (4-QAM). Ahmed et al. [31] proposed
a DFRC scheme to embed QAM-modulated information into
radar waveforms by employing sidelobe control and waveform
diversity. However, although this scheme supports the simul-
taneous operation of radar and communication in different
directions, it is difficult to configure the radar beam to scan
freely, and the communication beam is fixed. In addition, the
communication modulation method is relatively simple and
has low reliability. To address the above shortcomings, in [32],
we proposed an integrated radar-communication system based
on different TMA harmonic components, where the fundamen-
tal component and the 1st upper harmonic component are used
for radar scanning and wireless communication, respectively.

Although TMAs are widely applied, they also have the in-
herent disadvantage that the generation of unwanted harmonic
components leads to out-of-band energy leakage. Yang et al.
[33] studied the problem of energy-efficiency optimization
for TMAs and inspired much follow-on research. Since this
optimization problem is nonconvex, most of the existing liter-
ature is based on evolutionary algorithms, such as differential
evolution (DE) [34], simulated annealing (SA) [35], genetic
algorithms (GAs) [36], and various other algorithms [37]–
[39]. There are also some optimization algorithms based on
closed-form expressions for the TMA energy losses [40]–
[42], as detailed in [43] and [44]. In addition, many new
structures and modulation modes have been conceived for
sideband radiation reduction or energy efficiency optimization
[45]–[48]. However, all the algorithms mentioned above (
[33]–[39], [43]–[48]) retain only the fundamental component
and suppress all harmonic components. The goal is to make
full use of the ultralow sidelobes of a TMA’s fundamental
beam pattern, which however conflicts with the demand for
multi-harmonic components in the JCR scenario [49]. To
circumvent the above problems, some of the authors proposed
an energy-efficiency optimization algorithm for TMA-based
JCR systems [49] and presented a quantitative analysis of such
a JCR system in [50] to facilitate further energy efficiency
improvements.

To sum up, at the time of writing the following issues
persist in the TMA-based JCR systems. 1) The beam direc-
tion is fixed, the communication mode is a single one, and
the harmonic leakage is not considered. 2) Existing TMA
energy efficiency optimization methods cannot be directly
applied to multi-beam JCR systems. 3) Lack of energy-
efficient TMA single/dual-beam reconfigurable configuration
scheme. Inspired by the aforementioned observations, this
paper further extends the previous studies in [32], [49], [50]
where a single-sideband structure is utilized for the TMA
for completely removing most of the harmonic components.

Step 0. Main Objective:

Maximizing the energy efficiency in (67) or (69).

Step 1. System Model:

The system model of single-sideband TMA is 

established in Section II.

Step 2. The Sideband Signal Radiation:

The overall radiated energy is divided into two 

parts as shown in (17), and each part is separately 

divided into four parts as shown in (18) and (19).

Step 3. Calculation of the energy efficiency:

For the dual/single-beam operating mode, two 

kinds of energy efficiency are derived in (67) and 

(69).

Step 4. Energy-Efficient Method:

Proposing the flexibly reconfigurable energy-

efficient TMA beam steering method as shown in 

Algorithm 1.

Fig. 1. Flow of the mathematical analysis.

Explicitly, a closed-form expression is derived for the energy
efficiency of a system relying on this structure. On this
basis, a flexibly reconfigurable energy-efficient TMA beam
steering method is proposed. The energy efficiency attained is
significantly improved in the dual-beam JCR operating mode
conceived. In Table I, we boldly and explicitly contrast our
new contributions to the relevant state-of-the-art [28]–[39],
[43]–[50]. Specifically, our contributions can be summarized
as follows.

1) The proposed closed-form expressions derived for TMA
power loss are extended for positive symmetrically po-
sitioned pulses [40], [44], positive asymmetrically posi-
tioned pulses [41], [42] and asymmetric half-cycle anti-
phase periodic modulation functions [50]. The extended
expressions are applicable to TMAs having a single-
sideband structure (including an in-phase branch and a
1/4-cycle delayed quadrature branch).

2) Based on the above, the proposed closed-form expres-
sions are applicable to both linear, planar, and volumetric
(conformal) arrays.

3) Based on [32], [49] and [50], this paper presents a
quantitative study on the energy efficiency of a single-
sideband TMA-based JCR system, which lays the foun-
dations for the subsequent energy efficiency analysis and
optimization.

4) A flexibly reconfigurable energy-efficient TMA beam
steering method is proposed. Compared to [50], this
solution improves energy efficiency at the cost of in-
creasing the hardware complexity on the RF side.

5) Finally, the implementation of a flexible and re-
configurable energy-efficient single/dual-beam TMA is
discussed, which enables TMA to achieve simple
single/dual-beam transformation with high energy effi-
ciency, and the application scenario is expanded.

The remainder of this paper is organized as follows. In
Section II, the preliminaries of single-sideband TMAs are
introduced. In Section III, a closed-form expression is derived
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TABLE I
COMPARISON THE MAIN CONTRIBUTION OF TMA BEAM STEERING METHOD

[28]–[31] [32] [33]–[39] [43], [45]–[48] [44] [49] [50] Proposed

Applied in JCR ✓ ✓ ✓ ✓ ✓

Flexible beam pointing ✓ ✓ ✓ ✓ ✓ ✓ ✓
Arbitrary radar/communication
waveform ✓ △ △ △ ✓ ✓ ✓

Energy efficiency optimized ✓ ✓ ✓ ✓ ✓ ✓
Energy efficiency optimized
(quantitative analysis) ✓ ✓ ✓ ✓

Single-beam system ✓ ✓ ✓ ✓

Dual-beam system ✓ ✓ ✓ ✓ ✓

Linear array ✓ ✓ ✓ ✓ ✓ ✓ ✓

Planar array ✓ ✓

Volumetric (conformal) array ✓
Reconfigurable single/dual-beam
system ✓

△: Not involved
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Fig. 2. N -element linear array.

for the TMA power loss, and a flexibly reconfigurable (single-
beam or dual-beam mode) energy-efficient TMA beam steer-
ing method is proposed. Our numerical results are presented
in Section IV, and our conclusions are offered in Section V.

II. PRELIMINARIES

We first provide a flow of the mathematical analysis shown
in Fig. 1 for easy understanding. Fig. 2 portrays the schematic
of a TMA composed of N -element omnidirectional antennas
in spherical spatial coordinates, arranged along the z-axis. The
radiation field can be expressed as

F (θ, ϕ, t) = F (θ, t)

= ejωt
N−1∑
n=0

An

(
Uni(t) + e−j π

2 Unq(t)
)
ejβzn cos θ,

(1)
where, An = |An|ejarg(An) = ane

jφn is the weighted vector
and zn is the coordinate of element n. Furthermore, ϕ and
θ represent the azimuth and elevation angles, respectively.
Still referring to (1), β = 2π/λ = ω/c represents the field
wavenumber, where λ is the wavelength, ω is the angular

on

n( )niU t

( )nqU t

pT2pT

off

n

2off

n pT +2on

n pT +

4on

n pT −

4on

n pT +

4off

n pT −

4off

n pT +

t

t

2


−

( )s t
( )nis t

( )nqs t

( )ns t

Element n

Fig. 3. The circuit structure before array element n.

frequency of the signal carrier and c represents the speed of
light in vacuum. Finally, Uni(t) and Unq(t) are the periodical
modulation functions of element n as shown in Fig. 3, where
Tp represents the modulation period, τonn and τoffn are the turn-
on and turn-off times, respectively. The relationship between
Uni(t) and Unq(t) satisfies

Uni(t) = Unq(t+
Tp

4
), (2)

Fig. 3 shows the circuit structure before the array element
n, i.e., the single-sideband structure TMA [51], which uses
symmetry to eliminate more unwanted harmonic components.
We define αni,k and αnq,k as the kth harmonic coefficients of
Uni(t) and Unq(t), respectively. Then

αni,k =
1

Tp

∫
Tp

Uni(t)e
−j2πkFptdt

αnq,k =
1

Tp

∫
Tp

Unq(t)e
−j2πkFptdt,

(3)

where Fp = 1/Tp is the modulation frequency, yielding

αni,k =
sin
[
πk
(
ξoffn − ξonn

)]
πk

e−jπk(ξoff
n +ξonn ) ×

(
1− e−jπk

)
,

(4)
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αnq,k =
sin
[
πk
(
ξoffn − ξonn

)]
πk

e−jπk(ξoff
n +ξonn )

×
(
1− e−jπk

)
ej

πk
2

=αni,k · ej πk
2 ,

(5)

where ξonn = Fpτ
on
n and ξoffn = Fpτ

off
n are the normalized

turn-on and turn-off times. From (4) and (5), the joint har-
monic coefficient becomes:

αni,k+e−j
π
2 αnq,k =

sin
[
πk
(
ξoffn −ξonn

)]
πk

e−jπk(ξoffn +ξonn )

×
(
1− e−jπk

) (
1 + e−j π

2 ej
πk
2

)
.

(6)

Because k ∈ Z, it holds that
(
1− e−jπk

)
= 1− cos(kπ) = 0

if k is even. When k is odd, it holds that
(
1 + e−j π

2 ej
πk
2

)
=

1 + sin
(
πk
2

)
= 0 if k = −1,+3,−5,+7, · · · . In sum-

mary, the value of (6) is not 0, only when we have k =
+1,−3,+5,−7, · · · , that is to say, the antenna pattern func-
tion

F (θ, t) =

∞∑
k=−∞

N−1∑
n=0

An

(
αni,k + e−j π

2 αnq,k

)
× ej(βzn cos θ+ωt+2πkFpt)

=

∞∑
k=−∞

Fk(θ, t),

(7)

contains only components with k = +1,−3,+5,−7, · · · .
The +1st (k = 1) and −3rd (k = −3) components can

be used for harmonic beamforming. Let αn,k = αni,k +
e−j π

2 αnq,k; when k = 1 and −3, we have
αn,1 =

4 sin
[
π
(
ξoffn − ξonn

)]
π

e−jπ(ξoffn +ξonn )

αn,−3 =
4 sin

[
3π
(
ξoffn − ξonn

)]
3π

ej3π(ξ
off
n +ξonn ),

(8)

Let the main lobe directions for the two components be θ1
and θ−3, respectively; then, we have{

φn − π
(
ξoffn + ξonn

)
+ βzn cos θ1 =0

φn + 3π
(
ξoffn + ξonn

)
+ βzn cos θ−3 =0.

(9)

Upon adopting the notation of

sin
[
π
(
ξoffn − ξonn

)]
= σn, (10)

we can obtain
φn =− 1

4
βzn (3 cos θ1 + cos θ−3)

ξonn =
βzn (cos θ1 − cos θ−3)− 4 arcsinσn

8π

ξoffn =
βzn (cos θ1 − cos θ−3) + 4 arcsinσn

8π
.

(11)

Harmonic beamforming of the +1st and −3rd components can
be achieved in accordance with (11). The +1st component and
the −3rd component (with the highest energy) can be used for
radar detection and wireless communication, respectively, to
realize a dual-beam JCR system. The basic principle is similar
to that applied in [49] and [50] and will not be repeated here. In
addition, see [32], [52] for details on the relationship between
the various harmonics of TMA and interference analysis.

III. SIDEBAND SIGNAL RADIATION CALCULATION AND
OPTIMIZATION

A. Calculation of sideband signal radiation

To calculate the power losses, we rewrite (7) as

F (θ, t) =

∞∑
k=−∞

|µk(θ)|ejφkej(ωt+2πkFpt), (12)

where

µk(θ) =

N−1∑
n=0

An

(
αni,k + e−j π

2 αnq,k

)
ejβzn cos θ. (13)

The average power density over period Tp is

P̃ (θ) =
1

Tp

∫ Tp

0

|F (θ, t)|2dt

=
1

Tp

∫ Tp

0

F (θ, t)F ∗(θ, t)dt =

∞∑
k=−∞

|µk(θ)|2.
(14)

Then, the total radiated energy of the TMA is

P =

∫ 2π

0

∫ π

0

P̃ (θ) sin θdθdφ

=2π

∫ π

0

∞∑
k=−∞

|µk(θ)|2 sin θdθ.
(15)

We first consider the term |µk(θ)|2:

|µk(θ)|2 =µk(θ)µ
∗
k(θ)

=

N−1∑
n=0

|An|2
(
|αni,k|2 + |αnq,k|2

+ ej
π
2 αni,kα

∗
nq,k + e−j π

2 αnq,kα
∗
ni,k

)
+

N−1∑
m,n=0
m̸=n

AnA
∗
m

(
αni,kα

∗
mi,k + αnq,kα

∗
mq,k

+ ej
π
2 αni,kα

∗
mq,k + e−j π

2 αnq,kα
∗
mi,k

)
× ejβ(zn−zm) cos θ

=

N−1∑
n=0

|An|2µ1 +

N−1∑
m,n=0
m ̸=n

AnA
∗
mµ2e

jβ(zn−zm) cos θ.

(16)
Upon substituting (16) into (15), we obtain

P =2π

∞∑
k=−∞

(∫ π

0

N−1∑
n=0

|An|2µ1 sin θdθ

+

∫ π

0

N−1∑
m,n=0
m ̸=n

AnA
∗
mµ2e

jβ(zn−zm) cos θ sin θdθ

)

=P1 + P2,

(17)
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where

P1 =4π

N−1∑
n=0

|An|2
∞∑

k=−∞

µ1

=4π

N−1∑
n=0

|An|2
∞∑

k=−∞

(
|αni,k|2 + |αnq,k|2

+ ej
π
2 αni,kα

∗
nq,k + e−j π

2 αnq,kα
∗
ni,k

)
(18)

and

P2 =4π

N−1∑
m,n=0
m̸=n

AnA
∗
msinc [β (zn − zm)]

∞∑
k=−∞

µ2

=4π

N−1∑
m,n=0
m̸=n

AnA
∗
msinc [β (zn − zm)]

×
∞∑

k=−∞

(
αni,kα

∗
mi,k + αnq,kα

∗
mq,k

+ ej
π
2 αni,kα

∗
mq,k + e−j π

2 αnq,kα
∗
mi,k

)
.

(19)

In the following derivation, we consider P1 and P2 sepa-
rately.

1) Calculation of P1: According to (18), P1 consists
of four important terms, |αni,k|2, |αnq,k|2, αni,kα

∗
nq,k and

αnq,kα
∗
ni,k, which are deduced separately in the following.

We first consider the term |αni,k|2:

|αni,k|2 =
1

π2k2
[1− cos (kπ)]×

[
1− cos 2kπ

(
ξoffn − ξonn

)]
=

1

π2k2
− cos(kπ)

π2k2
−

cos
[
k · 2π

(
ξoffn − ξonn

)]
π2k2

+
cos k

[
π + 2π

(
ξoffn − ξonn

)]
2π2k2

+
cos k

[
π − 2π

(
ξoffn − ξonn

)]
2π2k2

.

(20)
From (4), we have{

|αni,k|2 = |αni,(−k)|2

αni,0 = 0
. (21)

According to Appendix A we also have:
∞∑

k=−∞

|αni,k|2 =2

∞∑
k=1

|αni,k|2 = 2τn, (22)

where τn = ξoffn − ξonn represents the normalized turned-on
duration of element n.

Secondly, we consider the term |αnq,k|2 from (5):

|αnq,k|2 = |αni,ke
j πk

2 |2 = |αni,k|2; (23)

then, we have:
∞∑

k=−∞

|αnq,k|2 = 2τn. (24)

Thirdly, we consider the term αni,kα
∗
nq,k from (4) and (5):

αni,kα
∗
nq,k = |αni,k|2

(
cos

πk

2
− j sin

πk

2

)
, (25)

where 
|αni,−k|2 =|αni,k|2

cos
π(−k)

2
= cos

πk

2

sin
π(−k)

2
=− sin

πk

2
.

(26)

Then, from Appendix B we have

∞∑
k=−∞

αni,kα
∗
nq,k =

∞∑
k=−∞

|αni,k|2e−j πk
2

=2

∞∑
k=1

|αni,k|2 cos
πk

2
= 0.

(27)

Fourthly, we consider the term αnq,kα
∗
ni,k and we obtain

the same result:

∞∑
k=−∞

αnq,kα
∗
ni,k = 0. (28)

Substituting (22), (24), (27) and (28) into (18) yields

P1 = 16π

N−1∑
n=0

(
|An|2τn

)
. (29)

2) Calculation of P2: According to (19), P2 consists
of four important terms, αni,kα

∗
mi,k, αnq,kα

∗
mq,k, αni,kα

∗
mq,k

and αnq,kα
∗
mi,k, which are deduced separately in the follow-

ing.
We first consider the term αni,kα

∗
mi,k from (4):

αni,kα
∗
mi,k =

1− cos(πk)

π2k2
[
cos (πk (τn − τm))

− cos (πk (τn + τm))
]

×
[
cos
(
πk
(
ξoffm − ξoffn + ξonm − ξonn

))
+ j sin

(
πk
(
ξoffm − ξoffn + ξonm − ξonn

)) ]
.

(30)
Upon considering the parity of (30), we have

∞∑
k=−∞

αni,kα
∗
mi,k =2

∞∑
k=1

1− cos(πk)

π2k2
(
cos [πk (τn − τm)]

− cos [πk (τn + τm)]
)

× cos
[
πk(ξoffm − ξoffn + ξonm − ξonn )

]
=

∞∑
k=1

1− cos(πk)

π2k2

×
(
cos [2πk (ξonm − ξonn )]

+ cos
[
2πk

(
ξoffm − ξoffn

)]
− cos

[
2πk

(
ξoffm − ξonn

)]
− cos

[
2πk

(
ξonm − ξoffn

)] )
.

(31)
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Fig. 4. Illustration of τ+ and τ− [50].

When k is even, αni,kα
∗
mi,k = 0; then,

∞∑
k=−∞

αni,kα
∗
mi,k =

2

π2

∞∑
k=1

1

(2k − 1)2

×
(
cos
[
2π (2k − 1)

(
ξoffm − ξoffn

)]
− cos

[
2π (2k − 1)

(
ξoffm − ξonn

)]
− cos

[
2π (2k − 1)

(
ξonm − ξoffn

)]
+ cos [2π (2k − 1) (ξonm − ξonn )]

)
,

(32)
which has the same form as equation (39) in [50]. Thus, we
have the result that [50]

∞∑
k=−∞

αni,kα
∗
mi,k = τ+ − τ−, (33)

where τ+ and τ− are the sums of the same- and different-phase
overlapping parts, respectively, of the modulation function
between the elements m (Umi(t)) and n (Uni(t)) in one cycle
(normalization with respect to the period), as illustrated in Fig.
4.

Secondly, we consider the term αnq,kα
∗
mq,k and we get the

same result that

∞∑
k=−∞

αnq,kα
∗
mq,k = τ+ − τ−. (34)

Thirdly, we consider the term αni,kα
∗
mq,k from (4) and (5):

αni,kα
∗
mq,k =αni,kα

∗
mi,ke

−j πk
2

=
1− cos(πk)

π2k2
(
cos [πk (τn − τm)]

− cos [πk (τn + τm)]
)
ejΨk ,

(35)

where we have

Ψk = k
(
π
(
ξoffm − ξoffn + ξonm − ξonn

)
− π

2

)
(36)

and

ejΨk = cosΨk + j sinΨk. (37)

Upon considering the parity of (35), we have

∞∑
k=−∞

αni,kα
∗
mq,k =2

∞∑
k=−∞

1− cos(πk)

π2k2
(
cos [πk (τn − τm)]

− cos [πk (τn + τm)]
)
cosΨk

=
1

π2

∞∑
k=1

1− cos(πk)

k2

×

(
cos

(
2πk (ξonm − ξonn )− πk

2

)
+ cos

(
2πk

(
ξoffm − ξoffn

)
− πk

2

)
− cos

(
2πk

(
ξoffm − ξonn

)
− πk

2

)
− cos

(
2πk

(
ξonm − ξoffn

)
− πk

2

))
.

(38)
We consider one of the terms in (38),
cos
(
2πk (ξonm − ξonn )− πk

2

)
, for illustration:

cos

(
2πk (ξonm − ξonn )− πk

2

)
=cos [2πk (ξonm − ξonn )] cos

(
πk

2

)
+ sin [2πk (ξonm − ξonn )] sin

(
πk

2

)
.

(39)

When k is even, αni,kα
∗
mq,k = 0. When k is odd, we have

cos
(
πk
2

)
= 0 and sin

(
πk
2

)
= ±1; then,

∞∑
k=−∞

αni,kα
∗
mq,k =

2

π2

∞∑
k=0

(−1)k

(2k + 1)2

×
(
sin ((2k + 1) 2π (ξonm − ξonn ))

+ sin
(
(2k + 1) 2π

(
ξoffm − ξoffn

))
− sin

(
(2k + 1) 2π

(
ξoffm − ξonn

))
− sin

(
(2k + 1) 2π

(
ξonm − ξoffn

)) )
.

(40)
According to Appendix C we get

∞∑
k=−∞

αni,kα
∗
mq,k =τ ′+ − τ ′−, (41)

where τ ′+ and τ ′− are the sums of the same- and different-phase
overlapping parts, respectively, of the modulation function
between elements n (Uni(t)) and m (Umq(t)) in one cycle
(normalized with respect to the period), as illustrated in Fig. 5.

In Fig. 5, case 1f (in Fig. C.1) is taken as an example to
illustrate the definitions of τ ′+ and τ ′−. In Fig. 5, part (a) shows
the modulation functions Uni(t) and Umi(t), part (b) portrays
the modulation function Umq(t), and part (c) represents the
position relationship between Uni(t) and Umq(t). The defini-
tions of τ ′+ and τ ′− are also illustrated.
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Fig. 5. Illustration of τ ′+ and τ ′− (for the example of case 1f).

Fourthly, we consider the term αnq,kα
∗
mi,k. Similar to the

derivation process of (35) to (40), we obtain
∞∑

k=−∞

αnq,kα
∗
mi,k = −

∞∑
k=−∞

αni,kα
∗
mq,k. (42)

Substituting (33), (34), (41) and (42) into (19) yields

P2 =8π

N−1∑
m,n=0
m ̸=n

AnA
∗
msinc [β (zn − zm)]

×
[
(τ+ − τ−) + j

(
τ ′+ − τ ′−

)]
.

(43)

For convenience, we adopt the following definitions:
∞∑

k=−∞

αni,kα
∗
mi,k =

∞∑
k=−∞

αnq,kα
∗
mq,k = τnm. (44)

From (32), we have
∞∑

k=−∞

αni,kα
∗
mi,k =

∞∑
k=−∞

αmi,kα
∗
ni,k. (45)

Similarly,
∞∑

k=−∞

αnq,kα
∗
mq,k =

∞∑
k=−∞

αmq,kα
∗
nq,k. (46)

We define that
∞∑

k=−∞

αmi,kα
∗
ni,k =

∞∑
k=−∞

αmq,kα
∗
nq,k = τmn. (47)

Then it may be seen that

τnm = τmn = τ+ − τ−. (48)

In addition, we define that
∞∑

k=−∞

αni,kα
∗
mq,k = −

∞∑
k=−∞

αnq,kα
∗
mi,k = τ ′nm. (49)

From (40), we have
∞∑

k=−∞

αni,kα
∗
mq,k = −

∞∑
k=−∞

αmi,kα
∗
nq,k. (50)

Similarly,

∞∑
k=−∞

αnq,kα
∗
mi,k = −

∞∑
k=−∞

αmq,kα
∗
ni,k. (51)

We define that

∞∑
k=−∞

αmi,kα
∗
nq,k = −

∞∑
k=−∞

αmq,kα
∗
ni,k = τ ′mn. (52)

Then it is readily seen that

τ ′nm = −τ ′mn = τ ′+ − τ ′−. (53)

Then,

P2 = 8π

N−1∑
m,n=0
m ̸=n

AnA
∗
msinc [β (zn − zm)] (τnm + jτ ′nm).

(54)
Upon selecting m and n arbitrarily, we perform the follow-

ing calculation:

AnA
∗
msinc [β (zn − zm)] (τnm + jτ ′nm)

+AmA∗
nsinc [β (zm − zn)] (τmn + jτ ′mn)

=sinc [β (zn − zm)]
[
τnm(AnA

∗
m +AmA∗

n)

+ jτ ′nm(AnA
∗
m −AmA∗

n)
]

=2sinc [β (zn − zm)]
[
τnmRe(AnA

∗
m)

+ τ ′nmIm(AnA
∗
m)
]
,

(55)

where Re(x) denotes the real part of x and Im(x) denotes the
imaginary part of x. Then, (54) can be written as

P2 =16π
∑

m,n∈Θmn

sinc [β (zn − zm)]
[
τnmRe(AnA

∗
m)

+ τ ′nmIm(AnA
∗
m)
]
,

(56)

where Θmn is the index set corresponding to all non-repeated
(m,n) pairs with m ̸= n. For example, if N = 3, then
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Θmn = {(0, 1), (0, 2), (1, 2)}. Upon substituting (29) and (56)
into (17), we obtain the total radiated energy of the TMA:

P =16π

N−1∑
n=0

(
|An|2τn

)
+ 16π

∑
m,n∈Θmn

sinc [β (zn − zm)]

×
[
τnmRe(AnA

∗
m) + τ ′nmIm(AnA

∗
m)
]
.

(57)
3) Energy of useful components: Depending on the operat-

ing mode, the useful components are defined differently. If the
dual-beam operating mode is adopted, both the +1st and −3rd
harmonic components are useful components. If the single-
beam operating mode is adopted, only the +1st harmonic
component is useful. Here, the amounts of energy in the +1st
and −3rd harmonic components are calculated.

We denote the energy of the +1st harmonic component by
Puseful+1 and define it as

Puseful+1 = P1|k=1 + P2|k=1, (58)

where we have

P1|k=1 =4π

N−1∑
n=0

|An|2
(
|αni,1|2 + |αnq,1|2

+ ej
π
2 αni,1α

∗
nq,1 + e−j π

2 αnq,1α
∗
ni,1

)
,

(59)

P2|k=1 =4π

N−1∑
m,n=0
m ̸=n

AnA
∗
msinc [β (zn − zm)]

×
[
αni,1α

∗
mi,1 + αnq,1α

∗
mq,1

+ ej
π
2 αni,1α

∗
mq,1 + e−j π

2 αnq,1α
∗
mq,1

]
.

(60)

After some simple derivation, we have

Puseful+1 =
32

π

N−1∑
n=0

|An|2 [1− cos (2πτn)]

+
128

π

∑
m,n∈Θmn

sinc [β (zn − zm)]

× sin(πτn) sin(πτm)

× Re
(
AnA

∗
mejπ(ξ

off
m −ξoff

n +ξonm −ξonn )
)
.

(61)

Similarly, we denote the energy of the −3rd harmonic
component by Puseful−3 and define it as

Puseful−3 = P1|k=−3 + P2|k=−3, (62)

where

P1|k=−3 =4π

N−1∑
n=0

|An|2
(
|αni,−3|2 + |αnq,−3|2

+ ej
π
2 αni,−3α

∗
nq,−3 + e−j π

2 αnq,−3α
∗
ni,−3

)
,

(63)

P2|k=−3 =4π

N−1∑
m,n=0
m̸=n

(
αni,−3α

∗
mi,−3 + αnq,−3α

∗
mq,−3

+ ej
π
2 αni,−3α

∗
mq,−3 + e−j π

2 αnq,−3α
∗
mi,−3

)
.

(64)

Then, we have

Puseful−3 =
32

9π

N−1∑
n=0

|An|2 [1− cos (6πτn)]

+
128

9π

∑
m,n∈Θmn

sinc [β (zn − zm)]

× sin(3πτn) sin(3πτm)

× Re
(
AnA

∗
mej3π(ξ

off
n −ξoff

m +ξonn −ξonm )
)
.

(65)

4) Calculation of the power loss: Similarly, depending on
the operating mode, the power loss is defined differently.

In the dual-beam operating mode, we define the power loss
Pdual−loss as

Pdual−loss = P − Puseful+1 − Puseful−3, (66)

and the corresponding energy efficiency ηdual as

ηdual =
Puseful+1 + Puseful−3

P
. (67)

In the single-beam operating mode, we define the power
loss Psingle−loss as

Psingle−loss = P − Puseful+1, (68)

and the corresponding energy efficiency ηsingle as

ηsingle =
Puseful+1

P
. (69)

5) Extension to planar or volumetric (conformal) antenna
arrays: For an S-element planar or volumetric (conformal)
antenna array, the position vector of element s is r⃗s =
[xs, ys, zs], where s = 1, 2, . . . , S. We define the signal
incident direction vector a⃗r = [sin θ cosϕ, sin θ sinϕ, cos θ],
then (1) changes as

F (θ, ϕ, t) =ejωt
S∑

s=1

AsUs(t)e
jβr⃗s ·⃗ar

=ejωt
S∑

s=1

AsUs(t)e
jβ(xs sin θ cosϕ+ys sin θ sinϕ+zs cos θ).

(70)
Review the derivation process in Section III-A, the main
difference is between (19) and (71), and the integral P ′(θ, ϕ)
simplifies to (72) as shown at the top of the next page (refer to
[42], [44]), where R represents the Euclidean distance between
point r⃗s = [xs, ys, zs] and r⃗s′ = [xs′ , ys′ , zs′ ]

R =
√
(xs − xs′)2 + (ys − ys′)2 + (zs − zs′)2. (73)

Other derivations include that
∑∞

k=−∞ µ1 and
∑∞

k=−∞ µ2

remain basically unchanged, so we can simply replace
sinc[β(zn−zm)] with sin(βR)

βR in (57), (61), and (65) to obtain
the corresponding closed-form energy-efficiency expression
for a planar or volumetric (conformal) antenna array.
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P2 =

S∑
s,s′=1
s̸=s′

AsA
∗
s′

∫ 2π

0

∫ π

0

ejβ[(xs−xs′ ) sin θ cosϕ+(ys−ys′ ) sin θ sinϕ+(zs−zs′ ) cos θ] sin θdθdϕ

=

S∑
s,s′=1
s̸=s′

AsA
∗
s′P

′(θ, ϕ)

∞∑
k=−∞

µ2

(71)

P ′(θ, ϕ) =

∫ 2π

0

∫ π

0

ejβ[(xs−xs′ ) sin θ cosϕ+(ys−ys′ ) sin θ sinϕ+(zs−zs′ ) cos θ] sin θdθdϕ = 4π
sin(βR)

βR
(72)

0.50.25 0.75 1.0

 0iU t  1iU t

 1qU t 0qU t

Fig. 6. The illustration of modulation functions U0i(t), U0q(t) (for element
0) and U1i(t), U1q(t) (for element 1) in a two-element TMA.

6) Toy example: Here shows a very simple low-dimensional
toy example (TMA containing two elements with the element
space λ/4) introducing the basics. The modulation functions
U0i(t), U0q(t) (for element 0) and U1i(t), U1q(t) (for element
1) are illustrated in Fig. 6. Then we have ξon0 = 0, ξoff0 =
0.25, ξon1 = 0.25, ξoff1 = 0.5. We assume that the weights are
A0 = A1 = 1. In (57), it’s obvious that |A0|2 = |A1|2 = 1,
τ0 = τ1 = 0.25, β(z0 − z1) = −π/2; τ01 = 0 (where,
τ+ = 0 and τ− = 0); τ ′01 = 0.5 (where, τ ′+ = 0.5 and
τ ′− = 0); Re(A0A

∗
1) = 1 and Im(A0A

∗
1) = 0. Then we

have P = 25.13. Similarly, from (61) and (65) we have
Puseful+1 = 20.37 and Puseful−3 = 2.26. Finally, we get
the energy efficiency ηdual = 90.05% and ηsingle = 81.06%
from (67) and (69), respectively.

B. Power loss optimization

Based on the previous derivation results, we propose a flex-
ibly reconfigurable (dual-beam or single-beam mode) energy-
efficient TMA beam steering method. As a commonly used
global optimization approach, DE is chosen to optimize the
power efficiency of the TMA [53]. The parameters Σ =
[σ1, . . . , σN ] are optimized by minimizing the following cost
function:

f(Σ) = WSLLΨ
SLL(Σ) +WLossP

Loss
G (Σ), (74)

where WSLL and WLoss are real weight coefficients of
ΨSLL(Σ) and PLoss

G (Σ), respectively, and

ΨSLL(Σ) =
H(SLLG(Σ)− SLLref)|SLLG(Σ)− SLLref |2

|SLLref |2
,

(75)

PLoss
G (Σ) =

{
1− ηdual, Dual-beam mode
1− ηsingle, Single-beam mode.

(76)

In (75), H(·) is the Heaviside step function, and G is the
iteration index. Briefly, (75) is a constraint on the antenna
array pattern for the +1st harmonic and defines the distance
between the current sidelobe level SLLG(Σ) and the desired
(or reference) sidelobe level SLLref . Furthermore, (76) defines
the power loss of the TMA depending on the operating
mode. The complete process is summarized in Algorithm 1.
Note that in the single-beam operating mode, the direction
of the -3rd harmonic can be arbitrarily set. We calculated
the number of multiplications and additions required for an
iteration, resulting in a computational complexity order of
approximately O(N2NP ). This is the same as in [50], because
the associated closed-form expression is similar, even though
the modulation mode is changed.

In this paper, we mainly consider scenarios where the radar
and communication functions are activated simultaneously,
even though in practice they do not always overlap on the
timeline [54]. Considering the asymmetry of the two service
frequencies, the resource utilization efficiency may be further
improved, which will be studied in our future work.

IV. NUMERICAL RESULTS

In this section, numerical results are provided based on
the proposed algorithm. A linear array composed of 16 om-
nidirectional antennas with λ/2 spacing is simulated. The
TMA modulation frequency is Fp = 50 MHz and the carrier
frequency is Fc = 1 GHz. We set the direction of the +1st
harmonic component to θ+1 = 80◦ and that of the −3rd
component to θ−3 = 120◦.

A. Power loss with the Chebyshev distribution

Fig. 7 (a) is plotted as a benchmark; we refer to this
case as the Chebyshev distribution, where no energy-efficiency
optimization algorithm is used, and the parameters are σn =
1, n = 1, . . . , N . Several indicators are calculated, including
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Algorithm 1 Flexibly reconfigurable energy-efficient TMA beam steering method

Inputs: Size of population NP , Mutation constant F , Crossover constant CR, Desired Sidelobe level SLLref ,
Maximum number of iterations Gmax, +1st harmonic direction θ+1,
−3rd harmonic direction θ−3 (dual-beam mode) or −3rd harmonic direction θ′−3 (arbitrary angle, single-beam mode).

1) Set parameters: Static weighted amplitude an (Dolph-Chebyshev distribution).
2) Initialization: σni,0 = rand(0, 1), i ∈ [1, 2, · · · , NP ], n = 1, 2, · · · , N

(here, Σi,0 = [σ1i,0, . . . , σNi,0], i represents the position in the population, and 0 represents the 0th generation, i.e., G = 0).
3) for 0 ≤ G ≤ Gmax − 1

Calculate φn, ξonn and ξoffn according to (11), where σn = σni,G.
Calculate the power losses according to (57), (61), (65), (66) and (68).
Determine σni,G+1 from σni,G according to (74) (DE algorithm; see [53]).

end
4) Select the individuals σn,final with the best fitness from σni,Gmax , i ∈ [1, 2, · · · , NP ] according to (74).
5) Calculate the new φn, ξonn and ξoffn according to (11), where σn = σn,final.
6) if θ−1 and θ+1 are updated

Repeat 5) to calculate the new result.
end

Outputs: Static weighted phase φn, Turn-on time (normalized) ξonn , Turn-off time (normalized) ξoffn .
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Fig. 7. Radiation patterns of the TMA (a) with the Chebyshev distribution,
(b) in the dual-beam working mode, and (c) in the single-beam working mode.

the first null beam width (FNBW) θ+1 = 21.77◦ and the
sidelobe level SLL+1 = −30 dB of the +1st harmonic

component as well as the FNBW θ−3 = 25.04◦ and the
sidelobe level SLL−3 = −39.54 dB of the −3rd component.
The total power loss is PLoss = 9.94% in the dual-beam mode
and PLoss = 18.94% in the single-beam mode.

B. Power loss in the dual-beam operating mode

The simulation results based on the proposed algorithm with
power loss optimization for the dual-beam operating mode are
shown in Fig. 7 (b). The parameters are configured as follows:
Σ = [σ1, . . . , σN ] is the set of parameters to be optimized; the
number of dimensions is D = 16; the mutation and crossover
constants are F = 0.4 and CR = 0.5, respectively; and the
population size is NP = 5D. The reference sidelobe level
is SLLref = −30 dB, and the weighting coefficients are set
to WSLL = 1, WLoss = 10. Fig. 7 (b) shows the radiation
pattern after 500 iterations. Several indicators are calculated
for comparison, including θ+1 = 21.77◦, SLL+1 = −30 dB,
θ−3 = 25.21◦, and SLL−3 = −41.44 dB. The total power
loss is PLoss = 3.69%. Compared to Fig. 7 (a), the energy ef-
ficiency is improved, while the TMA radiation pattern remains
the same.

Compared to [50], this paper achieves a reduction in energy
loss (from 7.74% to 3.69%) at the cost of increased RF
front-end structural complexity (due to the additional in-phase
component channels and quadrature component channels). In
[50], the peak power levels of the two beams are equal, while
in this paper, the power levels are different (the difference
between the peak values of the +1st and -3rd harmonic
components is approximately 11 dB); the latter case is more
suitable for scenarios of unequal power, such as high-power
radar detection and low-power communication.

C. Power loss in the single-beam operating mode

The simulation results based on the proposed algorithm with
power loss optimization for the single-beam operating mode
are shown in Fig. 7 (c). The parameters D, F , CR, NP ,
SLLref , WSLL and WLoss are the same as in subsection IV-B.
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TABLE II
SUMMARY OF IMPORTANT INDICATORS

FNBW(θ+1) FNBW(θ−3) SLL+1 SLL−3 PLoss(Dual-Beam) PLoss(Single-Beam)

Chebyshev Distribution 21.77◦ 25.04◦ -30 dB -39.54 dB 9.94% 18.94%

Proposed in [50] 21.77◦ / -30 dB / 7.74% /

Proposed Dual-beam mode 21.77◦ 25.21◦ -30 dB -41.44 dB 3.69% /
Proposed Single-beam mode 21.77◦ 25.04◦ -30 dB -47.99 dB / 7.74%
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Fig. 8. Value of the cost function versus generation G for the two working
modes.

Fig. 7 (c) shows the radiation pattern after 500 iterations.
Several indicators are calculated for comparison, including
θ+1 = 21.77◦, SLL+1 = −30 dB, θ−3 = 25.04◦, and
SLL−3 = −47.99 dB. The total power loss is PLoss =
7.74%. Compared to Fig. 7 (a), the energy efficiency is
improved, while the TMA radiation pattern (+1st harmonic
component) remains the same. Table II summarizes several
important metrics for ease of comparison.

Fig. 8 shows the cost function curves of the DE algorithm
versus the number of iterations in the two operating modes. It
can be observed that in the single-beam operating mode, the
algorithm tends to level out after approximately 100 iterations,
and in the dual-beam operating mode, the floor is reached in
approximately 160 iterations. Thus, the proposed algorithm
has good convergence performance.

D. Comparison with other JCR or TMA systems

In this section, the energy efficiency is compared both to
other TMA-based JCR systems and to other pure TMA energy
efficiency optimization design options.

1) TMA-based JCR systems: In the literature [28]–[32], the
core issue is the realization of the joint communication-radar
function, but the energy efficiency of TMA is not considered.
Hence its energy efficiency is far from being lower than that
of our scheme.

2) Pure energy efficient TMA scheme: The energy effi-
ciency of some state-of-the-art TMAs is compared in Table III.
It can be observed that the energy efficiency of our solution
is comparable to that of the pure TMA design options dedi-
cated to energy efficiency or sideband radiation optimization
[38], [39], [45]–[48]. However, these contributions usually
employ complex modulation modes or feed structures, and

TABLE III
ENERGY EFFICIENCY COMPARISON WITH STATE-OF-THE-ART TMAS

Ref. [38] [45] [46] [47] [48] [39] Proposed

PLoss 75% 3% 5.04%
4%
9%

8.80%
1.28%
0.32%

49.88%
67.49%
74.00%

3.69%
7.74%

are basically single-beam systems (as shown in Table I). Our
proposed scheme optimizes energy efficiency while realizing
flexible and reconfigurable energy-efficient single/dual-beam
TMA, which strikes a compelling compromise in terms of
performance, complexity, and energy efficiency.

V. SUMMARY AND CONCLUSIONS

The TMA power loss was investigated in JCR systems,
where a single-sideband structure, including an in-phase
branch and a 1/4-cycle delayed quadrature branch, is consid-
ered. We first presented some background on TMA beam steer-
ing. Then, a closed-form expression was derived for energy
efficiency. Based on the result derived, we proposed a flexibly
reconfigurable energy-efficient TMA beam steering method,
which facilitated the implementation of a single/dual-beam
TMA without hardware modification. In the proposed method,
we can achieve optimized energy efficiency and arbitrary
beam-pointing control (single/dual-beam operating mode). The
specific design strategy was given by Algorithm 1. The
simulation results were based on a 16-element linear TMA,
which confirmed the accuracy of the theoretical derivations.
The results showed that in the dual-beam operating mode, the
proposed TMA-based JCR system achieved improved energy
efficiency at the cost of increased hardware complexity on the
RF side compared to [50].

There are still many issues worth studying in future re-
search. For example, consider the resource allocation problems
arising from the asymmetry of communications and radar
services; optimize the modulation modes and feed structures
to further improve energy efficiency of the TMA; design a
reconfigurable TMA beam steering method for more beams.

APPENDIX A
PROOF OF EQUATION (22)

We split (22) into several parts:
∞∑

k=−∞

|αni,k|2 = 2

∞∑
k=1

|αni,k|2 = f1−f2−f3+f4+f5, (A.1)
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where,

f1 =2

∞∑
k=1

1

π2k2
=

1

3
, (A.1a)

f2 =2

∞∑
k=1

cos(kπ)

π2k2
= −1

6
, (A.1b)

f3 =2

∞∑
k=1

cos
(
k · 2π

(
ξoffn − ξonn

))
π2k2

=
1

3
− 2(ξoffn − ξonn ) + 2(ξoffn − ξonn )2, (A.1c)

f4 =2

∞∑
k=1

cos
(
k ·
(
π + 2π

(
ξoffn − ξonn

)))
2π2k2

=− 1

12
+ (ξoffn − ξonn )2, (A.1d)

f5 =2

∞∑
k=1

cos
(
k ·
(
π − 2π

(
ξoffn − ξonn

)))
2π2k2

=− 1

12
+ (ξoffn − ξonn )2. (A.1e)

The derivation of (A.1a)-(A.1e) uses the fact that [55]
∞∑
k=1

cos(kπ)

k2
=

π2

6
− πx

2
+

x2

4
, x ∈ [0, 2π]. (A.2)

APPENDIX B
PROOF OF EQUATION (27)

We analyze the term |αni,k|2 cos πk
2 of (27):

|αni,k|2 cos
πk

2
=
cos
(
πk
2

)
2π2k2

−
cos
(
3πk
2

)
2π2k2

−
cos
(
k
(
π
2 + 2π

(
ξoffn − ξonn

)))
4π2k2

−
cos
(
k
(
π
2 − 2π

(
ξoffn − ξonn

)))
4π2k2

+
cos
(
k
(
3π
2 + 2π

(
ξoffn − ξonn

)))
4π2k2

+
cos
(
k
(
3π
2 − 2π

(
ξoffn − ξonn

)))
4π2k2

(B.1)

Before further derivation, we give the extended result of (A.2):

∞∑
k=1

cos kx

k2
=



π2

6
+

πx

2
+

x2

4
, x ∈ [−2π, 0)

π2

6
− πx

2
+

x2

4
, x ∈ [0, 2π]

π2

6
− 3πx

2
+

x2

4
+ 2π2, x ∈ (2π, 4π]

(B.2)
By analyzing the six terms in (B.1) separately, we obtain

f ′
1 = 2

∞∑
k=1

cos
(
πk
2

)
2π2k2

= − 1

48
, (B.3)

f ′
2 = 2

∞∑
k=1

cos
(
3πk
2

)
2π2k2

= − 1

48
, (B.4)

f ′
3 =2

∞∑
k=1

cos
(
k
(
π
2 + 2π

(
ξoffn − ξonn

)))
4π2k2

= − 1

96
− τn

4
+

τ2n
2
,

(B.5)

f ′
6 =2

∞∑
k=1

cos
(
k
(
3π
2 − 2π

(
ξoffn − ξonn

)))
4π2k2

= − 1

96
− τn

4
+

τ2n
2
.

(B.6)
For the fourth and fifth terms of (B.1), we discuss them in

different cases. If τn ∈ [0, 1
4 ], then

f ′
4 =2

∞∑
k=1

cos
(
k
(
π
2 − 2π

(
ξoffn − ξonn

)))
4π2k2

= − 1

96
+

τn
4

+
τ2n
2
,

(B.7)

f ′
5 =2

∞∑
k=1

cos
(
k
(
3π
2 + 2π

(
ξoffn − ξonn

)))
4π2k2

= − 1

96
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τn
4

+
τ2n
2
.

(B.8)
If τ ∈ ( 14 ,

1
2 ], then

f ′
4 =2

∞∑
k=1

cos
(
k
(
π
2 − 2π

(
ξoffn − ξonn

)))
4π2k2

=
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96
− 3τn
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(B.9)
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2 + 2π
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)))
4π2k2

=
23

96
− 3τn

4
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τ2n
2
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(B.10)
In either case, we have −f ′

4 + f ′
5 = 0. Then,

∞∑
k=−∞

αni,kα
∗
nq,k = f ′

1− f ′
2− f ′

3− f ′
4+ f ′

5+ f ′
6 = 0. (B.11)

APPENDIX C
PROOF OF EQUATION (41)

According to reference [55], we have

∞∑
k=0

sin(2k + 1)x

(2k + 1)2
=


πx

4
, x ∈ [−π

2
,
π

2
)

π(π − x)

4
, x ∈ [

π

2
,
3π

2
]

(C.1)

Because ξa−ξb ∈ [−1, 1], where ξa represents ξonm or ξoffm and
ξb represents ξonn or ξoffn , we extend (C.1) to x ∈ [−2π, 2π].
After some simple derivation,

∞∑
k=0

(−1)k
sin(2k + 1)x

(2k + 1)2
=



π(x+ 2π)

4
, x ∈ [−2π,−3π

2
)

− π(x+ π)

4
, x ∈ [−3π

2
,−π

2
)

πx

4
, x ∈ [−π

2
,
π

2
)

π(π − x)

4
, x ∈ [

π

2
,
3π

2
)

π(x− 2π)

4
, x ∈ [

3π

2
, 2π]

(C.2)
In accordance with the position relationship of Umi(t)

and Uni(t) within a period, the different possible situations
are discussed separately. For succinctness of expression, the
variables Umi(t), Uni(t), ξ

on
m , ξonn , ξoffm and ξoffn are shown

only in case 1a of Fig. C.1, where d represents the length
(normalized with respect to the period Tp). In cases 1a to
1l, pulse n is on the left side of pulse m, and there is no
overlap between the two pulses. In cases 2a to 2g, pulse n
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Fig. C.1. Three types of cases of the positional relationship between pulses m and n.

is on the left side of pulse m, and the two pulses overlap. In
cases 3a to 3f, pulse n entirely contains pulse m. The cases
in which pulse m is on the left side of pulse n and in which
m contains n are not listed because the results for these cases
can be readily deduced from those for the above cases (1a to
3f). According to (40), (C.2) and Fig. C.1, we can calculate
the value of

∑∞
k=−∞ αni,kα

∗
mq,k based on the different cases.

We take case 1f as an example for detailed description. In
this case,

∞∑
k=−∞

αni,kα
∗
mq,k =

2

π2

(π
4
(π − 2π (ξonm − ξonn ))

+
π

4

(
π − 2π

(
ξoffm − ξoffn

))
− π

4

(
2π
(
ξoffn − ξonn

)
− 2π

)
− π

4
2π
(
ξonm − ξoffn

) )
=2
(
ξoffn − ξonm − ξoffm + ξonn + 1

)
.

(C.3)

In addition, we find that (as shown in Fig. 5)
∞∑

k=−∞

αni,kα
∗
mq,k =2

((
ξoffn − (ξonm − 1

4
)
)

−
(
(ξoffm − 1

4
)− (ξonm +

1

4
)
)

=τ ′+ − τ ′−,

(C.4)

Similarly, all other cases (case 1a to case 3f and the cases not
shown in Fig. C.1) can be analyzed as above, and the same
result can be obtained.
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