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Processing of Azimuth-Invariant Bistatic SAR
Data Using the Range Doppler Algorithm
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Abstract—This paper discusses bistatic synthetic aperture
radar processing (complex image formation) using the Range
Doppler Algorithm. The key step is to use an analytical form of
the signal spectrum derived by the method of series reversion.
The spectrum is used for secondary range compression (SRC),
range cell migration correction, and azimuth compression. The
algorithm is able to focus the azimuth-invariant bistatic configu-
ration where the transmitter and receiver platforms are moving in
parallel tracks with identical velocities. Moreover, the algorithm is
able to handle reasonably high squints and wide apertures because
SRC can be performed in the 2-D frequency domain.

Index Terms—Bistatic synthetic aperture radar (SAR)
processing, range cell migration correction (RCMC), Range
Doppler Algorithm (RDA), secondary range compression (SRC),
series reversion.

I. INTRODUCTION

R ECENT interest has arisen in processing bistatic synthetic
aperture radar (SAR) data partly because of two airborne

experiments that have been performed in the last few years
[1], [2]. Bistatic SAR range histories, unlike monostatic ones,
are azimuth variant in general as both the transmitter and the
receiver can assume different motion trajectories. Nevertheless,
the bistatic system can remain azimuth invariant by restricting
the transmitter and receiver platform motions to follow parallel
tracks with identical velocities. In this case, the baseline be-
tween the two platforms does not vary with time.1

This azimuth-invariant property is important to conventional
monostatic algorithms such as the Range Doppler Algorithm
(RDA) [3]–[5] and Chirp Scaling Algorithm (CSA) [6], or
any algorithm that takes advantage of block processing in the
azimuth. This is because the processing efficiency is achieved
by taking advantage of the fact that point targets with the
same range of closest approach collapse to the same range
history in the range Doppler domain. Performing one range
cell migration correction (RCMC) operation in this domain
achieves the correction of a whole family of targets. Moreover,
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1The baseline is the vector connecting the two platforms. The azimuth
invariant is equivalent to a fixed baseline. Each beam can have different squint
and incidence angles. The bistatic angle is the angle β subtended by the baseline
at the target (see Fig. 3).

the range Doppler domain allows the azimuth compression
parameters to be conveniently changed with range. The purpose
of this paper is to examine whether the same advantages can be
obtained in the bistatic case when the data are azimuth invariant.

The processing of monostatic strip-map SAR data, which
are acquired with the platform following a straight line flight
path, is based on a hyperbolic range equation. However, as the
transmitter and receiver ranges are independent in the bistatic
case, a double hyperbolic range equation results, which leads to
a double square root in the range equation. The sum of the two
square roots is referred to as the “flat-top” hyperbola [7]–[9].
As monostatic SAR processing algorithms assume the (single)
hyperbolic range equation, they must be modified to handle
bistatic SAR data.

For small baseline/range ratios, the range equation is nearly
hyperbolic, and conventional monostatic algorithms can be
used to focus the data without significantly affecting the image
quality. However, when the separation between the transmitter
and the receiver increases, the bistatic range equation diverges
further from the hyperbolic form. Modifications to monostatic
algorithms are necessary to allow them to focus with this
different geometry model.

The main difficulty in modifying monostatic algorithms to
handle the azimuth-invariant bistatic configuration lies in find-
ing an analytical solution for the 2-D target spectrum [8] (the
double square root function makes it hard to apply the principle
of stationary phase). Several algorithms have been developed to
overcome this difficulty.

Modified ω–k algorithms were introduced in [10] and [11].
These algorithms work in the 2-D frequency domain (2-D FD)
and make use of numerical methods to calculate the double
square root phase term. Bamler and Boerner [12] proposed
a focusing algorithm that replaces the analytical SAR trans-
fer functions with numerical equivalents. Their algorithm is
able to handle the azimuth-invariant case including squint. A
preprocessing technique derived from “Dip and Move Out”
in the seismic literature [13] is used to transform the bistatic
data to a monostatic equivalent [7]. The data can subsequently
be focused with any monostatic algorithm. Loffeld et al. [9]
derived an approximate bistatic point target spectrum, and a few
subsequent algorithms were developed based on this approach
[14], [15]. In particular, Rodríguez-Cassolá et al. [16] made use
of this point target spectrum to develop a bistatic RDA and a
bistatic CSA.

While all these algorithms are able to handle azimuth-
invariant cases, the bistatic geometries that can be focused
by these algorithms are often limited by the accuracy of the
point target spectrum. Recently, an accurate 2-D point target
spectrum has been derived based on the reversion of a power
series for the general bistatic case [17]. Our approach is to apply
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this spectral result in a modified RDA so that it can handle the
azimuth-invariant case with improved accuracy.

Note that the conventional RDA does not normally do any
processing in the 2-D FD. Secondary range compression (SRC)
is commonly applied in the azimuth time domain as part
of the range compression operation [18]. This approximation
limits the degree of squint and the extent of the aperture that
can be accurately processed. Focusing high squint and wide
aperture cases is not a trivial task, as processing is complicated
by the range/Doppler coupling in the received data, which
degrades the focusing ability of the conventional RDA. The
squint–aperture cases that the RDA can accurately handle are
considerably extended when SRC is performed in the 2-D FD,
since SRC takes on an increasing amount of azimuth frequency
dependence as the squint or aperture increases (refer to SRC
Option 2 in [19]). The 2-D FD operations come at the expense
of computing time and are therefore avoided if possible.

This paper begins with a brief description of the bistatic
signal model and a derivation of its 2-D point target spectrum in
Section II, where an L-band example is given. The operations in
the modified RDA are outlined in Section III, and the important
2-D FD phase equations are derived. A C-band airborne radar
simulation is used to demonstrate the accuracy of the algorithm
in Section IV. In Section V, an efficient way to combine the
SRC with range compression is developed for certain squinted
moderate aperture cases.

II. 2-D SPECTRUM OF A BISTATIC SIGNAL

The RDA developed in this paper is based on a 2-D spectrum
of the reference point target that is derived in [17] and repeated
here for convenience as

S(fτ , fη)=Wr(fτ )Waz
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where Kr is the FM rate of the range pulse, c is the speed of
light, and fo is the center frequency of the transmitted pulse.
Wr(.) represents the spectral shape of the transmitted pulse,
and Waz(.) represents the shape of the Doppler spectrum. fτ

is the range frequency, and fη is the azimuth frequency. The
definition of the bistatic range at the aperture center Rcen and
the derivatives (k1, k2, k3, and k4) of the expanded version of
the range equation in azimuth time η are given in [17]. These
derivatives are weakly range dependent.

The accuracy of the spectrum is only limited by the number
of terms used in the expansion of (2). For a higher resolution

Fig. 1. Functional block diagram of the bistatic RDA.

or a wider aperture, we may need to include more phase terms
to avoid significant degradation in the focusing algorithm. An
example of the convergence of the series is given in [17].

In [20], Eldhuset inverted a fourth-order range equation to
give an “exact” transfer function for a spaceborne monostatic
SAR. This method has been extended in [21] for an bistatic
azimuth-invariant spaceborne SAR. The method derived here is
more general and can handle higher squints and wider apertures
by adding more terms in the phase equation.

The point target spectrum (1) is central to the bistatic RDA
that we discuss in this paper. In Section III, we show how this
point target spectrum can be used to process the raw bistatic
SAR data for the azimuth-invariant case.

III. BISTATIC RDA

The processing steps of the bistatic RDA are shown in
Fig. 1, where four Fourier transforms (FT) are used. They are
the same as the RDA when SRC is applied in the 2-D FD
except that the new spectrum is used in the SRC, RCMC, and
azimuth compression operations. Note that range compression
and SRC are both phase multiplies and can be combined
for efficiency. RCMC is applied with an interpolator, and
azimuth compression is applied with a range-dependent phase
multiply.

A. Analytical Development

The development of the bistatic RDA begins with the 2-D
spectrum (2) of the point target being considered. The first step
is to replace the 1/(fτ + fo) terms in (2) with the following
power series expansions:

1
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These power series quickly converge because fo � |fτ | in
practice. Substituting (3)–(5) into (2), an explicit form of the
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phase of the 2-D spectrum can be obtained. The phase term in
(2) can be decomposed into the following components:

φ(fτ , fη) ≈ φrg(fτ ) + φaz(fη)

+ φrcm(fτ , fη) + φsrc(fτ , fη) + φres. (6)

Each of these phase terms can be interpreted as follows:

• The first phase term φrg represents the range modula-
tion as

φrg(fτ ) = −πf2
τ

Kr
. (7)

This phase term is dependent only on fτ and thus can be
separated from the other phase terms. Range compression
uses a phase multiply to remove this phase term. Alter-
natively, the data could be range compressed in the range
frequency azimuth time domain just after the range FT.
This operation is the same as in the monostatic case as
the bistatic geometry has no direct effect on the pulse
modulation.

• The second phase term φaz represents the azimuth modu-
lation. It is solely dependent on fη and will be removed by
the azimuth-matched filtering as
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{
1

4k2

[
2k1fη +

c

fo
f2

η

]
+

k3

8k3
2

[
3k2

1fη +
3k1c

fo
f2

η +
c2

f2
o

f3
η

]
+

9k2
3 − 4k2k4

64k5
2

[
4k3

1fη +
6k2

1c

fo
f2

η

+
4k1c

2

f2
o

f3
η +

c3

f3
o

f4
η

]}
. (8)

Because of the significant range dependence of these
terms, the azimuth compression is applied in the range
Doppler domain.

• The third phase term φrcm is linearly dependent on the
range frequency fτ and represents the range cell migration
term as
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Note that the terms inside the large braces represent the
range cell migration (RCM) displacement. As the k co-
efficients depend on range, as does the Rcen term, this
range displacement must be compensated in the range
Doppler domain. This is allowed since there is no range
frequency dependence in these terms. The displacement

is corrected using a range direction interpolator, as in the
monostatic RDA.

• The fourth phase term φsrc represents the range/azimuth
coupling term as

φsrc(fτ , fη)≈ 2π
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This phase term is the remaining contribution that de-
pends on fη and fτ . This phase term becomes significant
in higher squint, finer resolution, and longer wavelength
cases. If uncompensated, the range/azimuth coupling may
cause significant degradation in the resolution, especially
in the range direction. The SRC is used to remove this
coupling term. SRC is applied in the 2-D FD domain, as
the strongest dependencies exist in this domain. However,
the SRC term is weakly range dependent, and (10) must
be evaluated at a specific range called the reference range,
which is usually at the swath center. While the SRC that
corrects the phase at the scene center is often sufficient
for the whole scene, for wider range swaths, it may be
necessary to segment the scene into range invariance re-
gions whose width is selected by the quadratic phase error
allowed.

• The last phase term φres represents a residual phase as

φres ≈ 2π
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As this phase does not depend on the range frequency or
azimuth frequency, it has no effect on the focusing process.
However, it does depend on the target range and should
only be ignored if a magnitude image is the final product.

After removing the range modulation and range/azimuth
coupling using the phase terms (7) and (10) in the 2-D FD,
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Fig. 2. How the target trajectories are changed by SRC and RCMC. (a) Range
compressed. (b) Data after azimuth FT. (c) Data after SRC. (d) Data after
RCMC.

an inverse range FT is performed to obtain a 2-D signal in the
range Doppler domain as

Srd(τ, fη)= ρ̃r

(
τ−ϕrcm

c
, fη

)
W̃az(fη−fηc

) exp{−jφaz(fη)}
(12)

where the range envelope ρ̃r(τ, fη) has a sinc-like shape in
range, and the range migration term ϕrcm is related to the phase
φrcm(fη) by

φrcm(fτ , fη) = −2πfτ
ϕrcm(fη)

c
. (13)

The range inverse FT turns the linear phase component in fτ

into the time delay ϕrcm/c appearing in (12). The function
W̃az(fη − fηc

) is the target envelope in the Doppler frequency
domain, where the average Doppler frequency (the Doppler
centroid) of the target is given by

fηc
= −fo

k1

c
. (14)

RCMC is performed by a range-varying interpolation oper-
ation at this stage. The RCMC operation straightens the tra-
jectories so that they now run parallel to the azimuth frequency
axis. The final step is azimuth compression, which focuses each
target to its mid-aperture range and mid-aperture time. The
focused point target signal is given by

ŝ(τ, η) = ρr

(
τ − k1

c
η

)
ρaz(η) exp {j2πfηc

η} (15)

where ρr(·) and ρaz(·) are the sinc-like compressed pulse
envelopes. The exponential term in (15) is a linear phase ramp
that occurs when the beams are squinted.

B. Compression Example

The effect of these terms and their compensation is illustrated
in Fig. 2 using an example of a squinted bistatic SAR. The same

Fig. 3. Geometry of the bistatic simulation example (3-D view).

parameters are used as in the C-band simulation described in
Section IV except that only a single point target is used in the
present section.

The range-compressed target trajectory has a large migration
of several hundred range cells, as shown in Fig. 2(a). When
transformed into the range Doppler domain, the range/azimuth
coupling causes the trajectory to be dispersed in range by 100
range cells (about 50 range resolution elements) [see Panel (b)].
SRC removes the range/azimuth coupling effect, as shown in
Fig. 2(c) after the range inverse FT. We can view this process
as the recompression of data in range, hence the name “SRC.”

After RCMC, the majority of the energy from the point
target falls into one range cell, as shown in Fig. 2(d). Without
SRC, the energy would remain spread over many range cells,
which results in significant resolution degradation, as in the
monostatic case.

C. Application to the CSA

The CSA [6] is an alternate way of implementing an RDA-
like algorithm. It differs in that RCMC is performed in two parts
(i.e., a differential and a bulk part), and the interpolation oper-
ation is avoided. First, a phase multiply is applied to the range-
uncompressed data in the range Doppler domain to equalize the
target migration at different ranges. Then, a bulk RCMC is done
in the 2-D FD to complete the RCMC. Range compression and
SRC are also performed during the same phase multiply for
efficiency.

Because of the 2-D FD operations of the CSA, it is straight-
forward to apply the bistatic range compression and SRC phase
terms (7) and (10) to the CSA. For the RCMC operation,
the bulk component is (9) with the range set to a mid-swath
reference range and applied in the same 2-D FD. The differ-
ential component is computed as the difference between (9)
evaluated at the explicit range and that at the reference range.
The differential component is inverse FTed and applied in the
range Doppler domain, as in the monostatic case [6], [19].

IV. BISTATIC SIMULATION EXAMPLE

To prove the validity of the formulation and to show how
a whole scene can be focused, a simulation based on a flat
earth model is presented in this section. The radar geometry
is illustrated in Fig. 3.
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TABLE I
SIMULATION PARAMETERS

Fig. 4. Geometry of the bistatic simulation example (top view).

A. Simulation Parameters

The simulation uses the airborne SAR parameters given in
Table I. An appreciable amount of antenna squint is assumed
to introduce severe range/azimuth coupling. The oversampling
ratio is 2.0 in range and 1.5 in azimuth. The range resolution is
2.05 m (2.09 cells), and the azimuth resolution is 1.48 m, based
on the definitions given in [22] and [23]. A Kaiser window with
a smoothing coefficient of 2.5 is used to suppress the sidelobes
in both range and azimuth.

Seven point targets are used in the simulation, as shown in
Fig. 4. These point targets are illuminated at the same time by
the composite bistatic beam. The separation between adjacent
point targets is 200 m (exaggerated in the figure). All the
point targets lie along a vector ug . This vector corresponds
to the projection of the vector gradient of the bistatic range
∇R(η) onto the ground plane. Geometrically, ∇R(η) is a
vector passing through the angular bisector of the bistatic angle
β; it is used to define the processed resolution (refer to [22]
and [23]).

The vector gradient ∇R(η) is given by

∇R(η) = −(ût + ûr) (16)

where ût is the unit vector from the point target to the transmit-
ter, and ûr is the unit vector from the point target to the receiver.

B. Simulation Results

The simulated compression results of the seven point targets
are shown in Fig. 5. The SRC reference range is taken from the

Fig. 5. Point targets focused using the bistatic RDA.

Fig. 6. Measurement of point target focus for point target A.

Fig. 7. Measurement of point target focus for point target D.

TABLE II
POINT TARGET QUALITY MEASUREMENTS

center target, i.e., Target A. The impulse responses of Target A
and the edge target D are shown in Figs. 6 and 7, respectively,
where the measured impulse response width (IRW) is anno-
tated. The point target quality measurements for all the targets
are given in Table II. It is seen that the reference target and its
neighbors are well focused, but the edge targets are noticeably
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Fig. 8. Simple illustration to show how an imaged rectangular patch becomes a parallelogram in the focused map.

degraded. This degradation is due to the application of a range-
invariant SRC filter for the whole scene.

If we restrict the quadratic phase error to be within ±π/2
at the ends of the range spectrum, the SRC filter can handle a
range invariance region of 1270 m for this example. Targets D
and G are near the edges of the invariance region and have a
phase error of 0.48π.

The theoretical peak sidelobe ratio (PSLR) and the integrated
sidelobe ratio (ISLR) in range are −20.9 and −18.5 dB, respec-
tively. In azimuth, the values are −18.4 and −15.8 dB. They are
governed by the weighting used and by the azimuth beam pat-
tern. The measured values for the edge targets are within 2 dB
of the theoretical values.

C. Implementation Issues

To focus the imaged scene, the range derivatives k1, . . . , k4

have to be determined as a function of range. Instead of
calculating the derivatives for each range gate, a curve-fitting
approach can be utilized. This will improve the computational
efficiency of the algorithm. For instance, we calculate the
range-varying derivatives for a representative set of targets
equally spaced over a range invariance region. A curve is fitted
for each derivative to obtain a polynomial function in range (a
cubic polynomial was found to be sufficiently accurate for this
1.6-km range swath). Using these curves, we can then generate
the required parameters for each range cell.

The image is focused in the bistatic range versus the azimuth
time domain. The point targets are registered to their mid-
aperture range and mid-aperture time. Fig. 8 illustrates how a
rectangular patch becomes a parallelogram in the focused map.
The three targets, which are denoted by white circles, lie along
the same vector ug and have the same beam center crossing
time. When focused, they are registered at the same azimuth
time. Thus, a rectangular patch on the ground plane appears as a
parallelogram in the focused image, unless ug is perpendicular
to the flight path.

Image registration maps the focused image I1(τ, η) to a
flat earth plane I2(x, y), as shown in Fig. 8. The process
involves two steps. First, the positions of known grid points in
I2(x, y) are mapped onto I1(τ, η). These grid points are usually
chosen to be parallel and perpendicular to the flight path.
Then, an affine transformation [24] is used to map the rest of
the points.

V. APPROXIMATE BISTATIC RDA

For coarser-resolution and lower-squint configurations, the
range/azimuth coupling [which causes the “widening” of the
energy observed in Fig. 2(b)] is less dependent on the azimuth
frequency. In this case, we can neglect the azimuth frequency
dependence when generating the SRC filter by using a coupling
term that is fixed at the Doppler centroid frequency fηc

. We
can further simplify the derivation by neglecting the third-
order and higher order terms of fτ in the φsrc phase equation
(10). Consequently, we can approximate the SRC phase by the
quadratic function [19]
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τ
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We can then combine the phase modulation of the range/
azimuth coupling and the range FM modulation together to
form a new FM rate Km [19] as

1
Km

=
1

Kr
− 1

Ksrc
. (19)

In this case, the SRC and range compression can be imple-
mented at the same azimuth time-domain step, which results in
a more efficient algorithm. The processing steps for this approx-
imate bistatic RDA are illustrated in Fig. 9. The steps are similar
to the conventional RDA (refer to SRC Option 3 in [19]).

Ksrc and Km are weakly range dependent and can often be
kept constant for the imaged scene. If the range swath is too
wide, the scene can be subdivided into contiguous segments and
processed in range invariance regions.

VI. SUMMARY

The bistatic SAR data can be processed with the RDA in
the same way as the monostatic SAR data, but the RCMC,
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Fig. 9. Functional block diagram of approximate RDA.

SRC, and azimuth compression functions need to be modified
accordingly.

To achieve this, a new analytical expression for the 2-D
point target spectrum derived using series reversion is used for
the RCMC, SRC, and azimuth compression parameters. The
arbitrary accuracy of the spectrum can be achieved by retaining
sufficient terms in the series reversion. The new spectrum
applies to azimuth-invariant cases where the transmitter and
receiver are operating in parallel tracks with the same velocity.
A mild amount of azimuth variance can be accommodated
using short azimuth block sizes.

The algorithm has been successfully tested with targets
placed at different ranges. Although the RDA is used in the
example, the approach to computing the bistatic spectrum can
also be applied to the chirp scaling and ω–k algorithms.
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