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Abstract—Airborne repeat-pass SAR systems are very sensible
to subwavelength deviations from the reference track. To enable
repeat-pass interferometry, a high-precision navigation system is
needed. Due to the limit of accuracy of such systems, deviations
in the order of centimeters remain between the real track and
the processed one, causing mainly undesirable phase undulations
and misregistration in the interferograms, referred to as residual
motion errors. Up to now, only interferometric approaches, as
multisquint, are used to compensate for such residual errors. In
this paper, we present for the first time the use of the autofocus
technique for residual motion errors in the repeat-pass interfero-
metric context. A very robust autofocus technique has to be used
to cope with the demands of the repeat-pass applications. We
propose a new robust autofocus algorithm based on the weighted
least squares phase estimation and the phase curvature autofocus
(PCA) extended to the range-dependent case. We call this new al-
gorithm weighted PCA. Different from multisquint, the autofocus
approach has the advantage of being able to estimate motion de-
viations independently, leading to better focused data and correct
impulse-response positioning. As a consequence, better coherence
and interferometric-phase accuracy are achieved. Repeat-pass in-
terferometry based only on image processing gains in robustness
and reliability, since its performance does not deteriorate with
time decorrelation and no assumptions need to be made on the
interferometric phase. Repeat-pass data of the E-SAR system of
the German Aerospace Center (DLR) are used to demonstrate the
performance of the proposed approach.

Index Terms—Airborne, autofocus, differential synthetic-
aperture-radar interferometry (D-InSAR), estimation, residual
motion error.

I. INTRODUCTION

D EVIATIONS of the synthetic-aperture-radar (SAR) an-
tenna from the reference track cause mismatch between

the echo signal and the reference chirp used for SAR focusing.
This mismatch gives origin to phase errors in the signal history.
These errors cause broadening of the SAR impulse-response
function (IRF) (defocus) and target-position errors in range and
azimuth directions [1]–[3]. Particularly, airborne systems are
affected due to the flight instabilities. Such phase errors can
be cancelled by measuring, through a navigation system, the
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deviations and subsequent removal with Motion Compensation
(MoComp). These measurements have to be performed at sub-
wavelength scale from pulse to pulse to obtain high-resolution
SAR images. This puts an extreme burden on the navigation
system. Autofocus techniques are used to estimate phase er-
rors beyond the capability of the navigation system [4]–[8].
In addition, if no navigation data are available, autofocus can
be used to achieve an equivalent performance to lower precision
motion-measurement instrumentation.

With the use of up-to-date navigation instrumentation
(D-GPS/INS), with precision in the order of centimeters,
in SAR systems like E-SAR, [9], [10], AIRSAR [11], and
Orbisar [12], there is practically no defocusing on high-
resolution SAR data and no need to use autofocus. For very
high resolution data, broadening of the SAR IRF still affects
the resolution and requires basic autofocus [13].

Even when there is no relevant defocus in the SAR image,
we still have motion errors that cause mainly misregistration
and undesirable phase undulations in the interferograms. These
motion errors shall be referred to as residual motion errors.
For single-pass interferometry, most of the residual motion
errors cancel out due to the signal beating of the two interfer-
ometric channels, which have practically the same deviations.
Differently, for repeat-pass interferometry, the channels have
uncorrelated motion errors causing undesired phase artifacts
(up to one fringe in L-band and several fringes in X-band) in
the final interferogram for motion errors in the order of centime-
ters [14]–[18].

To cope with the recent demands of airborne repeat-pass
interferometry and its applications, such as differential SAR
interferometry (D-InSAR) which measures terrain movements
at millimeter scale, it is necessary to estimate phase errors
with accuracy under 0.25 rad. This requirement motivated
the development of algorithms to estimate phase errors from
interferometric images, such as multisquint [15], [16]. It is
based on the estimation of the misregistration values [19]. The
multisquint approach has shown to be robust with the improve-
ment of coherence and decrease of phase errors in repeat-
pass interferograms through its estimations. The multisquint,
however, is only able to estimate the baseline variations from
coregistered images. An autofocus approach has the advantage
of being able to estimate phase errors independently for each
image, not requiring any interferometric process or assumption
on the interferometric phase.

Up to now, autofocus approaches with algorithms such as
Map Drift [4] or Phase-Gradient Autofocus (PGA) [5], [7], [8]
have not been suggested for residual-motion estimation in a
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repeat-pass interferometric context. The reason for this is based
on the fact that typical autofocus techniques lead to estimation
errors on the order of 0.5–1.0 rad, which is above the desired
accuracy for repeat-pass interferometry. Nevertheless, this es-
timation error can be decreased using recent improvements in
the PGA algorithms as, for example, the quality PGA (QPGA)
algorithm or the weighted least squares (WLS) phase estimation
presented in [20] and [21], respectively. The second reason is
that current airborne systems, that are equipped with up-to-
date high-precision navigation instrumentation and are able to
perform repeat-pass interferometry, operate in stripmap mode.
Since PGA was first thought for spotlight mode [22], an adap-
tation of the PGA algorithm, such as phase curvature autofocus
(PCA), to work in stripmap mode was suggested [23]. But, due
to the nonrange dependence and double-differentiation nature
of this approach, there is an increase in the estimation error,
which makes it not reliable when high precision is desired.

This paper proposes a new robust autofocus algorithm to be
used in combination with a modern navigation system and ca-
pable of performing phase estimations under 0.25-rad accuracy
in order to enable repeat-pass interferometric applications. It is
based on the WLS phase estimation and on PCA extended to
the range-dependent case. We call this new algorithm weighted
PCA (WPCA). An autofocus approach has the advantage of not
depending on the interferometric coherence, because the resid-
ual errors can be independently estimated for each SAR image.
It opens the possibility to perform robust airborne D-InSAR for
low coherence and long-term interferograms at any frequency
band. Additionally, the interferometric-phase changes related
to the along-track terrain displacements are not mixed up with
the motion estimation, as in the case with multisquint where
assumptions on the interferometric phase have to be made [24].

This paper is organized as follows. Section II is dedicated to a
summary of robust phase-estimation algorithms such as PGA,
PCA, and multisquint. Section III presents the new autofocus
technique for residual motion errors (WPCA). In Section IV,
repeat-pass data at L-band of the E-SAR system of the German
Aerospace Center (DLR) are used to demonstrate the perfor-
mance of the proposed WPCA algorithm. In Section V, we
address the conclusions.

II. PHASE-ERROR-ESTIMATION ALGORITHMS

A. PGA

The PGA is an algorithm to estimate the phase errors in
SAR images from the SAR data [5], [7], [8]. It was developed
to operate in spotlight mode. It has been widely used by
the SAR community and was shown to be very robust on a
variety of imagery and phase-error functions. PGA exploits the
redundancy of the motion error along scatterers at different
range bins. In spotlight mode, the deramped signal of a point
target in range-compressed time domain can be modeled as

gs(t) = |gs(t)| exp (−j (ωot + νo + φe(t))) + νη(t) (1)

where φe(t) is the phase of the signal associated with motion
error, ωo is the frequency of the deramped signal, νo is the
phase-offset contribution of the strongest scatterer, and νη(t)
is the contribution of all the other scatterers treated as clutter.

The PGA algorithm encompasses the selection of strong
targets, the shift of the targets to the center of the image to
remove the frequency of the scatterers, and the windowing of
the targets to preserve the width of the dominant blur. After
these steps, the signal gs(t) becomes

g(t) = |g(t)| exp [−j (φe(t) + νo)] + νη(t). (2)

In order to coherently combine several targets into the esti-
mation process, PGA models the clutter νη(t) as uncorrelated
noise and estimates phase gradients to handle targets with
different phase offsets νo and to remove the integer ambiguity
of the modulo 2π.

Then, the PGA algorithm integrates the estimated phase gra-
dient to obtain the phase errors (except for an integral constant)
and, finally, removes them from the SAR image implementing
a motion-compensation technique. These steps are repeated
iteratively, decreasing the window size, until the algorithm
converges. The estimation kernel of the PGA algorithm is

ˆ̇
φe(t) =

K∑
k=1

Im [ġk(t)g∗k(t)]

K∑
k=1

|gk(t)|2
(3)

where φ̇e is the estimated phase-error gradient and gk(t) is the
signal associated with the shifted and windowed target in
the kth range bin and ġk(t) is its derivative. The Im[·] denotes
the imaginary part of [·].

The PGA phase estimation implements the linear minimum-
variance estimator as long as the statistics of the phase gradient
remains the same. If the data are corrupted by white Gaussian
noise (WGN), the PGA implements a linear minimum-variance
unbiased estimator [5].

Modification of the estimation kernel or target-selection
criteria have been proposed to optimize the estimation per-
formance. In [7], a maximum-likelihood (ML) phase-gradient-
estimation kernel is developed and is given by

ˆ̇
φ

ML

e (l) = arg
K∑

k=1

[
g∗k,lgk,l+1

]
(4)

where l is the azimuth bin index. Assuming that the data are
corrupted by WGN, the ML algorithm converges faster then the
original PGA kernel [(3)].

Target-selection criteria were also modified. Conventional
PGA selects the brightest pixel on a range line as being a target
with high signal-to-clutter ratio (SCR). This model works well
for most cases, but it fails in areas consisting of strong clutter or
strong distributed targets. The authors of [20] present the QPGA
algorithm, in which the selection criteria is modified according
to the targets’ SCR. Additionally, strong targets at the same
range line are used to optimize the estimation. QPGA shows
a better estimation performance when compared to PGA, and a
noniterative approach is possible.

B. WLS for Autofocus

The authors of [21] also exploit the targets that have high
SCR. They derive a WLS phase estimator where the phase
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signal is weighted according to its SCR. This phase estimation
is more robust than the ones implemented by PGA and ML,
because it does not require the clutter variance to be the same
for the whole image or of a certain model. The weighting
optimizes the estimation in images made up of distributed
targets with different phase statistics (nonstationary noise). The
WLS is the minimum-variance estimator for any uncorrelated
noise process [25]. The WLS phase estimation is given by

P̂e = (ATWA)−1ATWP (5)

with covariance of the estimation

C = (ATWA)−1 (6)

where P is a vector with the observed phase signals (first
or second phase derivatives or unwrapped phase) of several
range bins, W is the diagonal matrix with the weight values,
A is the model of the phase signal, and P̂e is the estimated
parameter vector with the phase errors associated with the
motion deviations.

In [21], the WLS kernel for autofocus is derived for A equal
to one (no range dependence is considered), and the observed
signal is the unwrapped phase φk(t). Thus, the estimated phase
error φ̂W

e is given by

φ̂W
e (t) =

K∑
k=1

wkφk(t)
K∑

j=1

wj

(7)

where wk,j are the weights in the k = j = 0, 1, . . . ,Kth
range bin.

The absolute phases φk(t) are obtained using the local-
phase-unwrapping technique [21]. As a result, it is not neces-
sary to compute phase gradients avoiding the increase of noise
in the estimation process.

The weight w for a range bin is the inverse of the phase
variance σ2

ν of the signal in that bin. In [21], the relationship
between the phase variance and the second-order statistics of
the amplitude (contrast) of the range-decompressed signal g(t)
is shown . Thus, it follows that

w = 1/σ2
ν ≈ 1/

(
(1/2)R + (5/24)R2

)
(8)

where R is the inverse of the SCR and is given by

R ≈ 1
d

(
4(2c2 − d) − 4c

√
4c2 − 3d

)
(9)

with

c = E [|g(t)|] (10)

d = E
[
|g(t)|2

]
(11)

where E[·] is the expectation operator.
The WLS autofocus has been shown to be superior to the

PGA and ML algorithms, improving performance in distributed
target areas [21].

C. Autofocus for Stripmap Mode

The PGA framework cannot be directly applied to stripmap
SAR images. In [23], the modifications of this framework
are presented to enable phase-error estimation in the stripmap
case. The new framework begins with the windowing of the
selected targets on the focused data. No shift of the targets is
performed, since in stripmap, no movable antenna is steered
to illuminate a single spot. Then, the windowed focused signal
f(t) is convolved with the reference SAR chirp sr(t). This step
corresponds to a decompression. This will bring the windowed
signal to the range-compressed domain (not compressed in az-
imuth). The azimuth-decompressed signal is then multiplied by
the conjugate complex of the reference chirp (deramping). The
result is equivalent to the range-compressed spotlight signal.
This procedure can be described mathematically as follows:

g(t) = C {f(t)} = F {F {f(t)}F {sr(t)}}−1 s∗r(t) (12)

where C{·} denotes the transformation from a stripmap signal
to a spotlight signal with F{·} as the Fourier transform.

The windowed range-decompressed signals are aligned ac-
cording to their azimuth time of acquisition in order to com-
bine several phase estimates. Due to the fact that targets are
imaged with different or partially overlapped apertures, the
target positions are inaccurately estimated, leading to individual
unknown linear components. In order to coherently combine
several targets into the estimation process, the autofocus for
stripmap SAR data estimates the phase double differences, i.e.,
phase accelerations. Thus, a double integration is needed to
obtain the phase errors. As a consequence, only the curvature
of the phase error can be recovered. For that reason, autofocus
for stripmap mode is often referred to as PCA algorithm. Due
to the double differentiation of the signals, there is an inherent
increase of the noise in the estimation process as compared to
PGA. This makes the use of PCA less robust. In practice, PCA
has not been widely used.

The work in [26], the phase-weighted-estimation PGA
(PWE-PGA) presents an estimation kernel for stripmap data.
It computes phase gradients φ̇ instead of double derivatives by
converting blocks of the SAR stripmap image into spotlight
representation. Additionally, the PWE-PGA introduces a WLS
kernel for the phase-gradient estimation with a range-dependent
model. The weights come from the ML formulation. The range-
dependent model is fundamental for low-altitude SAR systems
like the E-SAR. In such systems, the changes in the look angle
cannot be neglected. For a SAR sensor with 3000-m altitude
above ground, the deviation of the track of 0.05 m in hori-
zontal and vertical directions causes a phase error that varies
2.0 rad from near (30◦) to far range (60◦) at L-band. Therefore,
autofocus with a nonrange-dependent model can cause an error
up to 1.0 rad in the estimated phase. The range-dependent
model decomposes the phase error φe into a vertical and a
horizontal component that are directly related to the vertical
and horizontal motion deviations. The WLS formulation of the
PWE-PGA is given by

φ̇k = arg
[
g∗k,lgk,l+1

]
(13)

mk =
∣∣g∗k,lgk,l+1

∣∣ (14)
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A =

⎡
⎣ ± sin θ1 cos θ1

...
...

± sin θK cos θK

⎤
⎦ (15)

W = diag[m1, . . . ,mK ], k = 1, 2, 3, . . . ,K (16)

P =

⎡
⎣ φ̇1

...
φ̇K

⎤
⎦ , k = 1, 2, 3, . . . ,K (17)

ˆ̇Dyz =

[ ˆ̇Dy

ˆ̇Dz

]
=

λ

4π
P̂e =

λ

4π

[ ˆ̇
φy

ˆ̇
φz

]
(18)

where φ̇k is a phase-gradient observation at the kth range bin,
mk is the corresponding weight value, θk is the look angle for

a certain range bin of the range-dependent model matrix A, ˆ̇
φy

and ˆ̇
φz are the horizontal and vertical components of the phase-

error derivatives, respectively, and ˆ̇Dy and ˆ̇Dz are the cor-
responding horizontal and vertical components of the motion
deviations from the reference track, respectively. The ± sign
depends on the side-looking geometry. Positive signal for left
and negative for right-looking antennas.

The synthetic aperture sonar community has recently been
working on reliable autofocus methods for sonar systems,
which operate in stripmap mode. Due to the not wide use of
the PCA algorithm, only one kernel (nonrange-dependent), for
the ML estimator, has been derived and used for phase-double-
difference estimation [27]

ˆ̈
φ

ML

e (l) = arg
K∑

k=1

[
gk,l−1

(
g∗k,l

)2
gk,l+1

]
. (19)

Some estimation difficulties have been reported in [27] and
[28] when using PCA due to the double differentiation. As a
result, the phase-matching autofocus (PMA) and the stripmap
PGA (SPGA) have been proposed in [27], [29], and [30].
They suggest a PCA/PGA algorithm hybrid solution. These
algorithms use the fact that a linear component causes a shift in
the signal frequency domain. The Doppler centroid estimation
[31] is used to retrieve the unknown linear component, and as
a consequence, phase gradients can be used to estimate phase
errors in stripmap images.

D. Multisquint Approach

The multisquint is an approach that was developed in order
to compensate for residual motion errors that still persist in
the interferometric data even after the use of high-precision
navigation systems for MoComp. The main motivation is
the use of SAR data for repeat-pass mode applications like
D-InSAR.

Multisquint relies on an interferometric framework in order
to obtain very robust and accurate residual baseline estima-
tion. Multisquint is based on azimuth-misregistration-values
estimation using spectral diversity [19]. It works by splitting
the azimuth bandwidth of two SAR complex images S1, S2

into two sublooks A and B (or more) to form interferograms
and, then, a differential interferogram Ψdiff,sub. Assuming that
most of the phase of the differential interferogram are coming

from the baseline errors, Ψdiff,sub becomes proportional to the
derivative of the residual baseline deviations Ψ̇Δbase according
to [15], [16], and [32]. It follows that an estimate for the
derivative of the residual baseline is

ψ̇Δbase,k =
ψdiff,sub

Δx
(20)

with

Δx = r
(
tan

(
θA
sqc

)
− tan

(
θB
sqc

))
(21)

ψdiff,sub = arg
[
sA
1 sA∗

2

(
sB
1 sB∗

2

)∗]
(22)

where r is the target-to-sensor range and θsqc is the squint angle
related to the center frequency of the sublooks.

In recent multisquint refinements [33], the interferometric-
phase-gradient kernel is also a WLS estimator with the
range-dependent model of (15). The weights come from the
interferometric coherence.

III. PROPOSED AUTOFOCUS ALGORITHM FOR RESIDUAL

MOTION ERRORS

A. WPCA Kernel

We present here an autofocus approach for residual motion
errors, i.e., estimation and compensation of motion deviations
that are causing mainly misregistration and undesirable phase
undulations. The motivation is the same as in the multisquint
case, i.e., the use of airborne data for repeat-pass InSAR
applications. As described in the previous section, multisquint
is only able to estimate the residual baseline errors from
coregistered images. As a result, the estimation performance
decreases for large baselines and long-term interferograms.
Additionally, the phase related to along-track terrain movement
and baseline errors are mixed up together, leading to over or un-
derestimations of the phase error [24]. To overcome those prob-
lems, autofocus could be a robust solution, since the images
are processed independently, not requiring any interferometric
processing. Thus, the estimation performance does not decrease
with low-coherence data. Additionally, no assumptions need
to be made on the interferometric-phase model. This would
enable the generation of robust, reliable, and accurate SAR
data for repeat-pass applications like D-InSAR. But, the current
autofocus approaches are not able to deliver phase estimation to
cope with millimeter motion error.

The PWE-PGA algorithm provides poor results for residual-
motion-error estimation, due to the fact of not using double
derivatives to coherently combine several estimates. Instead,
it converts blocks of the stripmap SAR data into spotlight
representation. This conversion introduces phase artifacts and
discontinuities between blocks that can reach several centime-
ters, deteriorating residual-motion estimations. Additionally,
the PWE-PGA performance is decreased, because it uses an
ML formulation for the weights, which assumes WGN for the
clutter. The only PCA kernel derived up to now [(19)] comes
from the ML formulation and provides also poor results due
to the increase of the power of the nonstationary noise after
the double-differentiation process. Besides, it does not use a
range-dependent geometry model. This model is necessary to
enable phase estimations with accuracy better than 0.25 rad, as
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commented in Section II-C. The PMA and SPGA [29], [30]
use Doppler centroid estimation to retrieve the unknown linear
components; however, this estimation is not sufficiently reliable
to handle subpixel shifts of each target, because it requires
homogenous block of SAR data in order to properly estimate
the Doppler centroid.

We propose an algorithm based on the PCA framework
combined with a better target selection and an optimal, in
the WLS sense, range-dependent phase kernel. We call this
algorithm weighted phase curvature autofocus (WPCA). We
start by deriving the estimation kernel. First, we take

g̈(t) =
∂2 |g(t)| exp [−jφ(t)]

∂2t
(23)

where φ(t) is the phase of the azimuth windowed signal g(t).
Since we already use the amplitude to compute the weights in
the WLS formulation, we do not need to include the amplitude
of the g(t) signal to solve for φ̈(t), as in the case of the PGA
and ML kernel. In fact, the amplitude of g(t) does not affect
the phase-gradient computation, and it is a good idea to force
its amplitude to be equal to one to avoid increase of the noise.
Solving the earlier equation for φ̈(t) and |g(t)| = 1, we get

φ̈(t)k = Im
[
g̈k(t)g∗k(t) + ġk(t)ġ∗k(t)

]∣∣
|g(t)|=1

(24)

where φ̈(t)k is an observation or realization in the kth range
bin. The WLS formulation of the WPCA estimator uses the
range-dependent model matrix A given in (15). The other
matrices are

W = diag [w1, . . . , wK ] , k = 1, 2, 3, . . . ,K (25)

P =

⎡
⎣ φ̈1

...
φ̈K

⎤
⎦ , k = 1, 2, 3, . . . ,K (26)

ˆ̈Dyz =

[ ˆ̈Dy

ˆ̈Dz

]
=

λ

4π
P̂e =

λ

4π

[ ˆ̈
φy

ˆ̈
φz

]
(27)

where the weight values wk are computed according to the
SCR estimations (8) and (9), φ̈k(t) is an observation of the

double-derivative phase in the kth range bin, ˆ̈
φy and ˆ̈

φz are
the estimated double derivative of the horizontal and vertical
components of the phase errors, respectively, and ˆ̈Dy and ˆ̈Dz

are the corresponding horizontal and vertical acceleration of the
motion deviations from the reference track, respectively.

B. Filter to Avoid SCR Degradation

Derivative operations work as a high-pass filter and, there-
fore, degrades the SCR due to the increase of the clutter-
phase undulations. To allow accurate derivative computation
and avoid increase of white-noise clutter, we compute the phase
double derivative using a numerical differentiation technique,
different from the kernel in (19), which uses shift operations.
Nevertheless, the main problem persists, since in practice, we
also have nonwhite noise. In order to optimally use the WLS
formulation in which the weights are computed according to
the phase variance with (8), (9), (10), and (11), we have to
keep the variance of the phase double derivatives in the same

levels as before the differentiations. We do this by applying

to ˆ̈
φk an autoregressive moving average (ARMA) to filter the

clutter. This filter removes also high-frequency components of
the residual motion error within the synthetic aperture. Thus,
the filter length should be chosen according to the expected
frequency of the residual motion error within the aperture and
to the clutter power spectrum (for typical spectrum behavior of
residual motion errors, please refer to [18]).

C. WPCA Framework

We implement a target preselection criteria that includes all
pixels of the SAR images above a certain amplitude threshold
TA. In a rectangular window of Ωrg and Ωaz dimension in range
and azimuth, respectively, we take the maximum-amplitude
pixel. The next step is to window around this maximum pixel
adaptively in azimuth with a window with dimension Ω corre-
sponding to −10 dB relative to the maximum. These targets are
chosen as possible candidates. Then, each target candidate is
converted into spotlight representation using C{·} [(12)], i.e., it
is decompressed and deramped. The reference chirp sr used for
decompression of the data is

sr = exp

⎡
⎢⎣j4πr0

λ

⎛
⎜⎝1 −

√√√√1 −
(

v0t√
r2
0 + v2

0t2

)2
⎞
⎟⎠
⎤
⎥⎦ (28)

where λ is the radar-signal wavelength, v0 is the velocity of the
SAR antenna, and r0 is the range between the target and the
SAR antenna.

After deramping, we obtain the signal g(t), and (8), (9), (10),
and (11) can be applied to compute the weights. If the spectrum
of the focused data is filtered by an apodization function (for
sidelobe suppression using Hamming window for example),
we get a modulated amplitude signal gH(t), which disturbs the
weight computations. To remove this modulation, we apply the
inverse apodization before the deramping. Since this inverse
apodization increases the noise, we apply it only when dealing
with the weight computations. For the phase estimation, we use
the signal with suppressed sidelobes. Therefore, the computed
weights should be multiplied by the corresponding normalized
apodization function.

Fig. 1 shows the block diagram for the weight computations
and final target selection. Targets with weights less than a
certain value Tw, or alternatively SCR less than TSCR, are
discarded. The reason is to avoid wrong SCR estimations (false
alarms), since [21] shows that SCR estimations are valid for
values greater than 1 dB.

We take now the selected targets with their corresponding
weights and signals g(t) and estimate the phase accelerations
using (24). Each φ̈i observation is then aligned according to
its azimuth bin. To avoid undesired artifacts coming from the
transient response of the windowed signal, the borders of each
phase estimate are discarded. Effectively, half of the vector
length is used. Note that each vector φ̈i corresponds to a
synthetic-aperture length.

The acceleration of the motion errors (horizontal and verti-
cal) are then estimated using the WPCA, followed by double
integration to determine the estimated motion deviations. Due
to the unknown initial conditions φy,z(0) and φ̇y,z(0), we
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Fig. 1. Weight computation and target-selection flow diagram of the WPCA,
where TA and TSCR are the thresholds for the amplitude and for the SCR
values, respectively.

remove the global linear component and offset after the phase
integration by subtracting a first-order polynomial. Finally, we
use a topography- and aperture-dependent MoComp algorithm
to remove the residual phase errors from the data [34], [35].
Fig. 2 shows the block diagram of the WPCA algorithm.

D. Accuracy and Convergence

Let us assume that the variance of the ARMA-filtered
double-derivative phase estimates are approximately equal to
the phase variance of the estimates given by (8), (9), (10), and
(11). In this case, the covariance matrix of the WPCA phase-
estimation process is

CΦ̂yz
≈ (ATWA)−1 =

[
C00 C01

C10 C11

]
. (29)

Considering the clutter as WGN, Fig. 3 shows the theoretical
standard deviation of the phase estimations as a function of
the SCR for different number of range bins, equally distrib-
uted around midrange 45◦ look angle, for example, [35◦, 55◦]
(
√

C00 =
√

C11). The magnitude of the correlation coefficient
between the estimated parameters are very strong, equal to 0.98.

Furthermore, we assume that the number of estimates are
large and diverse enough so that the bias of the acceleration
estimations can be considered zero or constant along the az-
imuth bins. After the double integration, if the strip is long,
a small constant bias may result in a quadratic curvature with
amplitude greater than the desired accuracy. In this case, we
force the mean value of the motion estimations along azimuth
equal to zero. This procedure removes the constant bias but
also a possible global quadratic component of the motion error.
However, for long strips, it is very unlikely to have a relevant
global quadratic term in the motion error.

After motion compensation, the WPCA is repeated itera-
tively, to refine the estimations, until the maximum of the norm

Fig. 2. WPCA-algorithm flow diagram, where Tol is the tolerance of the stop
criteria. The tolerance is chosen according to the theoretical estimation error.

Fig. 3. Theoretical phase-estimation error as a function of the SCR for
different number of range bins with look angles between 35◦ and 55◦.
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‖Φ̂e,u−Φ̂e,u−1‖, between successive iterations u, is equal or
less than a tolerance value Tol (see Fig. 2). When this condition
is satisfied, the WPCA achieved convergence. The tolerance can
be defined as being greater than or equal to the theoretical phase
accuracy times a value βφ. Thus, Tol is equal to

Tol = βφ

√
C00 + C11. (30)

The βφ helps the algorithm to be robust against procedural
errors that are not modeled by the assumptions.

E. Estimation and Compensation of Global Terms

Due to the double-integration nature of the process, there
may exist remaining global terms of motion deviations, i.e.,
global constant and linear unknown terms, which can be esti-
mated with interferometric data using the approach in [33]. This
approach consists of modeling the interferometric phase minus
the topographic phase from a digital elevation model (DEM),
i.e., the residual interferogram ψres, as

ψres
k,l = (z0 + z1l) cos θk,l ± (y0 + y1l) sin θk,l (31)

where z0, z1, y0, and y1 are the parameters of the model of
the interferometric trend and ψres

k,l is the residual interferometric
phase at the kth and lth range and azimuth bin, respectively. The
parameters of the model are estimated using WLS, where the
weights come from the coherence of the interferometric data.
The compensation is performed by subtracting the estimated
trend from the interferometric data. If the bias was removed
and the quadratic term of the motion error is relevant, then (31)
can be extended to a second-order polynomial.

The global terms can be also removed with some few corner
reflectors (CRs), which do not require modeling of the residual
interferometric phase, and have the advantage of being very sta-
ble and independent of the geometrical and temporal baselines.

IV. RESULTS

A. WPCA Performance

To demonstrate the performance and effectiveness of the
WPCA algorithm for residual motion errors, we use real air-
borne repeat-pass data of the E-SAR system (DLR) acquired
at L-band (HH) in the same day with baseline length B of
6.44 m (1.90- and 6.15-m horizontal and vertical baselines,
respectively). This system uses an up-to-date high-precision
navigation system (D-GPS/INS). For processing, we used the
extended chirp scaling [9] followed by the precise-topography-
and aperture-dependent MoComp [34]. Thus, the errors that
persist in the images and interferograms are mainly residual
motion errors due to the insufficient accuracy of the navigation
system. The SAR images are of the Oberpfaffenhofen area,
Germany, which is mostly agricultural with some man-made
areas (buildings) and practically flat (see Fig. 4). The scene has
2.5 km × 2.5 km (range times azimuth) dimension. The sensor
altitude above ground is 3214 m.

These scene was chosen to show the robustness of the WPCA
algorithm even in vegetated areas. Autofocus algorithms have
better performance in man-made areas where there are more
pointlike targets. Nevertheless, since the WPCA does not model

Fig. 4. Amplitude SAR Image (slave) at L-band used to demonstrate the
WPCA algorithm. Range increases from left to right and azimuth from top to
bottom.

the clutter but relies basically on the SCR, it is possible to obtain
better performance by increasing the SCR of the data. Targets
with higher SCR can be obtained by improving the azimuth
resolution. We processed the single-look-complex images with
0.6-m resolution in azimuth (900 m of synthetic aperture in
midrange). The ARMA filter length is 90 m. Improvement in
the convergence behavior is noticeable when using the filter,
leading to more accurate results.

Fig. 5 shows the estimation results from WPCA. The graphic
in Fig. 5(a) and (b) are the horizontal and vertical components
of the motion deviations of the master image, respectively.
Fig. 5(c) and (d) shows the same for the slave image. The
convergence is achieved at the second iteration for the master
and at the fourth iteration for the slave, with about 0.5-cm
(0.25 rad) accuracy. That corresponds to about three times the
theoretical accuracy computed [(29)] for this data set (βφ = 3).
Higher residual errors were found in the slave image.

To show the improvement in the focusing of the image, Fig. 6
shows the IRF of a CR of the slave image before and after the
application of WPCA. The analyzed corner is located at the
top of the image (inside of a white circle) in Fig. 4. For
the master image, no significant improvement in the focusing is
observed, since the estimated errors are small. It is clear to see
that, after WPCA, the focusing of the IRF of the slave, which
has significant residual errors, has improved, leading to the
corrections of the IRF positioning and phase. These corrections
contribute for a better interferogram generation.

Since the main objective when compensating for residual
motion errors is the generation of accurate interferograms,
free of misregistration and phase errors, we focus now on the
interferometric data. The interferometric data were coregistered
according only to the nominal baseline. Fig. 7 shows the
improvement in the coherence through the use of WPCA. Fig. 8
shows the residual interferograms, i.e., the topographic-phase
component (from a DEM) is removed from the interferograms,
before and after residual motion compensation. Fig. 8(a) shows
the residual interferogram before WPCA, and Fig. 8(c) shows
it after applying WPCA. There is a clear improvement in the
phase accuracy when using the WPCA.

The corrected interferogram still contains the phase due
to the unknown global offset and linear components not
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Fig. 5. Residual-motion estimations for the master image. (a) Horizontal deviations. (b) Vertical deviations. For the slave image. (c) Horizontal deviations.
(d) Vertical deviations.

Fig. 6. IRF of the CR, located in the bottom of the amplitude image (slave) in
a circle (see Fig. 4).

estimated because of the double-derivative formulation. To
remove the global components, we fit the residual interferogram
into a linear model described in (31). This could be also done
with few CRs strategically placed. To have a fair idea of the
improvement, we removed also the global offset and linear
component from the interferogram with motion errors. Fig. 8(b)
shows the interferogram after global terms removal but without
WPCA, and Fig. 8(d) shows the final residual interferogram,
i.e., after WPCA and global terms removal. The final corrected
interferogram contains mainly phase artifacts from DEM errors.

B. Comparison With Multisquint

Next, a comparison with the residual-motion-error estima-
tions obtained with WPCA and multisquint is performed. The

Fig. 7. Histogram of the coherence (a) before and (b) after WPCA.

objective is to evaluate if WPCA achieves the same quality
interferograms as multisquint with high-coherence data. The
data used is the one presented in Section IV-A. The sublooks
center-frequency separation in multisquint is 20 Hz, and eight
overlapping looks were used.

Fig. 9 shows the multisquint estimation for the motion errors.
Since multisquint is an interferometric approach, the estimated
motion is the relative one between master and slave, i.e., the
residual baseline variation. As observed, multisquint works
properly, since it achieves fast convergence.

Fig. 8(e) and (f) shows the residual interferograms obtained
with multisquint. The quality of the residual interferograms ob-
tained by multsquint and WPCA are similar. Some differences
can be observed in the top part of the interferogram at far range.

Fig. 10 shows the comparison between the WPCA and
multisquint estimated relative motion error (master to slave).
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Fig. 8. Residual interferograms (left) without and (right) with removal of constant and linear global phase terms. Residual interferograms (a) and (b) before
residual-motion-error compensation, (c) and (d) after WPCA, and (e) and (f) after multisquint (B = 6.44 m).

In order to compare them, only the total estimation needs to
be taken into account. This is because the total motion-error
compensation performed in the images corresponds to the
sum of all estimations at different iterations. Therefore, the

estimations at different iterations are added up, leading to
the total motion estimation for each method. After the total
computation, the WPCA total motion estimation of the master
is subtracted from the slave total estimation to have the variable
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Fig. 9. Multisquint estimations of the (a) horizontal and (b) vertical component of the residual variable baseline (motion deviations relative to master).

Fig. 10. Comparison of the WPCA and multisquint relative phase-error estimations between master and slave at (a) near range, (b) far range, and (c) midrange.

residual-baseline-estimation equivalent to the one delivered
by multisquint. Since the inversion of the range-dependent
model does not have a unique solution, the comparison of the
estimations cannot be done with the horizontal and vertical
components directly. A comparison is possible by evaluating
the estimated phase error in line-of-sight, which is the one
that is effectively being used to compensate for the motion
deviations. Thus, the estimated phase errors are evaluated in
near, mid, and far ranges to allow a fair comparison over the
whole data take.

The differences between WPCA and multisquint estimations
are mainly located in the beginning of the data take, as also
noticeable in the interferograms (top of the image). In near and

far ranges, the errors are clearly larger than in midrange. This
is attributed to the range-dependent model. A conclusion about
which of the algorithms performs better is difficult due to the
totally different nature of the algorithms, and further work is
necessary. Nevertheless, we can conclude that WPCA is able to
obtain a performance comparable to multisquint.

V. CONCLUSION

In this paper, an autofocus approach for repeat-pass SAR
interferometry, where the curvature of the residual motion error
of each image is estimated and compensated independently, is
proposed. It involves the use of a new and robust autofocus

Authorized licensed use limited to: Deutsches Zentrum fuer Luft- und Raumfahrt. Downloaded on November 19, 2008 at 08:03 from IEEE Xplore.  Restrictions apply.



DE MACEDO et al.: AUTOFOCUS APPROACH FOR RESIDUAL MOTION ERRORS 3161

algorithm, the WPCA. The proposed approach leads to a better
focused image, correct nominal IRF positioning and phase. As
a consequence, better coherence and interferometric phase free
of residual motion errors can be achieved with nominal coregis-
tration. The WPCA algorithm is able to estimate residual phase
errors with an accuracy under 0.25 rad at L-band, satisfying the
requirements for typical airborne D-InSAR applications. Tests
to evaluate the performance of the WPCA for different test sites
and different radar wavelengths have been executed and are
shown in [36].

As long the residual-motion estimations are converging, the
WPCA algorithm is working properly. Underestimation may
occur if the ARMA filter length is too large (practically, 90-m
length causes no underestimation at all) and/or the processed
synthetic aperture is not large enough as it is the case for
E-SAR data at C- or X-band. Tests in C-band with an aper-
ture of 250 m (0.6-m resolution) have shown some underes-
timation problems, although noticeable mitigation of residual
errors was also observed. Due to the smaller synthetic aperture
of stripmap images at higher frequencies, such as C- and
X-band, the residual motion errors within the synthetic aperture
becomes practically a constant or a linear function. In this case,
WPCA is not sensible enough to estimate residual motion errors
accurately, leading to underestimated results. To overcome this
problem, images at C- or X-band have to be acquired and
processed with very high resolution (≤ 0.2 cm) to allow a larger
synthetic aperture and, therefore, higher motion-acceleration
signal power. For a given sensor, exact evaluation is required,
considering the motion spectrum of the airborne platform.

Repeat-pass interferometry based on WPCA gains in robust-
ness and reliability, since its performance does not deteriorate
with temporal decorrelation. This opens the possibility to per-
form robust airborne D-InSAR for low-coherence and long-
term interferograms at any frequency band. Additionally, no
assumption is needed to be made on the interferometric phase
related to the along-track terrain displacements in order to esti-
mate the motion errors. It is important to note that optimal per-
formance of phase-error-estimation algorithms is achieved only
when using topography- and aperture-dependent MoComp. In
the case of repeat-pass interferometry, this becomes mandatory.

We may say that the multisquint relies on the interferometric
coherence, while WPCA relies on high SCR. Depending on the
scene under consideration and the interferometric application,
one approach can be more appropriate than the other. For the
test site used in this paper, mostly vegetated (L-band, processed
with 0.6-m azimuth resolution), the achieved estimation
accuracy was about three (βφ = 3) times greater than the
theoretical one.

Once the differential interferograms are free of residual
errors, advanced interferometry techniques like permanent scat-
terers or small baseline can be successfully applied [37]–[41].
Further work consists in applying the autofocus approach
(WPCA) for real repeat-pass applications to measure terrain
deformations (D-InSAR) with airborne data.
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