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Abstract—Conventional relevance feedback (RF) schemes improve the performance of 

content-based image retrieval (CBIR) requiring the user to annotate a large number of images. To 

reduce the labeling effort of the user, this paper presents a novel active learning (AL) method to 

drive RF for retrieving remote sensing images from large archives in the framework of Support 

Vector Machine classifier. The proposed AL method is specifically designed for CBIR and defines 

an effective and as small as possible set of relevant and irrelevant images with regard to a general 

query image by jointly evaluating three criteria: i) uncertainty, ii) diversity and iii) density of 

images in the archive. The uncertainty and diversity criteria aim at selecting the most informative 

images in the archive, whereas the density criterion goal is to choose the images that are 

representative of the underlying distribution of data in the archive. The proposed AL method 

assesses jointly the three criteria based on two successive steps. In the first step the most uncertain 

(i.e., ambiguous) images are selected from the archive on the basis of margin sampling strategy. In 

the second step the images that are both diverse (i.e., distant) to each other and associated to high 

density regions of the image feature space in the archive are chosen from the most uncertain 

images. This step is achieved by a novel clustering based strategy. The proposed AL method for 

driving the RF contributes to mitigate problems of unbalanced and biased set of relevant and 
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irrelevant images. Experimental results show the effectiveness of the proposed AL method. 

Index Terms – active learning, content based image retrieval, relevance feedback, remote 

sensing.

I. INTRODUCTION 

With the development of satellite technology large-volume remote sensing (RS) images (i.e., 

millions of single-date as well as time-series of Earth observation scenes) becomes available. 

Accordingly, one of the most challenging and emerging applications in RS is the efficient and 

precise retrieval of RS images from such archives according to the users' needs. Conventional 

remote sensing image retrieval systems often rely on keywords/tags in terms of sensor type, 

geographical location and data acquisition time of images stored in the archives. The performance 

of tag matching based retrieval approaches highly depends on the availability and the quality of 

manual tags. However, in practice keywords/tags are expensive to obtain and often ambiguous. 

Due to these drawbacks, recent studies have shown that the content of the RS data is more relevant 

than manual tags. Accordingly, content-based image retrieval (CBIR) has attracted increasing 

attentions in the RS community particularly for its potential practical applications to RS image 

management. This will become particularly important in the next years when the number of 

acquired images will dramatically increase. Any CBIR system essentially consists of (at least) two 

modules [1],[2]: i) a feature extraction module that derives a set of features for characterizing and 

describing images, and ii) a retrieval module that searches and retrieves images similar to the 

query image. Querying image contents from large RS data archives depends on the capability and 

effectiveness of the feature extraction techniques in describing and representing the images. In the 

RS literature, several primitive (i.e., low-level) features have been presented for retrieval purposes, 

such as: intensity features [5]; color features [6],[7]; shape features[8]-[10], texture features [10]- 
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[16]; and local invariant features [17]. However, the low-level features from an image have very 

limited capability in representing and analyzing the high-level concept conveyed by RS images 

(i.e., the semantic content of RS images). This issue is known as semantic gap occurred between 

the low-level features and high-level semantic content, and leads to poor CBIR performance. 

Consequently, the semantic gap is the crucial challenge in CBIR applications.  

In order to confine the semantic gap, relevance feedback (RF) schemes have been designed 

to iteratively improve the performance of CBIR by taking user’s (i.e., an oracle who knows the 

correct labeling of all images) feedback into account [3], [4]. At each iteration, the user’s feedback 

is used to provide relevant and irrelevant images to the query image that are positive and negative 

feedback samples, respectively. RF can be considered as a binary-classification problem: one class 

includes relevant images, and the other one consists of the irrelevant ones. Then, any supervised 

classification method can be used in the context of CBIR by training the classifier with the already 

annotated images of two-classes [3], [4]. Accordingly, during RF, the search strategy is refined 

iteration by iteration by improving the classification model with the recently annotated images. As 

mentioned above, user involvement is required at each RF iteration for annotating images. 

However, labeling images as relevant or irrelevant is time consuming and thus costly. 

Accordingly, despite the retrieval success of RF, the conventional RF schemes are not practical 

and efficient in real applications, especially when huge archives of remote sensing images are 

considered.  

An effective approach to reduce the annotation effort in RF is active learning (AL) that aims 

at finding the most informative images in the archive that, when annotated and included in the set 

of relevant and irrelevant images (i.e., the training set) can significantly improve the retrieval 

performance [10]. Moreover, selecting the most informative images results in: i) a smaller number 

of RF iterations to optimize the CBIR, and ii) a reduced annotation time due to the optimization of 

the training set with a minimum number of highly informative images. In the RS community most 
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of the previous studies in AL have been developed in the context of classification problems for 

land-cover maps generation (see [18] for comprehensive review on the most relevant techniques). 

In particular the unlabeled samples that are highly uncertain and diverse to each other are usually 

selected as informative samples to be labeled and included in the training set for the classification 

of RS [18]. The uncertainty of a sample is related to the confidence of the supervised algorithm in 

correctly classifying it, whereas the diversity among samples is associated to their correlation in 

the feature space (i.e., samples that are as distant as possible to each other are the most diverse 

samples).  

From the AL perspective the CBIR problem is more complex than the standard classification 

problem due to the fact that: i) in general the class of irrelevant images (which is dynamically 

driven on the basis of the specific query image given as input to the classifier) is much larger than 

the class of relevant images because the irrelevant class consists of the huge number of images that 

in a real archive are irrelevant to the query image, ii) the classifier is trained with a largely 

incomplete number of annotated images (training set) due to the absence of many irrelevant image 

categories (those that existing in the archive) within the training set and iii) in real large-scale RS 

archives the total number of images is usually very large. All the above-mentioned reasons result 

in strongly imbalanced and biased training sets. As a result, the boundary between two classes is 

initially unstable and inaccurate, and thus it does not allow a reliable modeling of the problem. 

Accordingly, AL methods defined for classification problems that only assess uncertainty and 

diversity of samples are not efficient for CBIR problems.  

AL has been marginally considered in the framework of CBIR problems in the RS 

community. At the best of our knowledge only one AL method is presented [10], which is 

developed in the context of Support Vector Machine (SVM) classifier and inspired from AL 

methods used for classification problems [21]. In this method the uncertainty and diversity criteria 

have been applied in two consecutive steps. In the first step the most uncertain images are selected 
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from the archive. To this end, the unlabeled images closest to the current separating hyperplane 

(those that are the most uncertain) are initially selected by margin sampling (MS) [19],[20]. In the 

second step, the images that are diverse to each other among the uncertain ones are chosen on the 

basis of the distances estimated between them. An important shortcoming of the method presented 

in [10] is that it does not evaluate the representativeness of images in terms of their density in the 

archive. However, images that fall into the high density regions of the image feature (descriptor) 

space are crucial for CBIR problems particularly when a small number of initially annotated 

images is available. This is due to the fact that they are statistically very representative of the 

underlying image distribution in the archive. Therefore, the retrieval results on them affect much 

more the overall retrieval accuracy than the results obtained on images within low density regions. 

To overcome the above-mentioned critical issues, in this paper we propose a CBIR approach 

that include a novel triple criteria AL (TCAL) method to drive RF in CBIR. For the selection of 

the most informative as well as representative unlabeled images of images to be annotated, the 

proposed TCAL method jointly evaluates three criteria: i) relevancy, ii) diversity and iii) density of 

images in the archive. In order to assess the above-mentioned three criteria, the proposed TCAL 

method exploits a two-step procedure defined in the framework of the SVM classifier. In the first 

step, the most uncertain (i.e., ambiguous) images are selected by the well-known MS strategy [10], 

whereas in the second step the diverse images among the most uncertain ones are selected from the 

highest density regions of image feature space. The latter step is achieved by a novel clustering 

based strategy that evaluates the density and diversity of unlabeled images in the image feature 

space to drive the selection of images to be annotated.  

The novelties of the proposed AL method for RF in CBIR consist in: 1) the design and 

development of a strategy to jointly evaluate the three criteria (i.e., relevancy, diversity and 

density) for the selection of most informative and representative images in the context of CBIR 

problems; 2) the use of the prior term of the distributions based on the density of unlabeled images 



7 

in the image feature space to assess the representativeness of images and thus to identify images to 

annotate. Thanks to the joint use of three criteria and to the use of the density of images in the 

image feature space, the proposed TCAL method can effectively avoid various problems caused 

by insufficient number of annotated samples in RF, and thus is appropriate and effective for RS 

image retrieval. Moreover, we introduce the use of histogram intersection (HI) kernel in the RS 

community in the framework of the proposed CBIR approach as a similarity measure of image 

features in the kernel space. Note that in recent years the HI kernel has gained an increasing 

interest for image retrieval problems in the computer-vision communities [25], [26], [27], whereas 

its use in RS has not been explored yet. Experiments carried out on an archive of aerial images 

demonstrate the effectiveness of the proposed method.  

The remaining part of this paper is organized as follows. Section II introduces the proposed 

AL method. Section III describes the considered data archive and the design of CBIR system, 

whereas Section IV illustrates the experimental results. Finally, Section V draws the conclusion of 

this work. 

II. PROPOSED METHOD 

A. Problem Formulation 

Let us consider an archive   made up a very large number of R remote sensing images 

 1 2, ,..., RX X X , where iX  is the i-th image defined as  1 2, ,..., L

i i ix x x , 1,...,i R= . 
l

ix , 1,...,l L= , 

is the l-th feature characterizing the content of the i-th image in   and L is the total number of 

features. Let  1 2, ,..., L

q q q qx x x=X  be a query image that can be selected by the user from the 

archive   (i.e., q X ) or outside the archive   (i.e., q X ). A general CBIR system with RF 

driven by AL consists of three modules: 1) primitive (low-level) feature extraction module that is 

applied to both query image and all images in the archive; 2) initial training set definition module 

that builds an initial training set T with a small number relevant and irrelevant images with respect 
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to query; and 3) RF driven by an AL module that enriches the training set T defined by the 

previous module, and returns the set   of images from the archive  . Fig. 1 shows the general 

block scheme of the CBIR with RF driven by AL. In this paper, we mainly focus on the RF driven 

by AL module (see Fig. 2) which is a crucial part for the success of the CBIR system. Then we 

briefly address the feature extraction module and the important choices adopted for assessing the 

similarities of image features in the proposed system. 

AL iteratively expands the size of an initial labeled training set T selecting the most 

informative images from the archive   for their annotation. At each RF iteration, the most 

informative unlabeled images for a given classifier are: i) selected based on an AL function, ii) 

annotated by a supervisor (i.e., an oracle) and iii) added to the current training set T. Finally, the 

supervised classifier is retrained with the images moved from   to T. It is worth nothing that the 

initial training set T requires few annotated images for the first training of the classifier and then is 

enriched iteratively by including the most informative images selected from  . At each iteration, 

after the classifier is trained, the retrieval of the images under investigation is carried out. These 

processes are repeated until the user is satisfied with retrieval results. The general flowchart of the 

AL based RF approach is given in Fig. 2. The selection of the most informative samples from   

to be included in the training set T on the basis of AL offers two main advantages: i) the 

annotation cost is reduced due to the avoidance of redundant images; and ii) an accurate retrieval 

accuracy can be obtained due to the improved class models estimated on a high quality training set 

on the basis of the classification rule used from the considered classifier (images to be annotated 

are selected from the classifier as the most informative for its classification rule). Of course the 

success of the RF strongly depends on the capability of the specific AL method considered to 

select the most informative and representative images to be annotated in order to limit as much as 

possible the effort of the user for reaching the final relevant result. 
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Fig. 1. The general architecture of a CBIR system with RF driven by AL 
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Fig. 2. General flowchart of RF driven by AL. 
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B. Proposed Triple Criteria Active Learning Method 

We propose a novel triple criteria AL (TCAL) method to expand the initial training set during RF 

rounds in CBIR applications. The aims of the proposed AL method are as follows: i) to achieve a 

training set of annotated relevant and irrelevant images with respect to the query image as small as 

possible within a low number of RF iterations; and ii) to retrieve the images similar to the query 

image with high accuracy. The proposed TCAL method is defined in the context of binary Support 

Vector Machine (SVM) classification and selects a batch 
1 2={ , ,..., }hS X X X  of h images at each 

RF iteration that are i) uncertain (i.e., ambiguous), ii) as more diverse as possible to each other, 

and iii) located in the highest density regions of image feature space. The uncertainty of images is 

assessed according to the MS strategy, whereas diversity and density of image are evaluated by a 

novel clustering based strategy. At each iteration, the proposed AL method jointly evaluates the 

above-mentioned three criteria by a strategy that is based on two consecutive steps to select the 

batch S  of images. In the first step, the m h  most uncertain images are selected according to the 

standard MS technique from  . In the second step the most diverse h images among these m 

uncertain (i.e., ambiguous) images are chosen from highest density regions of the feature space  

 

Fig. 3. Block diagram of the proposed AL method  
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( 1m h  ). Fig. 3 shows the general block scheme of the proposed AL method. The first step is 

devoted to select unannotated images that have maximum uncertainty on their correct target 

classes according to the binary SVM classification properties. The basic idea behind this concept is 

that images, which have the lowest probability to be accurately classified by the considered 

classifier, are the most beneficial to be included in the training set for separating the two categories 

of relevant and irrelevant images in an optimal way. For SVM classification the images closest to 

the separating hyperplane (which is the discriminant function) have low confidence to be correctly 

classified. One of the most popular AL method in the context of SVM classification is MS, which 

selects the unlabeled samples closest to the separating hyperplane, as they are the samples 

considered with the lowest confidence (i.e., those that have the maximal uncertainty on the true 

information class). Accordingly, we considered this approach to select the most uncertain images 

in the first step due to its simplicity and effectiveness and possible fast implementation. To this 

end, initially a binary SVM is trained using the existing set of relevant and irrelevant images. 

Then, the functional distances of the unannotated images to the current SVM hyperplane are 

estimated. The set of m images  uncertain

1 2, ,..., mS = X X X  (where  1 2, ,..., L

i i i ix x x=X  is the i-th 

uncertain image described by L primitive features) closest to the corresponding separating 

hyperplane are selected. It is worth noting that the selection of the value of m is important for the 

effectiveness of the proposed AL method. Fixing m as a very high value may result in the selection 

of images with a low degree of certainty, whereas defining very small m values may cause 

neglecting highly uncertain images. Thus m should be defined carefully and according to previous 

studies carried out in the AL literature [18] we define it as m = 4h . 

The second step is devoted to select h images from the set uncertainS  of the most uncertain images 

that are diverse to each other, taking into account sample density in the archive image feature 

space. Selecting the uncertain images from high density regions of the image feature space is 

crucial in the proposed TCAL method. This is due to the fact that, under the reasonable 
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assumption that images in the same region of the image feature space have similar target 

categories, the selection of images to be annotated from high density regions is an effective 

strategy for minimizing the overall retrieval error. This choice aims to reduce errors in regions of 

the image feature space where we have many uncertain unlabeled images that can strongly affect 

the overall retrieval accuracy.  

To analyze the density and diversity of uncertain images, in this step we propose a novel 

clustering-based approach. The use of clustering is due to the fact that it is an effective way to 

evaluate the diversity and density of images, since 1) unlabeled uncertain images from different 

clusters are implicitly sparse in the feature space, thus they can be considered as diverse images, 

and 2) density of each cluster can give information on the density of the images in the associated 

region of the image feature space. Although any clustering technique can be exploited, here we 

select the kernel k-means clustering technique, since 1) it operates in the kernel space where the 

SVM separating hyperplane is defined, and 2) it is proven to be more effective to identify non-

linearly separable clusters in the case of non-linearly separable data than conventional clustering 

(e.g., k-means) techniques [22], [23]. Accordingly, the kernel k-means clustering is initially 

applied to the set  uncertain

1 2, ,..., mS = X X X  of uncertain images, and these images are divided into 

k=h clusters (
1 2, ,... hC C C ) in the kernel space. Then the density 

i

Density
X  associated with each 

image ,  1,2,...,i i m=X  in the kernel space is estimated by computing the average distance 

between 
iX  and all the other images located in the same cluster. Let us assume that the image 

iX  

falls within the cluster , 1,2,...,vC v k= . Then, the density 
i

Density
X  of 

i
X  is estimated as:  

( ) ( )
  

2
21 1
( , ( ))  = ( )  

i

j v j v

Density

i j i j

C Cv v

D
C C

   
   

= − 
X X

X X X X X                                           (1)  

where vC  is the total number of samples in 
vC , 2(.,.)D  is the Euclidean distance between two 

images in the image feature space, and ( )   is a nonlinear mapping function from the original 
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image feature space to a higher dimensional space. The distance in the higher dimensional image 

feature space can be estimated by using only the kernel function ( , )K    (see the next sub-section 

for the details on the considered kernel function in this paper) without considering the direct 

knowledge of the mapping function ( )  , i.e., : 

( ) ( ) ( ) ( )
2

( ) , 2 , ,i j i i i j j jK K K − = − +X X X X X X X X                                                                      (2) 

Then, the sample that is the most representative of the underlying image distribution within the 

considered cluster is selected. Accordingly, after estimating the density of images in 
vC , the image 

vX  that is associated with the portion of the image feature space with the highest density (i.e., the 

smallest average distance) in the cluster 
vC  is selected as the most representative image, i.e., 

 arg max  
j

j v

Density

v
C 

=
X

X X                                                                                                                    (3)       

A set  1 2, ,..., , uncertain

hS S S= X X X of h samples are selected from the h clusters (one for each 

cluster). Due to selection of one sample from each cluster, the diversity of images extracted at each 

iteration is achieved. At the end of this task a new training set with annotated images is obtained as 

T T S= . It is worth noting that the joint use of the three criteria results in the selection of 

informative (as a result of uncertainty and diversity criteria) and representative (as a result of 

density criterion) images to annotate. The steps of AL are iterated until either the desired number 

of images is annotated or the retrieval accuracy satisfies user’s requirements.  

C. RS Image Feature Extraction and Classification in the Context of CBIR  

We model RS images by exploiting a bag-of-visual-words (BOVW) representation of the local 

invariant features extracted by the scale invariant feature transform (SIFT). The SIFT is a 

translation, rotation and scale invariant image feature extraction technique and has recently been 

found very effective and robust in the context of RS image retrieval [17]. The SIFT results in 
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various local interest points within an image and their descriptors (i.e., SIFT descriptors) that 

characterize portions of images around the interest points. In order to summarize the SIFT 

descriptors by the bag-of-visual-words representation (that is generally considered for the local 

image descriptors), we apply kernel k-means clustering to a subset of randomly selected SIFT 

descriptors. This process results in a code-book. Then, the descriptors extracted from each image 

are quantized by assigning the label of the closest cluster [17]. Accordingly, the final 

representation of an image is the histogram (i.e., frequency) of the codebook entries (known as 

code-words) in the image [17]. Note that the histogram-based image representation is very popular 

for the bag-of-visual-words approaches that result to be the state-of-the-art in many image retrieval 

problems outside remote sensing. 

In order to assess the similarities of the BOVW representations (histogram-based features) of 

the images in the kernel space we introduce in RS the use of histogram intersection (HI) kernel. 

Note that the similarity is used in both the SVM classification and the proposed AL method. To 

measure the similarities between the images  1 2, ,..., L

i i i ix x x=X  and  1 2, ,..., L

j j j jx x x=X , the HI 

kernel is defined as: 

( ) ( )
1

, min ,
L

l l

i j i j

l

K x x
=

=X X                                                                                                                                  (4) 

where each component , 1,2,...,l

i ix l L =X  and , 1,2,...,l

j jx l L =X  denotes a histogram feature. 

Note that the HI kernel is a positive definite parameter-free kernel for non-negative features (see 

[25]) and it has been recently found very effective in various computer-vision tasks (where 

histograms are popular representations of images) such as content-based image retrieval [25],[26], 

[27].  
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III. DATA SET DESCRIPTION AND SET UP OF THE SYSTEM 

In order to assess the effectiveness of the proposed AL method we carried out several experiments 

on an archive that consists of images characterizing 21 categories (i.e., classes) selected from 

aerial orthoimagery [17]. Each category includes 100 images that were downloaded from the 

USGS National Map of the following US regions: Birmingham, Boston, Buffalo, Columbus, 

Dallas, Harrisburg, Houston, Jacksonville, Las Vegas, Los Angeles, Miami, Napa, New York, 

Reno, San Diego, Santa Barbara, Seattle, Tampa, Tucson, and Ventura. Each image in the archive 

is a section of 256×256 pixels with a spatial resolution of 30 cm, and belong to one of the 

following 21 classes: agriculture, airplane, baseball diamond, beach, buildings, chaparral, dense 

residential, forest, freeway, golf course, harbor, intersection, medium density residential, mobile 

home park, overpass, parking lot, river, runway, sparse residential, storage tanks, and tennis 

courts. Fig. 4 shows example of two images for each category. For the further detailed information 

on the archive, we refer to the reader to [17]. Note that this archive is a benchmark and thus we 

know that we have 21 categories and all the images are already annotated. However, we use this 

archive simulating a real scenario where we do not know anything in the initial phase on the 

archive and we just use an image query for searching similar images also without identifying a 

specific category. This is an important observation that should be understood in order to avoid 

confusion between the addressed CBIR problem and standard supervised classification for the 

production of thematic maps. Another important point to emphasize is that for obvious reasons the 

benchmark is composed of a moderate number of images since for performance assessments we 

need annotations. In real applications the search is expected to be applied to much larger archives.  

In the experiments, in order to obtain the BOVW representations of images (which 

summarizes the SIFT descriptors), kernel k-means clustering was applied to 100000 randomly 

selected SIFT descriptors by selecting k=150. Then, the SIFT descriptors are quantized by 

assigning the label of the closest cluster. The images downloaded from the National Map are in the 
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red-green-blue (RGB) color space. In order to use SIFT a coherent way with [17], each image is 

converted to grayscale. In the experiments, L2 normalized SIFT histogram features have been 

used, i.e., the components are normalized so that the feature vectors have length one.  

      
Agriculture Airplanes Baseball diamond 

      
Beach Buildings Chaparral 

      
Dense residential Forest Freeway 

      
Golf course Harbor Intersection 

      
Medium density residential Mobile home park Overpass 

      
Parking lot River Runway 

      
Sparse residential Storage tanks Tennis courts 

 

Fig. 4. Example of two images for each category in the considered archive. 
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In the experiments, the value of the regularization parameter C of SVM was obtained by a 

five-fold cross validation implicitly done on the annotated images at each AL iteration. We carried 

out many different experiments. In the paper, for space constraints we report and discuss in detail 

the cases in which the initial query image is selected from the categories of: i) forest; and ii) 

agriculture. Then, in order to give a general overview of the performance of the proposed method 

we provide a summary of the results obtained by extracting the query image from all the 21 

different categories present in the archive. All experimental outcomes are referred to the average 

results obtained in 30 trials according to thirty randomly selected initial query images from each 

category. To define the initial training set two relevant and three irrelevant images are randomly 

selected by the user. This choice results in a poor and imbalanced initial set of annotated images 

(i.e., initial training set) due to i) the small number of images used, and ii) the absence of images of 

many categories. 

We compared the proposed method with i) the random sampling (denoted as random) that 

selects the samples randomly at each RF iteration, and ii) a double criteria AL (DCAL) method 

that considers the uncertainty and diversity criteria [10] which was previously used for CBIR 

problems in RS and thus is the most suitable reference for the proposed method. In the DCAL 

method, the uncertainty of images is evaluated by the MS strategy similarly to the proposed TCAL 

method. However, the diversity of images is assessed by simply estimating the distances of the 

most uncertain images in the image feature space and selecting the images that are most distant to 

each other. Moreover, we also compared the results of the proposed method that are obtained using 

the HI kernel with those obtained with the Radial Basis Function (RBF) kernel in order to evaluate 

the effectiveness of the HI kernel for the considered CBIR problems.  

We carried out the experiments by adding h=5 samples at each iteration of AL and fixing the 

value of m (which is the number of images selected at the first step of the TCAL and DCAL 

methods) as 20 (i.e., 4h). We would like to point out the importance of the choice of the h value in 
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the design of the CBIR system to drive RF, as it affects the number of iterations necessary to reach 

convergence and thus both the performance and the cost of the retrieval system. In general, 

considering that time consuming image labeling is required at each AL iteration, the selection of 

high values for h may require high annotation time. Thus, it is much more effective to adopt small 

values for h and to carry out the required number of iterations for annotations until the user reach 

the desired retrieval performance. 

According to the studied CBIR literature, results of each method are provided as: 1) learning 

rate graphs (which show the average precision on 30 trials versus the number of RF iteration), 2) 

standard deviation of precisions obtained on 30 trials; and 3) average precision-recall graphs where 

precision is plotted as a function of recall (which are obtained when the number of RF iterations is 

fixed). Precision is the fraction of retrieved images that are relevant (i.e., it measures ability to 

retrieve top-ranked images that are mostly relevant), and is obtained as the ratio between the 

number of relevant images retrieved and the number of all retrieved images. In the experiments, 

the most relevant 20 images are retrieved and the precision performance is evaluated on the top-20 

retrieved images. Recall is the fraction of relevant images that are retrieved (i.e., it assesses the 

ability of the retrieval system to find all of the relevant images in the archive) and is obtained as 

the ratio between the number of relevant images that are retrieved and the number of all relevant 

images in the archive [24]. Note that for CBIR problems, precision-recall graphs are very useful in 

order to evaluate the retrieval performance on the top-ranked images (which is very common from 

a user point of view), as they assess retrieval performance at each point of ranking [24]. 

IV. EXPERIMENTAL RESULTS 

A. Analysis of the Effect of Histogram Intersection Kernel in CBIR  

In the first set of trials, we analyze the effectiveness of the HI and RBF kernels in the framework 

of the considered CBIR problem. Fig. 5 shows the average precision versus the number of RF 

iteration obtained when the SVM classification and the proposed TCAL are implemented by 
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considering the HI and the RBF kernels for the retrieval of forest and agriculture images. Note that 

in the experiments the spread of the RBF kernel parameter is chosen performing a grid-search 

model selection, whereas the HI kernel has the advantage to be parameter free. By analyzing the 

figure, one can observe that HI kernel is much more effective than the RBF kernel for both 

categories. In other words, the results obtained using HI kernel achieves the highest precision at all 

the RF iterations. For example, the use of HI kernel yields a precision of 81.16% at the first RF 

iteration, whereas that of RBF kernel provides only 72% at the same RF round for the forest 

category (see Fig. 5a). Note that the differences on the precisions at the same RF round are very 

high at all RF rounds. These results clearly show the effectiveness of the HI kernel for comparing 

histogram-features in CBIR problems. On the basis of these results in the next of the paper we 

only report the performance provided by the proposed approach with the use of the HI kernel. 

  
(a) (b) 

Fig. 5. Average precision versus number of RF iterations obtained by the proposed TCAL method 

when the HI and the RBF kernels are used for the retrieval of (a) forest and (b) agriculture images 

(when the top-20 images are retrieved). 

 

B. Retrieval of Forest Images 

In the second set of trials, we assess the effectiveness of the proposed TCAL technique in the 

retrieval of forest images. At first, in order to show the effectiveness of our choice on the selection 

of m (the number of uncertain samples that are being clustered) we carried out an analysis of the 

performances of TCAL and DCAL techniques varying its value as m=20, 50, 100. Fig. 6 shows the 
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precision versus the number of relevant feedback iteration obtained by the proposed TCAL. From 

the figure one can observe that small m values result in higher precision compared to that obtained 

selecting higher m values. This is particularly true at the later AL iterations. Note that at the initial 

iterations the results obtained with different m values are similar. This is due to the fact that at the 

initial iterations all the included images may significantly improve the performance since the set of 

annotated images is poor. However, at the later iterations it is important to select the most 

ambiguous ones and then assess the diversity and density on the selected images. Another 

interesting observation is that when using small m values, convergence is achieved with less 

annotated images than when using large values. Note that a similar behavior is also obtained by 

the DCAL method (we do not report the results for space constraints). On the basis of this 

analysis, we present the results obtained when m=20 in the rest of the paper both for the TCAL 

and DCAL methods.  

 

Fig. 6. Forest image retrieval: average precision versus number of RF iterations obtained by the 

proposed TCAL method, varying the value of m when the top-20 images are retrieved. 

 

Fig. 7.a shows the behavior of the average (on 30 trials) precision versus the number of 

annotated images obtained when the top-20 images from archive are retrieved. In the figure, we 

compare the effectiveness of the proposed TCAL method with those of the random sampling and 

of the DCAL method presented in [10]. From the figure, one can see that the proposed TCAL 



21 

method leads to the highest precision at most of the RF iterations and significantly outperforms 

both the DCAL and the random sampling. Only at early iterations the TCAL provides similar 

precision to the DCAL, whereas it considerably increases the retrieval performance at the later 

iterations. As an example, the proposed TCAL achieves an average precision improvement of 7% 

over the DCAL and of 16% with respect to random sampling after the 5-th RF round when the 

number of total annotated images is 31 (see Fig. 7a). Both the TCAL and the DCAL methods 

achieve higher accuracies than the random sampling. Moreover, the TCAL method provides the 

same precision achieved by the DCAL with a smaller number of annotated images. For example, 

the TCAL method obtains a precision of 88.66% with 21 annotated images (i.e., at the 3-rd RF 

round), whereas the DCAL reaches similar precision with around 41 annotated images (i.e., at the 

7-th RF round) (see Fig. 7a). These results show that selecting both uncertain and diverse 

unannotated images in the high density regions of the image feature space is very important since 

they are statistically very representative of the underlying image distribution and can significantly 

reduce the number of annotation required to achieve a given accuracy. Fig. 7.b shows the behavior 

of the precision-recall graphs obtained by the proposed TCAL and the DCAL methods after the 8-

th RF iteration (i.e., annotated images is 46). By analyzing the figure one can see that the precision 

to recall ratio is improved by the TCAL with respect to DCAL method. In other words, the TCAL 

method always performs better than DCAL. Table 1 reports the mean and standard deviation of 

precision obtained on thirty trials versus different RF iteration numbers (and thus different training 

data size) for the TCAL, the DCAL and the random sampling. From the table we can observe that 

the precision obtained with the proposed TCAL are generally both higher and more stable (i.e., 

with lower standard deviation over the thirty trials) than those yielded by the DCAL and the 

random sampling. All these results point out the robustness and effectiveness of the proposed 

TCAL method to biased and imbalanced initial training sets in the archive. 
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(a) (b) 

Fig. 7. Forest image retrieval: (a) average precision versus number of RF iterations obtained by the 

TCAL, the DCAL and the Random sampling when the top-20 images are retrieved, and (b) 

average precision versus recall graphs obtained by the proposed TCAL and the DCAL methods 

obtained after the 8-th RF iteration (when 46 images are annotated). 

 

Table 1. Average and Standard Deviation (Std) of precisions obtained on 30 trials when top-20 

images are retrieved at the 5-th, 8-th and 10-th RF rounds of the TCAL, the DCAL and the random 

sampling (Random).  

 

Method 

RF Iteration #5 RF Iteration #8 RF Iteration #10 

Precision Precision Precision 

Average Std Average Std Average Std 

TCAL 95.66% 4 96.66% 4 97.33% 2 

DCAL 88.33% 9 91.50% 9 92.83% 9 

Random 79.66% 21 82.83% 20 85.66% 18 

 

Fig. 8 (which is related to one of the trials) shows a query image (see Fig. 8a) and the 

corresponding retrieved images obtained by the proposed TCAL and the DCAL methods when the 

number of annotated images is 51 (i.e., at the 9-th RF round). In the figure, the retrieval order of 

each image is reported. From the results one can see that most of the images retrieved by the 

proposed TCAL method belong to the forest category (see Fig. 8b) and are very similar to the 

query image. The 35-th retrieved image is belonging to river category in the archive; however it 

partially contains the forest class too. In this case the precision is 95%. On the contrary, the DCAL 

method returns irrelevant images also in the initial retrieval orders and provides a precision of 

85%. For example, in Fig. 8 the 20-th retrieved image by the proposed TCAL is found relevant to 
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the query image (i.e., from the forest category), whereas the image retrieved at the same order by 

the DCAL method is irrelevant to the query image (i.e., from golf course). We also analyze the 

average precision-recall graphs obtained by fixing the number of AL iteration (and thus the 

number of annotated images). As we can see from the results, compared with the state-of-the-art 

DCAL method [10], our technique can effectively avoid problems caused by insufficient number 

of annotated samples in RF and thus is more effective for RS image retrieval. 

 

 
(a) 

    
1st 10th 15th 20th 

    
25th 30th 35th 40th 

(b) 

    
1st 10th 15th 20th 

    
25th 30th 35th 40th 

(c) 

 

Fig. 8. Forest image retrieval: (a) query image; (b) example of retrieved images by the proposed 

TCAL (for which the retrieval accuracy is 95%); (c) example of retrieved images by the DCAL 

(for which the retrieval accuracy is 85%) in the case of retrieving top-20 images from the archive.  
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C. Retrieval of Agriculture Images 

In the third set of trials, we assess the effectiveness of the proposed TCAL method when query 

images extracted from the agriculture category are considered. Fig. 9a shows the average (on 30 

trials) precision versus the number of RF iteration when the top-20 images are retrieved. In the 

figure, we compare the effectiveness of proposed TCAL method with the random sampling and the 

DCAL [10]. By analyzing the figure, one can observe that the TCAL method again provides 

highest precision at most of the iterations. As an example, the TCAL technique achieves a 

precision of 94.42% at the 1-st RF iteration, whereas the DCAL and the random sampling provide 

precisions of 92.11% and 92.69%, respectively, at the same RF round when the top-20 images are 

retrieved (see Fig. 9a). From another viewpoint, the proposed TCAL method can provide the same 

precision obtained by the DCAL and the random sampling with a smaller number of annotated 

images (i.e., within less RF rounds). It is worth noting that random sampling requires much more 

image annotations to reach a similar accuracy. Fig. 9b shows the precision-recall graphs of the 

proposed TCAL and the DCAL methods obtained after the 1-st RF iteration (and thus the number 

of training samples is 11). From the figure one can again observe that the TCAL method 

outperforms the DCAL technique in terms of precision to recall ratio. Table 2 shows the average 

and standard deviation of precisions obtained on 30 trials versus different RF iteration numbers for 

the TCAL, the DCAL and random sampling. By analyzing the table we can again see that the 

average precision obtained with the proposed TCAL are higher and has a lower standard deviation 

(over the 30 trials) than those yielded by both the DCAL and the random sampling. Note that for 

this category the problem is simpler than for the forest category and thus the difference in results 

among the methods is reduced.  
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(a) (b) 

Fig. 9. Agriculture image retrieval: (a) average precision versus number of RF iterations obtained 

by the TCAL, the DCAL and the Random sampling when the top-20 images are retrieved, and (b) 

average precision versus recall graphs obtained by the proposed TCAL and the DCAL methods 

obtained after the 1-st RF iteration (when the number of training samples is 11). 

 

Table 2. Average and Standard Deviation (Std) of precisions obtained on 30 trials when top-20 

images are retrieved at the 1-st, 2-nd and 5-th RF rounds of the TCAL, the DCAL and the random 

sampling (Random). 

  

Method 

RF Iteration #1 RF Iteration #2 RF Iteration #3 

Precision Precision Precision 

Average Std Average Std Average Std 

TCAL 94.42% 13 96.92% 8 99.23% 2 

DCAL 92.11% 16 95.47% 10 97.88% 6 

Random 92.69% 16 95.76% 12 96.73% 12 

 

Fig. 10 shows a single trial of retrieval results with the corresponding query image (see Fig. 

10a) and images retrieved by the proposed TCAL and the DCAL methods in the case of 21 

annotated images (i.e., at the 3-th RF round). The retrieval order of each image is given below the 

related image. From the results one can see that all the images retrieved by the proposed TCAL 

method belong to the agriculture category (see Fig. 10b) and the precision on the top-20 retrieved 

images is 100%. On the contrary, the images retrieved by the DCAL method are not always related 

to the agriculture class. As an example, the 35-th and 40-th images retrieved by the DCAL method 

are associated with the forest and freeway categories in the archive, respectively (see Fig. 10c).In 

this case, the precision on top-20 retrieved images is 90% with the DCAL method. 



26 

  
(a) 

    
1st 10th 15th 20th 

    
25th 30th 35th 40th 

(b) 

    
1st 10th 15th 20th 

    
25th 30th 35th 40th 

(c) 

 

Fig. 10. Agriculture image retrieval: (a) query image; (b) images retrieved by the proposed TCAL 

(for which the retrieval accuracy is 100%); (c) images retrieved by the DCAL (for which the 

retrieval accuracy is 90%) in the case of retrieving top-20 images from the archive. 

 

D. Retrieval of Images from all Categories 

This subsection summarizes the results obtained by extracting the query images from all 21 

categories. Accordingly, Fig. 11 shows average precisions in the top-20 retrieved results after the 

10-th RF iteration for each category independently from other. The results are obtained randomly 

selecting 30 query images from each category and then averaging the results. As shown in Fig. 11, 
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the performance of the TCAL, the DCAL and the random sampling varies with different 

categories, whereas the proposed TCAL method always results in the highest precision for all the 

categories. In greater details, for difficult categories the average precision obtained by the 

proposed TCAL is much higher than those of the DCAL and random sampling (e.g., categories of 

Baseball diamond (11) and Storage tanks(20)). This clearly shows the ability of the proposed 

method to overcome the problems related difficult categories. For very easy categories, both the 

TCAL and the DCAL can perform well (e.g., categories of Harbor (6), Chaparral (12) and Parking 

lot (18)), whereas the random sampling shows lower performance. In general, compared with 

random sampling and DCAL, the proposed TCAL can perform much better for all of the 21 

categories, indicating clearly the effectiveness of the proposed TCAL method for CBIR problems. 

 

Fig. 11. Average precisions (on 30 trials per category, resulting 630 trials in total) obtained for 

different categories obtained by the TCAL, the DCAL and the Random sampling after the 10-th 

RF round when the top-20 images are retrieved (1:Beach; 2:Agriculture; 3:Buildings; 4:Forest; 

5:River; 6:Harbor; 7:Dense residential; 8:Sparse residential; 9-Freeway; 10: Airplane; 11-Baseball 

diamond;12-Chaparral;13-Golf course;14-Mobile home park;15-Intersection;16-Medium 

residential;17-Overpass;18-Parking lot;19-Runway;20-Storage tanks;21-Tennis court).  

 

Fig. 12 shows the average precision (on 30 trials per category, resulting 630 trials in total) 

versus number of RF iteration when the top-20 images are retrieved. From the figure, one can see 
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that general comments given for the categories of i) forest and ii) agriculture are confirmed for the 

whole archive on the 21 categories. In summary: 1) the TCAL method again results in the highest 

precision at most of the iterations with respect to the DCAL and random sampling; and 2) the 

proposed TCAL method can provide the same precision obtained by the DCAL and the random 

sampling with less RF rounds (i.e., with a smaller number of annotated images).  

 
Fig. 12. Average precisions (on 30 trials per category, resulting 630 trials in total) versus the 

number of RF iterations obtained by the TCAL, the DCAL and the random sampling when the 

top-20 images are retrieved. 

 

V. CONCLUSION 

In this paper we have introduced a novel active learning (AL) method to drive relevance feedback 

in CBIR for the identification of effective images to annotate and to include in the training set. The 

proposed AL method selects both informative and representative unlabeled images to be included 

in the training set at each RF round by the joint evaluation of the uncertainty, diversity and density 

criteria. The uncertainty and diversity criteria aim to select most informative images, whereas the 

density criterion aims to select the most representative images in terms of prior distribution. In the 

proposed AL method the joint assessment of three criteria is accomplished based on a 2 steps 

technique. In the first step the most uncertain (i.e., informative/ambiguous) images are selected by 

using the well-known MS approach. In the second step the most diverse images among the 
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uncertain ones are selected from high density regions in the image feature space. In order to 

identify the highest density regions in the image feature space, a novel clustering based strategy 

has been introduced. The proposed AL method overcomes the limitations of previously presented 

AL methods in CBIR problems, which are due to:1) unbalanced training sets, and 2) biased initial 

training sets. Note that unlabeled images located in the high density regions of the image feature 

space are highly important for CBIR problems particularly when an unbalanced and biased 

training set is available. This is due to the fact that they are statistically very representative of the 

underlying image distribution, and thus the retrieval results on them affect much more the overall 

accuracy of the CBIR than those obtained on images within low density regions. Besides the 

overall system presented, the main novelties of the proposed AL method are: 1) the utilization of 

the prior term of the distributions based on the density of unlabeled images in the image feature 

space for driving the selection of images during RF rounds, and 2) the strategy to jointly evaluate 

the three criteria. Moreover, we introduce the use of histogram intersection kernel for CBIR 

problems (particularly in the context of the SVM classification and the proposed AL method) in 

RS. 

The experimental performances of the proposed system were evaluated on an archive of 

2100 images describing 21 different categories. The results show that the proposed AL method 

provides efficient image retrieval performance requiring less RF iterations and thus with less 

annotation effort compared to previously presented AL methods based on CBIR. We emphasize 

that these are very important advantages, because the main objective of AL in CBIR is to optimize 

the search with a minimum number of annotated images and thus with a minimum cost in 

annotating images.  

It is worth emphasizing that given the growing amount of RS image archives, CBIR is 

becoming more and more important. One of the major challenges in CBIR is the semantic gap 

which can be reduced by RF driven by AL. Accordingly the proposed method is very promising as 
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it provides high retrieval accuracy with a small number of RF rounds. It is worth also nothing that 

the proposed AL method is independent from the considered feature extraction method, and 

therefore can be used with any feature extraction technique presented in the literature.  

As a future development of this work, we plan to extend the validation of the proposed AL 

method to larger data sets and to use the proposed AL technique to drive the RF in image time 

series retrieval problems.  
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