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Abstract—(Please find the final version from IEEE
Transactions on Geoscience and Remote Sensing on
IEEE Xplore. The code has been released on GitHub at
https://github.com/yingutk/u2MDN.) Hyperspectral images
(HSI) provide rich spectral information that has contributed to
the successful performance improvement of numerous computer
vision and remote sensing tasks. However, it can only be achieved
at the expense of images’ spatial resolution. Hyperspectral image
super-resolution (HSI-SR) thus addresses this problem by fusing
low resolution (LR) HSI with multispectral image (MSI)
carrying much higher spatial resolution (HR). Existing HSI-SR
approaches require the LR HSI and HR MSI to be well
registered and the reconstruction accuracy of the HR HSI relies
heavily on the registration accuracy of different modalities. In
this paper, we propose an unregistered and unsupervised mutual
Dirichlet-Net (u2-MDN) to exploit the uncharted problem
domain of HSI-SR without the requirement of multi-modality
registration. The success of this endeavor would largely facilitate
the deployment of HSI-SR since registration requirement is
difficult to satisfy in real-world sensing devices. The novelty of
this work is three-fold. First, to stabilize the fusion procedure of
two unregistered modalities, the network is designed to extract
spatial and spectral information of two modalities with different
dimensions through a shared encoder-decoder structure. Second,
the mutual information (MI) is further adopted to capture the
non-linear statistical dependencies between the representations
from two modalities (carrying spatial information) and their
raw inputs. By maximizing the MI, spatial correlations between
different modalities can be well characterized to further reduce
the spectral distortion. We assume the representations follow
a similar Dirichlet distribution for its inherent sum-to-one
and non-negative properties. Third, a collaborative l2,1 norm
is employed as the reconstruction error instead of the more
common l2 norm to better preserve the spectral information.
Extensive experimental results demonstrate the superior
performance of u2-MDN as compared to the state-of-the-art.

Index Terms—Hyperspectral image, unregistered, super-
resolution, mutual information, unsupervised deep learning

I. INTRODUCTION

Hyperspectral image (HSI) collects hundreds of contiguous
spectral representations of objects, which demonstrates advan-
tages over the conventional multispectral image (MSI) or RGB
image with much less spectral information [1], [2]. Compared
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(a) (b) (c) (d)

Fig. 1. Unregistered hyperspectral image super-resolution.(a) First band of
the 20 degree rotated and cropped LR HSI with 38% information missing.
(b) First band of the HR MSI. (c) First band of the reconstructed HR HSI by
the proposed methods. (d) First band of the reference HR HSI.

to conventional images, the rich spectral information of HSI
can effectively distinguish visually similar objects that actually
consist of different materials. Thus, HSI has been shown to
enhance the performance of a wide range of computer vision
and remote sensing tasks, such as, object recognition and
classification [3]–[5], segmentation [6], tracking [7], environ-
mental monitoring [8], and change detection [9].

During the HSI acquisition process, the finer the spectral
resolution, the smaller the radiation energy that can reach
the sensor for a particular spectral band within a narrow
wavelength range. Thus, the high spectral resolution of HSI
can only be achieved at the cost of its spatial resolution due
to the hardware limitations [10], [11]. On the contrary, we
can obtain conventional MSI or RGB with a much higher
spatial resolution by integrating the radiation energy over
broad spectral bands which inevitably reduces their spectral
resolution significantly [12]. To improve the spatial resolution
of HSI for better application performance, a natural way is
to fuse the high spectral information extracted from HSI with
the high-resolution spatial information extracted from conven-
tional images to yield high resolution images in both spatial
and spectral domains [4], [13]. This procedure is referred to
as hyperspectral image super-resolution (HSI-SR) [11], [12].

HSI-SR can be broadly divided into three categories, tra-
ditional component substitution (CS) [14], [15] and multi-
resolution analysis (MRA) based methods [16], matrix fac-
torization based, and Bayesian-based approaches [4], [17].
Although HSI-SR has been intensively studied, spectral dis-
tortion can be easily introduced during the optimization pro-
cedure of methods from these categories. Recently, there have
been several attempts to address the HSI-SR problem with
deep learning where the mapping function between the LR HSI
and HR HSI is learned using different frameworks [18], [19].
However, the deep learning-based approaches are generally
limited to handle image pairs with large spatial-scale differ-
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ences and the learned mapping function may not be readily
adapted to reconstruct HR HSI possessing different spectral
characteristics or acquired from different sensors.

Despite a plethora of works on HSI-SR, all current ap-
proaches have at least one pre-requisite to solving the problem
of HSI-SR, i.e., the two input modalities (HSI and MSI) must
be well registered, and the quality of the reconstructed HR HSI
relies heavily on the registration accuracy [2], [4], [20]–[22].
According to previous works, there are a few methods that
introduce registration as a pre-step before data fusion [17],
[23], [24]. However, these pre-steps can only handle small-
scale differences, e.g., two pixels/eight pixels offset in LR
HSI/HR MSI [20]. Moreover, even in the registration commu-
nity, HSI and MSI registration is a challenging problem itself
as one pixel in LR HSI may cover hundreds of pixels in the
corresponding HR MSI. The spectral difference is also large
that both the spectral response function (SRF) and multi-band
images have to be taken into consideration during registration
[20], [25]–[28].

In this paper, an unsupervised network structure is proposed,
aiming to solve the HSI-SR problem directly without multi-
modality registration. An example is shown in Fig. 1. We
address the problem based on the assumption that, the pixels
in the overlapped region of HR HSI and HR MSI can be
approximated by a linear combination of the same spectral in-
formation (spectral bases) with the same corresponding spatial
information (representations), which indicates how the spectral
basis is constructed for each pixel. Since LR HSI is the down-
sampled version of the HR HSI, ideally, its representations
should be correlated with that of the HR MSI and HR HSI, i.e.,
they should follow similar patterns and distributions although
possessing different resolutions, as shown in Fig. 2. Therefore,
to reconstruct HR HSI with minimum spectral distortion, the
network is designed to decouple both the LR HSI and HR MSI
into spectral bases and representations, such that their spectral
bases are shared and their representations are correlated with
each other.

(a) (b)

Fig. 2. Learned hidden representations from unregistered (a) low resolution
HSI and (b) high resolution MSI, respectively, as shown in Fig. 1.

The novelty of this work is three-fold. First, to stabilize the
fusion procedure for two unregistered modalities, the network
extracts both the spectral and spatial information of the multi-
modalities through the same encoder-decoder structure, by
projecting the LR HSI onto the same statistical space as
HR MSI, as illustrated in Fig. 3. The representations of the
network are encouraged to follow a Dirichlet distribution
to naturally meet the non-negative and sum-to-one physical
constraints. Second, to prevent spectral distortion, we further

adopt mutual information (MI) to extract optimal and cor-
related representations from multi-modalities. Since the two-
modalities are unregistered, the correlated representations are
learned by maximizing the MI between the representations
and their own inputs during the network optimization. Third, a
collaborative l2,1 norm is employed as the reconstruction error
instead of commonly used l2 loss, so that the network is able
to reconstruct individual pixels as accurately as possible. In
this way, the network preserves the spectral information better.
With the above design, the proposed network is able to work
directly on unregistered images and the spectral distortion of
the reconstructed HR HSI can be largely reduced. The pro-
posed method is referred to as unregistered and unsupervised
mutual Dirichlet Net, or u2-MDN for short.
u2-MDN is an extension of our previous work uSDN [21].

However, uSDN is only effective on general HSI-SR problem
with well-registered LR HSI and HR MSI. Here, we have
made substantial extensions to address the challenges of HSI-
SR with unregistered multi-modalities. To the best of our
knowledge, this is the first effort to solving the HSI-SR prob-
lem directly on unregistered image pairs with unsupervised
deep learning. The major improvements can be summarized
from three perspectives. First, the network structure is different
from that of the uSDN. Instead of adopting two deep learning
networks as in uSDN, the proposed u2-MDN is specifically
designed to extract the representations of multi-modalities
with only one encoder-decoder structure, which largely sta-
bilizes the information extraction and fusion procedure given
the unregistered multi-modalities. Second, uSDN minimizes
spectral distortion of the reconstructed HR HSI by reducing
the angular difference of the representations from multiple
modalities, which fails to deal with unregistered cases, while
the proposed u2-MDN is able to handle both well-registered
and unregistered cases by extracting correlated representations
with mutual information through the mutual discriminative
network. Third, instead of commonly used l2 loss adopted
by uSDN, the collaborative l2,1 norm is introduced in the
proposed u2-MDN to better preserve the spectral information.

II. RELATED WORK

A. Hyperspectral Image Super-Resolution
The problem of HSI-SR originates from multispectral im-

age super-resolution (MSI-SR) in the remote sensing field,
where the spatial resolution of MSI is further improved by a
high-resolution panchromatic image (PAN). Traditional widely
utilized MSI-SR methods can be roughly categorized into
two groups: the component substitution (CS) and the multi-
resolution analysis (MRA) based approaches. Generally, CS–
based approaches [14] project the given data onto a predefined
space where the spectral information and spatial information
are separated. Subsequently, the spatial component is substi-
tuted with the one extracted from PAN [15]. Several methods
based on CS have been proposed to address the problem of
hyper-sharpening and achieved promising results with different
criteria [29]–[31]. MRA-based approaches achieve the spatial
details by first applying a spatial filter to the HR images. Then
the spatial details are injected into the LR HSI [16], [17], [32]–
[34]. Although these traditional pan-sharpening approaches
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can be extended to solve the HSI-SR problem, they usually
suffer from severe spectral distortions [11], [17], [35].

Recent approaches consist of Bayesian-based and matrix
factorization-based methods [4], [17]. Bayesian approaches
estimate the posterior distribution of the HR HSI given LR
HSI and HR MSI. The unique framework of Bayesian offers a
convenient way to regularize the solution space of HR HSI by
employing a proper prior distribution such as Gaussian. Differ-
ent methods vary according to the different prior distributions
adopted. Wei et al. proposed a Bayesian Naive method [36]
based on the assumption that the representation coefficients
of HR HSI follow a Gaussian distribution. However, this
assumption does not always hold especially when the ground
truth HR HSI contains complex textures. Instead of using
Gaussian prior, dictionary-based approaches solve the problem
under the assumption that HR HSI is a linear combination
of properly chosen over-complete dictionary and sparse co-
efficients [37]. Simoes et al. proposed HySure [38], which
takes into account both the spatial and spectral characteristics
of the given data. This approach solves the problem through
vector-based total variation regularization. Akhtar et al. [11]
introduced a non-parametric Bayesian strategy to solve the
HSI-SR problem. The method first learns a spectral dictionary
from LR HSI under the Bayesian framework. Then it estimates
the spatial coefficients of the HR MSI by Bayesian sparse
coding. Eventually, the HR HSI is generated by combining
the spatial dictionary with the spatial coefficients. However,
the spectral information extracted from LR HSI may not be
the optimal spectral bases for MSI, since MSI is not utilized
during the optimization procedure.

Matrix factorization-based approaches have been actively
studied recently [10], [12], [39], [40], with Kawakami et
al. [10] being the first that introduced matrix factorization to
solve the HSI-SR problem. The method learns a spectral basis
from LR HSI and then uses this basis to extract sparse coef-
ficients from HR MSI with non-negative constraints. Similar
to Bayesian-based approaches, the HR HSI is generated by
linearly combining the estimated bases with the coefficients.
Yokoya et al. [39] decomposed both the LR HSI and HR
MSI alternatively to achieve the optimal non-negative bases
and coefficients that are used to generate HR HSI. Wycoff
et al. [41] solved the problem with alternating direction
method of multipliers (ADMM). Lanaras et al. [12] further
improved the fusion results by introducing a sparse constraint.
However, most methods [12], [39], [41] are based on the
same assumption that the down-sampling function between
the spatial coefficients of HR HSI and LR HSI is known
beforehand. In practice, this assumption is not always true
due to the complex environmental conditions.

Most of these approaches focus on the spectral
characteristics of the HSI, where the spectral information of
the HSI is extracted while the spatial relationship between
pixels is untouched. Recently, there have been a few
approaches proposed to address the HSI-SR problem based
on tensor decomposition [42]–[45], which explored both the
spectral and spatial correlations of the HSI by learning a core
tensor and the dictionaries along three dimensions, i.e., the
spectral dimension, and two spatial dimensions. In this way,

the information of each dimension can be represented with
its own dictionary, while the core-tensor is shared among
multi-modalities. Although this formulation works well on
well-registered images, it is problematic on unregistered
image pairs, since the core-tensor cannot be shared between
HSI and MSI with large displacements. In addition, it might
limit the reconstruction ability of the method on remote
sensing images which have only a few redundant structures
on the spatial domain of HSI.

Chen et al. [46] proposed to simultaneously register im-
ages during the fusing process. However, it only works on
panchromatic and MSI. Zhou et al. [47] proposed an integrated
approach for registration and fusion, which addressed the
problem of HSI-SR on unregistered image pairs. However,
the registration is still a required step, and the fusion and reg-
istration are performed independently, which would introduce
additional errors during optimization.

B. Deep learning based Super-Resolution

Deep learning attracts increasing attention for natural image
super-resolution since 2014 when Dong et al. first introduced
convolution neural network (CNN) to solve the problem of
natural image super-resolution and demonstrated state-of-the-
art restoration quality [48]. Ledig et al. proposed a method
based on generative adversarial network and skipped residual
network. The method employed perceptual loss through the
VGG network which can recover photo-realistic textures from
heavily down-sampled images [49]. Usually, natural image
SR methods only work up to 8 times upscaling. There have
been several attempts to address the MSI-SR or HSI-SR with
deep learning in a supervised fashion. In 2015, a modified
sparse tied-weights denoising autoencoder was proposed by
Huang et al. [50] to enhance the resolution of MSI. The
method assumes that the mapping function between LR and
HR PAN is the same as the one between LR and HR MSI.
Masi et al. proposed a supervised three-layer SRCNN [51] to
learn the mapping function between LR MSI and HR MSI.
Similar to [51], Wei et al. [52] learned the mapping function
with deep residual network. Li et al. [53] solved the HSI-SR
problem by learning a mapping function with spatial constraint
strategy and convolutional neural network (CNN). Dian et
al. [54] initialized the HR HSI from the fusion framework
via the Sylvester equation. Then, the mapping function is
trained between the initialized HR-HSI and the reference HR
HSI through deep residual learning. Xie et al. [55] reduced
spectral distortions of the reconstructed HR HSI by exploiting
the approximate low-rankness prior along the spectral domain
of the HSI. However, these supervised deep learning-based
methods can not be readily adopted on HSI-SR for real
applications due to three reasons. First, the scale differences
between LR HSI and HR MSI can reach as large as 10, i.e., one
pixel in HSI covers 100 pixels in MSI. In some applications,
the scale difference can even be 25 [56] and 30 [57]. But
most existing super-resolution methods only work on up to 8
times upscaling. Second, they are designed to find an end-to-
end mapping function between the LR images and HR images
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under the assumption that the mapping function is the same
for different images. However, the mapping function may not
remain the same for images acquired with different sensors.
Even for the data collected from the same sensor, the mapping
function for different spectral bands may not be the same.
Thus the assumption may cause severe spectral distortion.
Third, training a mapping function is a supervised problem
that requires a large dataset, the down-sampling function, and
the availability of the HR HSI, making supervised learning
unrealistic for HSI.

Recently, we proposed an unsupervised uSDN [21], which
addressed the problem of HSI-SR with deep network models.
Specifically, it extracts the spectral and spatial information
through two encoder-decoder networks from the two modal-
ities. The angular difference between the LR HSI and HR
MSI representations is minimized to reduce the spectral dis-
tortion for every ten iterations. Fu et al. [58] proposed an
unsupervised CNN-based method for HSI super-resolution,
which learns a mapping function between the RGB space
and the spectral space with spatial constraint for the HR
HSI. Zheng et al. [59] proposed an unsupervised method with
learnable downsampling function based on the theory of linear
unmixing. These methods can achieve promising results for
different HSI datasets. However, they are specifically designed
for well-registered image pairs.

III. PROBLEM FORMULATION

Given the LR HSI, Ȳh ∈ Rm×n×L, where m, n and
L denote its width, height and number of spectral bands,
respectively, and the unregistered HR MSI with overlapped
region, Ȳm ∈ RM×N×l, where M , N and l denote its width,
height and number of spectral bands, respectively, the goal is
to reconstruct the HR HSI X̄ ∈ RM×N×L based on the content
of HR MSI. In general, MSI has much higher spatial resolution
than HSI, and HSI has much higher spectral resolution than
MSI, i.e., M � m, N � n and L� l.

To facilitate the subsequent processing, we unfold the 3D
images into 2D matrices, Yh ∈ Rmn×L, Ym ∈ RMN×l and
X ∈ RMN×L, such that each row represents the spectral
reflectance of a single pixel. Since each pixel in both LR HSI
and HR MSI can be approximated by a linear combination of
c spectral bases D [11], [12], [21], the matrices can be further
decomposed as

Yh = ShDh (1)
Ym = SmDm (2)
X = SmDh (3)

where Dh ∈ Rc×L, Dm ∈ Rc×l denote the spectral bases
of LR HSI and HR MSI, respectively. Sh ∈ Rmn×c, Sm ∈
RMN×c denote the coefficients of LR HSI and HR MSI,
respectively, Since Sh or Sm indicate how the spectral bases
are combined for individual pixels at specific locations, they
preserve the spatial structure of HSI. Note that the benefit
of unfolding the data into 2D matrices is that, the extraction
procedure can decouple each pixel without changing the
relationship of the pixel and its neighborhood pixels, thus the
reconstructed image has less artifacts [11], [12], [21].

In real applications, although the areas captured by LR HSI
and HR MSI might not be registered well, they always have
overlapping regions, and the LR HSI includes all the spectral
basis of HR MSI i.e., they share the same type of materials
carrying specific spectral signatures. The relationship between
LR HSI and HR MSI can be expressed as

Ch 6= Cm, Ch ∩ Cm 6= ∅, Dm = DhR, (4)

where Ch and Cm denote the contents of LR HSI and HR MSI,
respectively. R ∈ RL×l is the prior transformation matrix
of sensor [10], [12], [13], [17], [21], [35], [37]–[39], which
describes the relationship between HSI and MSI bases.

With Dh ∈ Rc×L carrying the high-resolution spectral
information and Sm ∈ RMN×c carrying the high-resolution
spatial information, the desired HR HSI, X, is generated by
Eq. (3).

The challenges to solve this problem are that 1) the ground
truth X is not available, and 2) the LR HSI and HR MSI
do not cover the same region. To solve this unsupervised
and unregistered HR-HSI problem, the key is to take advan-
tage of the shared spectral information Dh among different
modalities. In addition, the representations of both modalities
specifying the spatial information of scene should meet the
non-negative and sum-to-one physical constraints. Moreover,
in the ideal case, for the pixels in the overlapped region
between LR HSI and HR MSI, their spatial information should
follow similar patterns, because they carry the information of
how the reflectance of shared materials (spectral basis) are
mixed in each location. Therefore, the network should have the
ability to learn correlated spatial and spectral information from
unregistered multi-modality images to maximize its ability to
prevent spectral distortion.

IV. PROPOSED APPROACH

We propose an unsupervised architecture for unregistered
LR HSI and HR MSI as shown in Fig. 3. Here, we highlight
the structural uniqueness of the network. To extract corre-
lated spectral and spatial information of unregistered multi-
modalities, the network projects the LR HSI into the same
statistical space as HR MSI, so that the two modalities can
share the same encoder and decoder. The encoder enforces the
representations (carrying spatial information) of both modal-
ities to follow a Dirichlet distribution, to naturally meet the
non-negative and sum-to-one physical properties. In order to
prevent spectral distortion, mutual information is introduced
during optimization to maximize the correlation between the
representations of LR HSI and HR MSI. And the collaborative
l2,1 loss is adopted to encourage the network to extract
accurate spectral and spatial information from both modalities.

A. Network Architecture

As shown in Fig. 3, the network reconstructs both the LR
HSI Yh and HR MSI Ym by sharing the same encoder and
decoder network structure. Since the number of the spectral
band L of the HSI Yh is much larger than that of the spectral
band l of MSI Ym, we project Yh into an l dimensional space
by Ỹh = YhR, such that Ỹh represents the LR MSI lying in
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Fig. 3. Simplified architecture of u2-MDN.

the same space as HR MSI. In this way, both modalities are
linked to share the same encoder structure without additional
parameters.

On the other hand, the spectral information Dm of MSI
is highly compressed from that of HSI, i.e., Dm = DhR.
Thus, it is very unstable and difficult to directly extract
Dh, carrying high spectral resolution from, MSI with low-
spectral resolution. But the spectral basis of HR MSI can
be transformed from those of LR HSI which possesses more
spectral information, i.e., Ŷm = SmDm = SmDhR = XR.
Therefore, in the network design, both modalities share the
same decoder structure Dh. The transformation matrix R is
added as fixed weights to reconstruct the HR MSI Ŷm. Then
the output of the layer before the fixed weights is actually X,
according to Eq. (3).

Let us define the input domain as Y = {Ỹh,Ym}, output
domain as Ŷ = {Ŷh,X}, and the representation domain as
S = {Sh,Sm}, the encoder of the network Eφ : Y → S ,
maps the input data to low-dimensional representations (latent
variables on the Bottleneck hidden layer), i.e., pφ(S|Y) and
the decoder Dψ : S → Ŷ reconstructs the data from the
representations, i.e., pψ(Ŷ|S). Note that the bottleneck hidden
layer S behaves as the representation layer that reflects the
spatial information, and the weights ψ of the decoder Dψ serve
as Dh in Eq. (1), respectively. This correspondence is further
elaborated below.

Taking the procedure of training LR HSI as an example.
The LR HSI is reconstructed by Ŷh = Dψ(Sh), where
Sh = Eφ(Yh). Since Yh carries the high-resolution spectral
information, to better extract the spectral basis, part of the
network should simulate the prior relationship described in
Eq. (1). That is, the representation layer Sh acts as the
proportional coefficients and the weights ψ of the decoder
correspond to the spectral basis Dh in Eq. (1). Therefore, in
the network structure, we define ψ = W1W2...Wk = Dh

with identity activation function without bias, where Wk

denotes the weights in the kth layer. In this way, Dh preserves
the spectral information of LR HSI, and the latent variables
Sh preserves the spatial information effectively. More imple-
mentation details will be described in Sec. IV-B.

Eventually, the desired HR HSI is generated directly by
X = SmDh. Note that the dashed lines in Fig. 3 show the path
of back-propagation which will be elaborated in Sec. IV-C.

Fig. 4. Details of the encoder-decoder structure.

B. Mutual Dirichlet Network with Collaborative Constraint

To extract better spectral information and naturally in-
corporate the physical requirements of spatial information,
i.e., non-negative and sum-to-one, the representations S are
encouraged to follow a Dirichlet distribution. In addition, the
network should have the ability to learn the correlated and
optimized representations generated from the encoder Eφ for
both modalities. Thus, in the network design, we maximize the
mutual information (MI) between the representations of LR
HSI, Sh, and HR MSI ,Sm, by maximizing the MI between
the input images and their own representations. To further
reduce the spectral distortion, the collaborative l2,1 loss is
incorporated into the network instead of the traditional l2 re-
construction loss. The detailed encoder-decoder structure and
the MI structure are shown in Fig. 4 and Fig. 5, respectively.

1) Dirichlet Structure: To generate representations with
Dirichlet distribution, we incorporate the stick-breaking struc-
ture between the encoder and representation layers. The stick-
breaking process was first proposed by Sethuranman [60] back
in 1994. It can be illustrated as breaking a unit-length stick into
c pieces, the length of which follows a Dirichlet distribution.
Nalisnick and Smyth, and Qu et al. successfully coupled the
expressiveness of networks with the Bayesian nonparametric
model through a stick-breaking process [21], [61]. Here, we
follow the work of [21], [61], which draw the samples of S
from Kumaraswamy distribution [62].

The stick-breaking process is integrated into the network
between the encoder Eφ and the decoder Dψ , as shown in
Fig. 3. Assuming that the generated representation row vector
is denoted as si = {sij}1≤j≤c, we have 0 ≤ sij ≤ 1, and∑c
j=1 sij = 1. Each variable sij can be defined as

sij =

{
vi1 for j = 1
vij
∏
k<j(1− vik) for j > 1,

(5)

where vik ∼ Beta(u, α, β). Since it is difficult to draw samples
directly from the Beta distribution, we draw samples from the
inverse transform of Kumaraswamy distribution. The benefit
of the Kumaraswamy distribution is that it has a closed-form
CDF, and it is equivalent to the Beta distribution when α = 1
or β = 1. Let α = 1, we have

vik ∼ 1− (1− u
1
βi

ik ). (6)

Both parameters uik and βi are learned through the network
for each row vector as illustrated in Fig. 3. Because β > 0,
a softplus is adopted as the activation function [63] at the
β layer. Similarly, a sigmoid [64] is used to map u into
(0, 1) range at the u layer. Due to the fact that the spectral
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signatures of data are different for each image pair, the network
only trains one group of data, i.e., LR HSI Yh and HR
MSI Ym, to reconstruct its own HR HSI X. Therefore, to
increase the representation power of the network, the encoder
of the network is densely connected, i.e., each layer is fully
connected with all its subsequent layers [65].

2) Mutual Dirichlet Network: Before further describing
the details of the network, we first explain the reason that
motivates this design. Given unregistered multi-modalities LR
HSI, Yh and HR MSI, Ym, and the desired HR HSI, X,
each pixel of which indicates the mixed spectral reflection
of the captured area. The overlapped region of the three
modalities is defined by C. Ideally, each pixel in the overlapped
region of these three modalities should possess the same
spectral signatures. In addition, the corresponding proportional
coefficients of X and Ym should be the same for a given
pixel within C. Since Yh is a down-sampling and transformed
version of X, its proportional coefficients (representations)
should follow the same pattern as that of X and Ym, i.e., Sh
and Sm should be highly correlated although with different
resolution. One example is shown in Fig. 1. Therefore, to
generate HR HSI with low spectral distortion, it is necessary
to encourage the representations Sh and Sm to follow similar
patterns. However, traditional constraints like correlation may
not work properly, because the input LR HSI and HR MSI are
not registered with each other and the mapping function Eφ,
between the input Y and the representations S, holds the non-
linear property. Therefore, we introduce MI, which captures
the non-linear statistical dependencies between variables [66],
to reinforce the representations of LR HSI and HR MSI to
follow similar patterns with statistics.

Mutual information has been widely used for multi-modality
registrations [67], [68]. It is a Shannon-entropy-based mea-
surement of mutual independence between two random vari-
ables, e.g., Sh and Sm. The mutual information I(Sh;Sm)
measures how much uncertainty of one variable (Sh or Sm) is
reduced given the other variable (Sm or Sh). Mathematically,
it is defined as

I(Sh;Sm) = H(Sh)−H(Sh|Sm)

=
∫
Sh×Sm log

dPShSm

dPSh
⊗dPSm

dPShSm
(7)

where H indicates the Shannon entropy, H(Sh|Sm) is the
conditional entropy of Sh given Sm. dPShSm is the joint
probability distribution, and PSh , PSm denote the marginals.
Belghazi et al. [69] introduced an MI estimator, which allows
neural network to estimate MI through back-propagation, by
adopting the concept of Donsker-Varadhan representation [70].

In order to maximally preserve the spectral information
of the reconstructed HR HSI, our goal is to encourage the
two representations Sh and Sm to follow similar patterns
by maximizing their MI, I(Sh;Sm), during the optimization
procedure. Since Sh = Eφ(Yh) and Sm = Eφ(Ym), the MI
can also be expressed as I(Eφ(Yh);Eφ(Ym)). However, it is
difficult to maximize such MI directly with neural networks,
because the two modalities do not match with each other in
our scenario. Therefore, we maximize the average MI between
the representations and their own inputs, i.e., I(Yh,Eφ(Yh))

Fig. 5. Details of the MI structure.

and I(Ym,Eφ(Ym)). The benefit of doing this is two-fold.
First, by optimizing the encoder weights Eφ, it is able to
greatly improve the quality of individual representations [71].
Thus it helps the network to preserve the spectral and spatial
information better. Second, since the multi-modalities, i.e.,Yh

and Ym, are correlated, and the dependencies (MI) between
the representations and multi-modalities are maximized, it also
maximizes the MI, I(Sh;Sm), between different modalities,
such that Sh and Sm are encouraged to follow similar patterns.
Let’s explain it with a toy example. We assume that both Yh

and Ym cover the same material ‘brick’, the spectral pixel
of which in the image pairs are denoted by yh and ym,
respectively, and ỹh = yhR. ỹh, and ym may not be identical
to each other in real applications, but they are correlated and
should possess similar spectral information. By maximizing
the MI between the image and their representations, we
are able to find a better representation sh which reduces
the uncertainty of ỹh to a large extent, and also a better
representation sm, which reduces the uncertainty of ỹm to a
large extent. Since ỹh and ym are similar, sm and sh should
also be similar. In this way, the MI can regularize the solution
space, such that Sh and Sm have similar patterns.

Taking I(Yh,Eφ(Yh)) as an example. It is equivalent
to Kullback-Leibler (KL) divergence [69] between the joint
distribution PYhEφ(Yh) and the product of the marginals
PYh
⊗PEφ(Yh). Let P = PYhEφ(Yh) and Q = PYh

⊗PEφ(Yh),
we can further express MI as

I(Yh,Eφ(Yh)) = EP[log
dP
dQ

] = DKL(P‖Q) (8)

Such MI can be maximized by maximizing the KL-
divergence’s lower bound based on Donsker-Varadhan (DV)
representation [70]. Since we do not need to calculate the
exact MI, we introduce an alternative lower bound based
on Jensen-Shannon which works better than the DV-based
objective function [71].

In the network design, an additional network Tw : Y×S →
R is built with two fully-connected layers, whose weights are
denoted as w. During the training procedure, the raw image
and the extracted representations are stacked and fed into the
network as shown in Fig. 5. Then the estimator can be defined
as

Iφ,w(Yh,Eφ(Yh)) : = EP[−sp(−Tw,φ(Yh,Eφ(Yh))]
(9)

where sp(x) = log(1 + ex). Note that we ignore the negative
samples in DV-based objective function [71], which are usually
generated by shuffling the input data. Because it is unstable to
train the network with random shifting input data given only
two input data pairs. Since both Eφ and Tw are used to find the
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optimal representations, they are updated together. Combined
with the MSI MI, the objective function is defined as

LI(φ,w) = Iφ,w(Yh,Eφ(Yh))
+Iφ,w(Ym,Eφ(Ym))

(10)

Since the encoder Eφ and the estimation network of MI Tw for
both LR HSI and HR MSI share the same weights φ and w,
their optimized representations follow similar patterns. More
optimization details are described in Sec. IV-C.

In order to extract better spectral information, we adopt the
collaborative reconstruction loss with l2,1 norm [72] instead
of traditional l2 norm for both LR HSI and HR MSI. The
objective function for l2,1 loss is defined as

L2,1(φ, ψ) = ‖Dψ(Eφ(Yh))−Yh‖2,1
+‖Dψ(Eφ(Ym))−Ym‖2,1

(11)

where ‖X‖2,1 =
∑m
i=1

√∑n
j=1X

2
i,j . l2,1 norm can be treated

as the sequential application of the l2 norm on each pixel
vector, followed by the l1 norm on the image to enforce the
reconstruction errors of the entire image to be sparse, that is,
most of the reconstruction errors of individual pixels to be
zero, such that the individual pixels would be reconstructed as
accurately as possible. In this way, it extracts better spectral
information and further reduces the spectral distortion.

C. Optimization and Implementation Details

The objective functions of the proposed network architec-
ture can then be expressed as:

L(φ, ψ,w) = L2,1(φ, ψ)− λLI(φ,w) + µ‖ψ‖2F (12)

where l2 norm is applied on the decoder weights ψ to prevent
over-fitting. λ and µ are the parameters that balance the
trade-off between reconstruction error, negative of mutual
information and weight loss, respectively.

Before feeding into the network, the spectral vectors in
LR HSI and HR MSI are transformed to zero-mean vectors
by reducing the vector mean of their own image. Since the
spectral information of MSI has been compressed too much
(e.g., HSI has 31 bands, but MSI has 3 bands), the decoder
of the network is only updated by LR HSI data to stabilize
the network. The number of the input nodes is equal to the
band number of HR MSI l. LR HSI Yh is projected into
a l dimensional space by Ỹh = YhR before feeding into
the network, while HR MSI is directly fed into the network.
The number of the output nodes is chosen based on the band
number of LR HSI L. When the input of the network is Yh,
the output of the decoder is Ŷh. When the input of the network
is Ym, the reconstructed Ŷm is generated by multiplying the
output of the decoder with fixed weights R.

The encoder-decoder is constructed with fully-connected
layers and the detailed structure is shown in Fig. 4. The input
of the encoder has l neurons carrying each pixel of the image,
which is densely connected by stacking with all its subsequent
layers. Let’s take l = 8 as an example, the input layer has 8
neurons, and we assume that the second and the third layers
have 3 neurons, respectively. The input layer is passed to the
second layer by stacking the first layer on top of the second

layer. Then the stacked layer is passed to the third layer by
stacking 11 neurons on top of the third layer. In this way,
the encoder is densely connected. The layer v is drawn with
Eq. (6) given layer u and layer β, which are learned by back-
propagation. β has only one node, which is learned by a
two-layer densely-connected fully-connected neural network.
It denotes the distribution parameter of each pixel. u has 15
nodes, which are learned by a four-layer densely-connected
neural-network. The representation layer S with 15 nodes is
constructed with v and β, according to Eq. (5). The decoder
has two fully-connected layers. The number of nodes and the
activation functions for different layers are shown in Table I.

TABLE I
THE NUMBER OF LAYERS AND NODES IN THE PROPOSED NETWORK.

u/β encoder u/β/v Tw decoder
#layers 4/2 1/1/1 2 2
#nodes [3,3,3,3]/[3,3] 15/1/15 [18,1] [15,15]
activation linear sigmoid/softplus/linear sigmoid linear

The training is done in an unsupervised fashion without
ground truth HR HSI. Given multi-modalities LR HSI and
HR MSI, the network is optimized with back-propagation to
extract their correlated spectral bases and representations, as
illustrated in Fig. 3 with red-dashed lines. The training process
stops when the reconstruction error of the network does not
decrease anymore. Then we can feed the HR MSI into the
trained network, and obtain the reconstructed HR HSI, X,
from the output of the decoder.

V. EXPERIMENTS AND RESULTS

A. Datesets

The proposed u2-MDN has been extensively evaluated with
two widely used benchmark datasets, CAVE [73] and Harvard
[1], and five remote sensing datasets, Hyperspec Chikusei,
CASI University of Houston, ROSIS-3 University of Pavia,
HYDICE Washington DC Mall [4] and real data without
simulation, as summarized in Table II.

1) Cave dataset: The CAVE dataset consists of 32 HR HSI
images and each of which has a dimension of 512× 512 with
31 spectral bands taken within the wavelength range 400–700
nm at an interval of 10 nm.

2) Harvard dataset: The Harvard dataset includes 50 HR
HSI images with both indoor and outdoor scenes. The images
are cropped to 1024×1024, with 31 bands taken at an interval
of 10 nm within the wavelength range of 420–720 nm.

3) Hyperspec Chikusei dataset: The dataset was taken by
Headwall’s Hyperspec-VNIR-C sensor over Chikusei, Ibaraki,
Japan. The image has a ground sampling distance (GSD) of 2.5
m and was cropped to 540×420 with 128 bands, covering the
wavelength range from 363 to 1018 nm. Please refer to [74]
for more details.

4) University of Houston dataset: This dataset was acquired
by ITRES CASI-1500 sensor over the University of Houston
campus with a GSD of 2.5 m [75]. It was cropped to 320×540
with 144 bands taken within the wavelength range 364–1046
nm.
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5) University of Pavia dataset: The dataset was taken by
the reflective optics spectrographic imaging system (ROSIS-3)
sensor over the University of Pavia, Italy, with a GSD of 1.3
m. It was cropped to 560×320 with 103 spectral bands taken
within the wavelength range 430–830 nm.

6) Washington DC Mall dataset: The dataset was acquired
by the hyperspectral digital imagery collection experiment
(HYDICE) sensor over the Mall in Washington DC, USA at
a GSD of 2.5 m. The image was cropped to 420 × 300 with
191 bands covering the wavelength range from 400 to 2500
nm.

7) Real dataset without simulation: The LR HSI over
the Cuprite mining district, Nevada, US, was acquired by
Hyperion with a GSD of 30 m, the image size of which is
100×153 with 167 bands taken within the wavelength range
from 426 to 2355 nm. The HR MSI is the SWIR data of
WorldVeiw3 with a GSD of 7.5 m, the image size of which
is 460×670 with 8 bands covering the wavelength range from
1209 to 2329 nm. Both rigid and nonrigid deformation exist
as shown in Figs. 14a and 14b.

B. Experimental Setup

For real applications, the mis-registration of two modali-
ties is crucial for HSI-SR [20], [22], [47]. To demonstrate
how misregistration would influence the performance of HSI-
SR, we conduct two groups of experiments to evaluate the
various approaches, i.e., the experiments on well-registered
image pairs, and on unregistered image pairs. By conducting
experiments in these two scenarios, we intend to show that
misregistration would influence the performance of HSI-SR
significantly. Therefore, it is very important to develop algo-
rithms that can directly work on unregistered image pairs.

The well-registered image pairs are generated in two differ-
ent ways following the widely-used protocols for benchmark
datasets [12], [42], [76] and the Walds protocol [4], [77] for
remote sensing datasets.
• For benchmark HSI datasets, CAVE [73] and Harvard [1],

the image pairs are generated with the extreme Super-
Resolution (SR) ratio of 32, where the LR HSI Yh is
obtained by averaging the HR HSI over 32× 32 disjoint
blocks. The HR MSI with 3 bands are generated by
multiplying the HR HSI with the given spectral response
matrix R of Nikon D700 [11], [12], [21]. Note that we
adopt this setting because it is the same protocol used by
state-of-the-art methods [11], [12], [42], [76] on general
hyperspectral images. In addition, for remote sensing
applications, the scale difference can even be 25 [56] and
30 [57]. With such settings, we are able to evaluate the
proposed method in extreme scenarios.

• For remote sensing datasets, the image pairs are simulated
with the Walds protocol [77], where the LR HSI is gen-
erated by applying a Gaussian filter with its full width at
half maximum (FWHM) equal to the SR ratio, to match a
plausible system modulation transfer function (MTF) [4],
[17], [31]. The MSI is generated by degrading the HR
HSI in the spectral domain using MSI spectral reflection
functions (SRFs) from different sensors as filters. The

datasets are listed in Table II. Please refer to [4] for more
details. Note that since the scales are different between
the real LR HSI and HR MSI for different sensors [4],
[56], [57], the SR ratio is set to 4, 5, 6 and 8, to evaluate
the robustness of the proposed method. The noise is added
to the image with a signal-to-noise-ratio (SNR) of 30 dB
in all bands.

The unregistered image pairs are generated in the same
way as that of the well-registered image pairs, except that
the LR HSI images are further distorted with rigid or nonrigid
deformations.
• For benchmark HSI datasets, CAVE [73] and Harvard [1],

it is easier to introduce rigid deformation. Thus, the LR
HSI is further rotated with 5◦ and cropped by 15% of its
surrounding pixels, e.g., for images in the CAVE dataset,
39,322 pixels of the MSI are not covered in the LR HSI;
and for images in the Harvard dataset, 157,290 pixels of
the MSI are not covered in the LR HSI.

• For remote sensing datasets, it is usually unavoidable to
introduce nonrigid deformation [22]. Thus, following the
protocol in [47], [78], the nonrigid distortion is emulated
by introducing random shifts in pixels.

• For real data, the LR HSI is directly captured from
Hyperion and the HR MSI is captured from WorldView3.
Both rigid and nonrigid deformations exist as shown in
Figs. 14a and 14b.

TABLE II
DATASET PAIRS FROM DIFFERENT SENSORS USED IN THE EXPERIMENTS.

Dataset HSI sensor MSI sensor SR Ratio
CAVE Apogee Alta U260 Nikon 32
Harvard Nuance FX Nikon 32
Chikusei Hyperspec WorldView2 6
Houston CASI Sentinel-2 5
Pavia ROSIS-3 QuickBird 8
Washington HYDICE QuickBird 4
Real data Hyperion WorldView3 4

The results of the proposed method on individual images
in Fig. 6 are compared with nine state-of-the-art methods,
including traditional methods such as CS-based GSA [15] and
MRA-based SFIM [33], matrix factorization based methods
such as CNMF [39] and Lanaras’ CSU [12], Bayesian-
based methods such as HySure [38], sparse-coding based
methods such as NSSR [76], tensor-based method [42], the
integrated registration and fusion method [47], and the uSDN
method [21] that belong to different categories of HSI-SR.
These methods also reported the best performance [12], [17],
[21], with the original code made available by the authors.
Note that the proposed u2-MDN is unsupervised, i.e., the HR
HSI is not available during the training procedure. Thus, for
a fair comparison, only unsupervised methods are included in
the experiments. The average results on the datasets are also
reported to evaluate the robustness of the proposed method.

For rigid deformation, since the resolution of HSI does
not match that of the degraded MSI, i.e., there exists large
displacement between two modalities, only five methods may
reconstruct HR HSI from unregistered images without large
errors. Thus, the proposed method is compared with these
five state-of-the-art methods, i.e., GSA [15], SFIM [33],
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CNMF [39], NSSR [76], and the integrated registration and
fusion method [47] on unregistered image pairs. Note that, as
discussed in Sec. III, in order to work on unregistered image
pairs, the LR HSI should include all the spectral bases of
HR MSI. For the CAVE and Harvard datasets, not all the
image pairs meet this requirement after rotation and cropping.
Thus, we choose seven commonly used image pairs from the
benchmark dataset, where the LR HSI includes all the spectral
bases of HR MSI even after rotation and cropping. The chosen
image pairs are shown in Fig. 6. The remote sensing images
are shown in Fig. 7.

(a) balloon (b) cloth (c) pompoms (d) spool

(e) img1 (f) imgb5 (g) imgc5

Fig. 6. The HR MSI of individual test images from the CAVE [73] (top row)
and Harvard [1] (bottom row) datasets.

C. Evaluation Metrics

For quantitative comparison, the erreur relative globale
adimensionnelle de synthèse (ERGAS), the peak signal-to-
noise ratio (PSNR), and the spectral angle mapper (SAM) are
applied to evaluate the quality of the reconstructed HSI.

ERGAS provides a measurement of the band-wise normal-
ized root of mean square error (RMSE) between the reference
HSI, X, and the reconstructed HSI, X̂, with the best value at
0 [77]. It is defined as

ERGAS(X, X̂) =
100

sr

√√√√ 1

L

L∑
i=1

mean‖Xi − X̂i‖22
(meanXi)2

, (13)

where sr denotes the sr factor between the HR MSI and
LR HSI, L denotes the number of spectral bands of the
reconstructed X̂.

PSNR is the average ratio between the maximum power
of the image and the power of the residual errors in all
the spectral bands. A larger PSNR indicates a higher spatial
quality of the reconstructed HSI. For each image band of HSI,
the PSNR is defined as

PSNR(Xi, X̂i) = 10 · log10

(
max(Xi)

2

mean‖Xi − X̂i‖22

)
(14)

SAM [79] is commonly used to quantify the spectral distor-
tion of the reconstructed HSI. The larger the SAM, the worse

(a) Chikusei (b) Houston

(c) Pavia (d) Washington

Fig. 7. Color composite of the remote sensing datasets from [4]. The
reference HR HSI of the (a) Chikusei, (b) Houston, (c) Pavia and (d)
Washington datasets.

the spectral distortion of the reconstructed HSI. For each HSI
pixel X̂j , the SAM is defined as

SAM(Xj , X̂j) = arccos

(
XT
j X̂j

‖Xj‖2‖X̂j‖2

)
(15)

The global SAM is estimated by averaging the SAM over all
the pixels in the entire image.

D. Experimental Results on Registered Image Pairs

For a fair comparison, we first perform experiments on
the general case when LR HSI and HR MSI are well reg-
istered. Table III show the experimental results of 7 groups of
commonly benchmarked images from the CAVE and Harvard
datasets [11], [12], [21], [76]. Table IV show the experimental
results of the remote sensing images. The average results
of the datasets are shown in Table V. Note that, in order
to show how the method works in different scenarios, the
data are not normalized for evaluation. Since the intensities
of the Harvard dataset are quite small, the ERGAS of the
reconstructed images is generally smaller than those of the
CAVE dataset and remote sensing dataset.

We observe that CS-based GSA [15] is stable on both the
benchmarked and remote sensing datasets. However, it could
not preserve the spectral information well especially on the
benchmarked datasets. Matrix-factorization-based CSU [12]
works better than CNMF [39] on the benchmarked CAVE and
Harvard datasets. However, its performance is worse than that
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TABLE III
BENCHMARKED RESULTS IN TERMS OF ERGAS (E), PSNR (P) AND SAM (S) ON WELL-REGISTERED IMAGE PAIRS.

Methods
CAVE Harvard

balloon cloth pompoms spool img1 imgb5 imgc5
E P S E P S E P S E P S E P S E P S E P S

GSA 0.19 41.89 4.07 0.40 32.51 5.95 0.37 34.78 7.39 0.41 39.61 9.53 0.12 40.41 2.19 0.16 39.07 2.19 0.12 38.82 1.67
SFIM 0.59 33.52 8.45 0.54 30.59 5.25 3.76 25.39 11.89 2.93 28.63 19.71 0.23 32.62 2.10 0.29 33.15 3.52 0.23 35.62 2.84
CNMF 0.26 39.27 9.71 0.54 30.52 6.55 0.31 35.45 6.32 0.54 37.28 16.77 0.15 37.25 2.86 0.17 39.06 2.14 0.13 38.49 2.64
CSU 0.19 41.52 4.68 0.40 33.47 5.52 0.28 36.81 6.01 0.45 39.64 6.84 0.12 39.12 2.30 0.18 39.01 2.37 0.12 39.05 2.38
HySure 0.34 37.08 9.92 0.53 30.22 7.13 0.52 31.68 10.97 0.55 37.47 15.54 0.18 35.82 4.27 0.34 35.52 3.45 0.19 36.75 2.34
NSSR 0.16 43.2 3.35 0.31 33.3 4.58 0.26 37.71 5.31 0.45 39.41 6.91 0.14 39.91 2.24 0.17 39.12 2.17 0.12 38.87 1.87
CSTF 0.14 44.71 3.97 0.39 32.51 5.25 0.27 36.72 6.09 0.38 42.06 8.61 0.21 33.73 2.77 0.25 34.98 2.46 0.22 32.48 1.96
Integrated 0.28 37.75 2.64 1.47 21.55 8.73 0.52 30.29 5.99 1.03 30.94 6.77 0.32 29.81 2.68 0.63 26.29 2.31 0.27 30.47 1.79
uSDN 0.20 41.54 4.56 0.35 33.48 4.16 0.25 37.84 5.43 0.40 38.49 13.01 0.12 39.30 2.27 0.16 39.72 2.10 0.11 39.12 2.58
u2-MDN 0.16 43.59 1.93 0.30 34.85 4.31 0.19 39.12 3.46 0.37 40.08 4.47 0.11 40.97 2.06 0.15 39.76 2.08 0.11 39.19 1.77

TABLE IV
REMOTE SENSING RESULTS IN TERMS OF ERGAS, PSNR AND SAM ON WELL-REGISTERED IMAGE PAIRS.

Methods Chikusei Houston Pavia Washington
ERGAS PSNR SAM ERGAS PSNR SAM ERGAS PSNR SAM ERGAS PSNR SAM

GSA 1.432 42.1264 1.4478 2.7859 34.133 1.8443 1.0661 38.7949 3.5647 3.518 37.2308 2.187
SFIM 1.2284 47.4358 0.9379 2.9415 33.9958 0.9938 0.7274 42.9283 2.312 3.0356 39.2045 1.2382
CNMF 1.479 47.8427 1.1602 2.9896 33.1454 1.3882 0.7712 43.2417 2.3623 3.0341 39.1491 1.388
CSU 2.4705 35.8506 1.9208 3.2773 32.3793 2.0193 1.7283 33.9385 3.5754 4.2854 34.1841 1.9706
HySure 1.2216 48.7601 1.0934 2.9619 34.5328 1.7281 0.7767 43.2719 2.6094 3.3232 39.0 1.6808
NSSR 2.6427 33.5161 2.5263 4.7663 29.2931 5.3182 3.7068 28.8702 5.7786 9.1737 29.9297 4.0385
CSTF 1.9024 38.1548 1.7884 4.0207 29.5598 6.4 1.1877 37.3 4.0719 22.4659 20.4012 20.1433
Integrated 1.3854 43.4116 1.4104 4.0627 28.9168 3.9936 1.1773 37.9724 3.5066 5.8183 29.5106 4.3237
uSDN 1.7861 42.8702 1.3035 3.6198 32.5059 5.698 1.0221 39.4535 3.1874 6.7819 30.1769 5.3259
Proposed 1.4717 50.2839 1.0578 2.8659 34.0584 0.8865 0.715 43.8022 2.3053 3.8988 39.2144 1.2298

TABLE V
THE AVERAGE ERGAS, PSNR AND SAM SCORES OVER WELL-REGISTERED BENCHMARKED AND REMOTE SENSING DATASETS.

Methods CAVE Harvard Remote Sensing
ERGAS PSNR SAM ERGAS PSNR SAM ERGAS PSNR SAM

GSA 0.34 37.2 6.74 0.13 39.43 2.02 2.2005 38.0713 2.261
SFIM 1.96 29.53 11.33 0.25 33.8 2.82 1.9832 40.8911 1.3705
CNMF 0.41 35.63 9.84 0.15 38.27 2.55 2.0685 40.8447 1.5747
CSU 0.33 37.86 5.76 0.14 39.06 2.35 2.9404 34.0881 2.3715
HySure 0.49 34.11 10.89 0.24 36.03 3.35 2.0709 41.3912 1.7779
NSSR 0.30 38.41 5.04 0.14 39.3 2.09 5.0724 30.4023 4.4154
CSTF 0.30 39.00 5.98 0.41 33.73 2.4 7.3942 31.3540 8.1009
Integrated 0.83 30.13 6.03 1.09 28.86 2.26 2.8672 33.3008 3.9413
uSDN 0.30 37.84 6.79 0.13 39.38 2.32 3.3025 36.2516 3.8787
u2-MDN 0.26 39.41 3.54 0.12 39.97 1.97 2.2379 41.8397 1.3699

of CNMF on the remote sensing dataset, whose number of
spectral bands is higher than that of the benchmarked dataset.
MRA-based SFIM [33], Bayesian-based HySure [38] and
the integrated fusion approach [47] could achieve relatively
good performance on the remote sensing datasets, but their
performance drops significantly on the benchmarked CAVE
and Harvard datasets. On the contrary, sparse-coding-based
NSSR [76] and tensor-based CSTF [42] could achieve much
more competitive performance on the benchmarked datasets
than on the remote sensing datasets. Note that for NSSR, the
most effective step on the CAVE dataset is a post-processing
step from [41], which actually degrades the performance on
remote sensing datasets with more numbers of spectral bands.
Thus, the post-processing step is disabled on the remote
sensing datasets to improve the reconstruction accuracy. The
tensor-based CSTF could achieve competitive results on the
CAVE dataset, which has a redundant spatial structure. How-
ever, its performance drops on the remote sensing datasets with

less redundant spatial structure.

The deep-learning-based uSDN [21] preserves spectral in-
formation well on both the benchmarked and remote sensing
datasets. However, it can only work on well-registered images
due to its network design with angular difference regulariza-
tion. Based on the average results shown in Table V, the pro-
posed u2-MDN network powered by the mutual information
and collaborative l2,1 loss shows comparable, if not better,
performance as compared to the state-of-the-art approaches
in terms of ERGAS, PSNR, and SAM, and quite stable for
different types of input images regardless of the number of
spectral bands and SR ratios. In addition, it is very effective in
preserving the spectral signature of the reconstructed HR HSI,
showing much-improved performance, especially measured
by SAM on the CAVE data. This further demonstrates the
robustness of the proposed u2-MDN.
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TABLE VI
RESULTS ON UNREGISTERED (RIGID DISTORTED) BENCHMARKED IMAGES IN TERMS OF ERGAS, PSNR AND SAM.

Methods
CAVE Harvard

balloon cloth pompoms spool img1 imgb5 imgc5
E P S E P S E P S E P S E P S E P S E P S

GSA 0.82 27.71 14.35 0.76 27.59 9.75 1.18 23.54 22.13 1.07 29.92 17.16 1.65 23.60 10.66 0.40 20.07 4.90 0.69 22.18 5.32
SFIM 1.51 22.47 12.69 1.01 24.74 9.65 1.82 19.50 14.89 1.88 25.30 21.02 1.33 17.41 3.28 0.68 25.38 4.44 0.89 19.93 3.96
CNMF 0.71 29.18 10.63 0.69 27.84 8.12 0.83 26.67 11.88 0.63 34.62 17.03 0.74 22.29 3.85 0.34 31.39 3.97 0.48 25.34 3.16
NSSR 0.52 32.59 8.07 0.72 27.16 8.05 0.76 27.45 10.22 1.03 32.80 15.94 0.61 25.83 5.29 0.50 29.72 6.80 0.35 28.66 2.64
Integrated 1.14 24.68 9.34 1.68 19.84 11.25 1.82 19.38 17.60 1.65 29.81 13.60 1.00 19.80 4.05 0.68 25.40 3.24 0.87 20.25 2.40
u2-MDN 0.30 38.61 3.48 0.40 32.89 6.08 0.37 33.64 4.87 0.56 36.25 6.78 0.13 39.42 2.32 0.25 36.90 2.73 0.14 36.29 2.26

TABLE VII
RESULTS ON UNREGISTERED (NONRIGID DISTORTED) REMOTE SENSING IMAGES IN TERMS OF ERGAS, PSNR AND SAM.

Methods Chikusei Houston Pavia Washington
ERGAS PSNR SAM ERGAS PSNR SAM ERGAS PSNR SAM ERGAS PSNR SAM

GSA 4.4617 27.3028 7.6554 5.2167 27.6816 6.7581 3.5149 27.161 12.6803 7.1542 28.0469 7.8453
SFIM 6.8057 23.8192 5.8405 11.1495 22.5494 8.3767 5.2757 23.8248 9.2951 10.7509 23.9122 8.7243
CNMF 6.5318 25.5878 4.7582 5.6255 28.0016 5.5382 4.4232 25.2803 7.9551 25.8519 29.4765 5.9344
NSSR 5.8158 25.8475 5.4245 7.9435 23.7692 8.4696 5.0728 25.5778 8.2277 18.4162 22.3786 9.6114
Integrated 8.9107 21.4644 7.5126 14.4247 18.7631 10.2734 7.4938 20.7214 11.9717 15.0896 20.9486 11.0361
u2-MDN 1.5843 45.4919 1.0899 2.9458 33.6519 1.0497 0.8898 40.4446 2.4371 4.0777 38.6361 1.2757

E. Experimental Results on Unregistered Image Pairs
In this section, two unregistered scenarios are studied, i.e.,

rigid distorted benchmarked datasets, and nonrigid distorted
remote sensing datasets, as described in Sec. V-B. Note that,
since the pixels in the HSI and MSI do not match with each
other, the reconstruction errors are expected to be increased.

(a) (b)

Fig. 8. The average PSNR of different wavelengths for the reconstructed
HSI from the unregistered rigid distorted (a) CAVE dataset and (b) Harvard
dataset, respectively.

The performance of different methods on unregistered im-
age pairs are reported in Tables VI and VII. Note that, only
the methods that are able to work with unregistered image
pairs are chosen in this group of experiments. Thus five state-
of-the-art methods are compared in the tables. The traditional
CS-based GSA [15] and MTF-based SFIM [33] fail in this
scenario. This is because when the given two modalities are
unregistered, the spatial details could not be directly added
to improve the spatial resolution of LR HSI. The matrix-
factorization-based CNMF and sparse-coding based NSSR
are more robust than the traditional methods. However, their
performance also drops for both benchmarked and remote
sensing datasets. The reason is that the adopted predefined
down-sampling function will introduce significant spectral
distortion when the LR HSI and HR MSI are unregistered.
The integrated fusion method could achieve good performance

(a) (b)

(c) (d)

Fig. 9. The PSNR of different wavelengths for the reconstructed HSI from
unregistered nonrigid distorted from (a) Chikusei, (b) Houston, (c) Pavia and
(d) Washington datasets, respectively.

on remote sensing images with small distortion. However, its
performance drops on images with large distortion. This is
because the integrated fusion method performs registration
before fusion, which may introduce additional distortion dur-
ing optimization. The proposed u2-MDN is able to handle
challenging scenarios much better than the state-of-the-art. The
main reason that contributes to the success of the proposed
approach is that, the network is able to extract the optimal and
correlated spatial representations from two modalities through
mutual information and collaborative loss. In this way, both the
spatial and especially the spectral information are effectively
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TABLE VIII
THE AVERAGE ERGAS, PSNR AND SAM SCORES OVER UNREGISTERED BENCHMARKED AND REMOTE SENSING DATASETS.

Methods CAVE Harvard Remote Sensing
ERGAS PSNR SAM ERGAS PSNR SAM ERGAS PSNR SAM

GSA 0.96 27.19 15.85 0.91 21.95 6.96 5.09 27.5481 8.7348
SFIM 1.56 23.00 14.56 0.97 20.91 3.89 8.50 23.5264 8.0592
CNMF 0.72 29.58 11.92 0.52 26.34 3.66 10.61 27.0866 6.0465
NSSR 0.76 30 10.57 0.49 28.07 4.91 9.31 24.3933 7.9333
Integrated 1.57 23.43 12.95 0.85 21.82 3.23 11.48 20.4744 10.1985
u2-MDN 0.41 35.35 5.30 0.17 37.54 2.44 2.3744 39.5561 1.4631

preserved. This demonstrates the representation capacity of the
proposed structure.

To demonstrate the reconstruction performance in different
spectral bands, the average PSNR of the benchmarked datasets
on each wavelength is shown in Fig. 8. Since the numbers of
spectral bands of the remote sensing datasets are different,
we show their individual PSNR on each band in Fig. 9. We
can observe that, regardless of the type of the datasets, the
proposed method consistently outperforms the other methods
for all the spectral bands on unregistered image pairs.

To visualize the reconstructed results for unregistered image
pairs, we show the color composition of the reconstructed HR
HSI in Figs. 10-13, among which Figs. 10, 11 demonstrate the
results of the rigid distorted image pairs, while Figs. 12, 13
demonstrate the results of the nonrigid distorted image pairs.
The first column of each figure presents the reference HR
HSI, the distorted LR HSI, and the original LR HSI in (a),
(h), and (o), respectively. The first through third rows show the
reconstructed images, the absolute difference, and the spectral
map of the results from different methods. We can observe
that most approaches could not handle unregistered images
pairs with large displacement well. The reconstructed results
from SFIM have some blocking artifacts in most scenarios.
The integrated fusion method has some smear effects on
the reconstructed images due to the large displacement as
shown in Fig. 10f and 13f. NSSR fails on the remote sensing
datasets as shown in Figs. 12e and 13e, but it suffers relatively
smaller spatial distortion on the benchmarked datasets. GSA
could produce clear reconstructed images in most cases even
though the images are unregistered, as shown in Figs. 10b, 12b
and 13b. This observation is consistent with the conclusions
drawn in [22]. However, we observe from the SAM maps that,
it suffers from spectral distortion. The CNMF method handles
unregistered image pairs better than the other approaches as
shown in Figs. 10d, 11d, 12d and 13d. But its performance
is limited by the predefined down-sampling function. The
effectiveness of the proposed method can be readily observed
from the reconstructed results of difference images shown in
Figs. 10g, 11g, 12g and 13g, where the proposed approach
has much less spectral and spatial distortion as compared to
the state-of-the-art, regardless of the type of input images.

F. Experimental Results on Unregistered Real Image Pairs

We further evaluate the proposed method on the real unreg-
istered image pairs with both rigid and nonrigid distortions.
Since there is no ground truth HR HSI in real applications,

we provide a visual inspection of the reconstructed results
in Fig. 14. We can observe that, as long as the LR HSI
includes all the spectral bases of HR MSI, the proposed
method powered with mutual information is able to increase
the spatial resolution of the LR HSI while preserving its
spectral resolution well, even when the LR HSI and HR MSI
have large pixel displacement.

G. Ablation and Parameter Study

Taking the challenging rotated ‘pompom’ image from the
CAVE dataset as an example, we further evaluate 1) the
necessity of maximizing the mutual information between rep-
resentations and input images and 2) the usage of collaborative
l2,1 loss. Since they are all designed to reduce the spectral
distortion of the reconstructed image, we use SAM as the
evaluation metric.

Fig. 15 illustrates the SAM of the reconstructed HR HSI
when increasing the parameters of mutual information λ in
Eq. 12. We can observe that, if there is no mutual information
maximization, i.e. λ = 0, the spectral information would not
be preserved well. When we gradually increase λ, the recon-
structed HR HSI preserves better spectral information, i.e.,
the SAM is largely reduced. The reason for that is, when we
maximize the MI between the representations and their own
inputs, it actually maximizes the mutual information of the
representations of two modalities. Therefore, the network is
able to correlate the extracted spectral and spatial information
from unregistered HR MSI and LR MSI in an effective way,
to largely reduce the spectral distortion. However, when the
parameters are too large, it may hinder the reconstruction
procedure of the image pairs. Therefore, we need to choose
the proper parameters for the network. In our experiments, we
keep µ = 1 × 10−4 during the experiments to reduce over-
fitting.We set λ = 1× 10−5 for general HSI dataset with less
spectral bands and λ = 1×10−1 for remote sensing HSI with
more spectral bands.

The effectiveness evaluation of the collaborative l2,1 norm is
demonstrated in Fig. 16. We can observe that with l1 norm, the
network converges much slower as compared to those using
the l2 norm and l21 norm, and the l21 norm converges to
smaller spectral distortions than using the l2 norm or the l1
norm. Thus, l2,1 norm can preserve the spectral information
better and significantly reduce the spectral distortion of the
restored HR HSI.
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(a) Ref HR HSI (b) GSA (c) SFIM (d) CNMF (e) NSSR (f) Integrated (g) u2-MDN

(h) Distorted LR HSI (i) Difference of GSA (j) Difference of SFIM(k) Difference of
CNMF

(l) Difference of NSSR(m) Difference of Inte-
grated

(n) Difference of u2-MDN

(o) LR HSI (p) SAM of GSA (q) SAM of SFIM (r) SAM of CNMF (s) SAM of NSSR (t) SAM of Integrated (u) SAM of u2-MDN

Fig. 10. Reconstructed results given unregistered rigid distorted image pairs from the CAVE dataset. (a) Color composite of the reference HR HSI. (h)
Color composite of the distorted LR HSI. (o) Color composite of the LR HSI. (b)-(g): reconstructed results. (i)-(n): average absolute difference between the
reconstructed HSI and reference HSI over different spectral bands, from different methods. (p)-(u) SAM of each pixel between the reconstructed HSI and
reference HSI from different methods.

(a) Ref HR HSI (b) GSA (c) SFIM (d) CNMF (e) NSSR (f) Integrated (g) u2-MDN

(h) Distorted LR HSI (i) Difference of GSA (j) Difference of SFIM(k) Difference of
CNMF

(l) Difference of NSSR(m) Difference of Inte-
grated

(n) Difference of u2-MDN

(o) LR HSI (p) SAM of GSA (q) SAM of SFIM (r) SAM of CNMF (s) SAM of NSSR (t) SAM of Integrated (u) SAM of u2-MDN

Fig. 11. Reconstructed results given unregistered rigid distorted image pairs from the Harvard dataset. (a) Color composite of the reference HR HSI. (h)
Color composite of the distorted LR HSI. (o) Color composite of the LR HSI. (b)-(g): reconstructed results. (i)-(n): average absolute difference between the
reconstructed HSI and reference HSI over different spectral bands, from different methods. (p)-(u) SAM of each pixel between the reconstructed HSI and
reference HSI from different methods.
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(a) Ref HR HSI (b) GSA (c) SFIM (d) CNMF (e) NSSR (f) Integrated (g) u2-MDN

(h) Distorted LR HSI (i) Difference of GSA (j) Difference of SFIM(k) Difference of
CNMF

(l) Difference of NSSR(m) Difference of inte-
grated

(n) Difference of u2-MDN

(o) LR HSI (p) SAM of GSA (q) SAM of SFIM (r) SAM of CNMF (s) SAM of NSSR (t) SAM of Integrated (u) SAM of u2-MDN

Fig. 12. Reconstructed results given unregistered nonrigid distorted image pairs from the Chikusei dataset. (a) Color composite of the reference HR HSI.
(h) Color composite of the distorted LR HSI. (o) Color composite of the LR HSI. (b)-(g): reconstructed results. (i)-(n): average absolute difference between
the reconstructed HSI and reference HSI over different spectral bands, from different methods. (p)-(u) SAM of each pixel between the reconstructed HSI and
reference HSI from different methods.

H. Tolerance Study

At last, we would like to examine how much spectral
information can be preserved when the network deals with
unregistered images. To preserve spectral information, the
input LR HSI should cover all the spectral signatures of HR
MSI. Thus, we choose the image in Fig. 1 from the Harvard
dataset which has most of the spectral signatures centered in
the image. The results are shown in Fig. 17. The image is
rotated from 5 degrees to 30 degrees with 15% to 48% percent
of information missing. We can observe that as long as the
spectral bases are included in the LR HSI, no matter how
small the overlapped region is between the LR HSI and HR
MSI, we could always achieve the reconstructed image with
small spectral distortion even for unregistered input images.

VI. CONCLUSION

We proposed an unsupervised encoder-decoder network u2-
MDN to solve the problem of hyperspectral image super-
resolution without multi-modality registration. The unique
structure stabilizes the network training by projecting both
modalities into the same space and extracting the spectral
basis from LR HSI with rich spectral information as well

as spatial representations from HR MSI with high-resolution
spatial information simultaneously. The network learns cor-
related spatial information from two unregistered modalities
by maximizing the mutual information between the represen-
tations and their own raw inputs. In this way, it maximizes
the MI between the two representations that largely reduces
the spectral distortion. In addition, the collaborative l2,1 norm
is adopted to encourage the network to further preserve
spectral information. Extensive experiments on two benchmark
datasets demonstrated the superiority of the proposed approach
over the state-of-the-art.
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