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Toward a practical appraisal for waveform
tomography of band- and offset-limited marine

seismic data
Clàudia Gras, Clara Estela Jiménez-Tejero, Valentı́ Sallarès, Adrià Meléndez, and César R. Ranero

Abstract—We present a generalized workflow to retrieve high-
resolution P-wave velocity (VP ) models of complex Earths sub-
surface structures from traditional marine near-vertical seismic
reflection experiments. These records have typically offsets too
short to map refraction phases and lack low frequency informa-
tion. The workflow is composed of three steps: (1) downward
continuation (DC) of seismic records to the seafloor to recover
diving wave information; (2) travel-time tomography (TTT) of
first arrivals obtained from DC data, to retrieve a kinematically
correct model, and (3) full-waveform inversion (FWI) of the
original streamer data set, starting with the model obtained with
TTT and sequentially introducing higher wavenumber details
into the model. We show that the TTT allows overcoming the
issues associated to the non-linearity intrinsic to FWI. We also
disentangle envelope and phase from the waveform to choose
the objective function most suitable for FWI. We assess the
accuracy of initial models and predict the quality of the FWI
results by quantifying the early-arrival cycle skipping between
original and simulated data. The efficiency of the workflow
is tested with a challenging synthetic target model, containing
vertical boundaries with a strong velocity contrasts and velocity
inversions embedded in a checkerboard-like pattern. We show
that workflow steps (1) and (2) provide a TTT model that is
not cycle-skipped at the frequencies available in most marine
seismic experiments, and thus allow step (3) FWI to obtain high-
resolution VP models of the subsurface using band- and offset-
limited field data sets, traditionally collected in marine airgun
and streamer acquisitions.

Index Terms—Acoustic waves, Downward continuation, Full
waveform inversion, Inverse theory, Marine seismic data, Numer-
ical modelling, Signal analysis, Travel time tomography, Velocity
models, Waveform tomography.

I. INTRODUCTION

A. Seismic acquisition systems

IMAGINING the Earth′s interior with seismic waves is
challenging due to the intricate interactions between mul-

tiple factors that affect wave propagation and the imperfect
simulation of the related physical phenomena. Subsurface
geology contains variable degrees of complexity at different
scales, and different seismic imaging techniques are designed
to map the particular attributes of the seismic wavefield that
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are most relevant at the different scales. Marine seismic data
routinely acquired by both industry and academia are recorded
with hydrophone streamers with lengths ranging from 2.4 to
6 km for vintage data, to 6 to 9 km in modern data. In most
circumstances, with water layers of 1-5 km and sub-seafloor
targets of 1-15 km means that nearly all recorded arrivals
correspond to a near-vertical acquisition, i.e. offsets shorter
than the critical distance to record refractions. This acquisi-
tion system, denoted in academia as multi-channel seismic
reflection (MCS), is well suited to record the reflectivity at
geological boundaries. Most MCS streamer systems record
near-vertical reflections at short offsets with high redundancy
and lateral sampling, being able to image small-scale features
at shallower depths. However, because reflected phases are
subject to trade-offs between reflector location and the velocity
field above it, the MCS streamer data are not well-suited
to extract high-resolution velocity information. Thus, MCS
records are commonly used to construct laterally continuous
images of the subsurface geological layering in two-way time,
but provide limited information of the velocity field. The
subsurface VP structure can be more accurately obtained from
diving waves, but these appear after the critical angle at offsets
that are typically longer than most streamer records. Fig.
1a shows eight vertical VP /depth profiles that represent the
inferior and superior limits (i.e. the smoothest and strongest
VP gradients with depth) of a compilation of VP /depth pro-
files for four different geological domains; igneous oceanic
crust [57], exhumed mantle [42], [49], magmatic crust [24],
and sedimentary basin deposits [43]. Using these VP limits,
we show in Fig. 1b how the maximum experimental depth
reached by ray tracing of refracted phases varies depending
on the maximum acquisition offset (maximum source-receiver
separation). The deepest penetration of first arrivals is reached
for larger acquisition offsets in the areas with comparatively
smoother VP gradients (Fig. 1a).

B. Seismic data inversion
The difficulty of characterizing the physical properties of the

subsurface from seismic records has promoted a long standing
effort to develop seismic modelling techniques. Many methods
have been developed to describe the seismic-wave propagation,
including those reproducing travel-times by ray tracing (e.g.
[27], [32], [60]) or more complete attributes of the wavefield
using the wave equation ( [33], [53]).

Modern inverse modelling techniques aim at fitting the data
in an objective and automatic way. The automatic inversion
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Fig. 1. (a) VP /depth profiles that represent the inferior (Inf.) and superior
(Sup.) limits (i.e. the smoothest and highest VP gradients in depth) of
a compilation of VP /depth profiles for four different geological domains:
magmatic crust (MC) (solid line) [24], exhumed mantle (EM) (dotted line)
[42], [49], oceanic crust (OC) (dashed line) [57], and sedimentary basin (SB)
(dotted and dashed line) [43]. (b) The maximum depth reached by refracted
phases depending on the streamer length (X axis, maximum source-receiver
separation) and the velocity gradient of the media (Y axis, VP /depth limits in
(a)). The color scale represents depth in km. The deepest penetration of first
arrivals is reached for larger acquisition offsets in the areas with comparatively
smoother Vp gradients.

of VP distribution and geometry of reflectors may use travel-
time information of refractions, reflections or both events in a
joint tomography. Because TTT methods are focused on fitting
only travel-time information, they are moderately nonlinear
and robust, however of limited resolution, determined by the
size of the first Fresnel zone approximated by ∼

√
λ · L [58],

where λ is the source wavelength and L the source-receiver
propagation distance. Increasing computational resources has
prompted the development of increasingly complex FWI tech-
niques that aim to fit a suit of wave attributes other than travel-
times (e.g. [13], [16], [38], [44]). FWI uses some expression
of the wave equation to simulate the full wave propagation
and to retrieve the seismic wavefield at receiver locations.
To do it, an inverse problem is set to define the model
of physical properties that fits the observations. The main
advantage of FWI compared to TTT is that it provides higher-
resolution models, potentially around a half of the propagation
wavelength (λ/2). However, FWI is highly nonlinear, and
requires data containing frequencies as low as 0.5-1.0 Hz.
Otherwise, there is usually a frequency gap between the initial
and recorded data that increases the non-linearity and the
poor performance of FWI. The problem occurs when recorded
and the simulated wavefields are out of phase by more than
half a period, causing cycle-skipping and preventing FWI
to retrieve a kinematically correct initial model containing
the low-wavenumber information [14]. Most field data lack
frequencies < 4-5 Hz, so FWI requires using complementary
techniques to build kinematically-correct velocity models that
allow to fill the frequency gap and overcoming cycle-skipping.
In the absence of a priori information, the efforts have been
focused on retrieving the low wavenumbers masked in the data
set (e.g. [17], [29]), to employ more robust objective functions
to compare the recorded and simulated wavefield ( e.g. [2],
[30], [31], [59]) or to implement signal- and/or gradient-based

preconditioning or regularization techniques (e.g. [3], [55]). A
variety of strategies combining different tomographic methods,
and in particular TTT and FWI, have been proposed to
overcome cycle-skipping in MCS data inversion (e.g. [9], [22],
[48]). However, some of these have been shown useful only
in particular experimental conditions (i.e. large offsets, low
noise ratio, laterally homogeneous media, etc.), and may be
insufficient to overcome cycle-skipping issues as a generalist
approach. Given these difficulties, FWI is usually considered
applicable to only a few data sets, and unfeasible especially
in limited-offset deep water MCS acquisition geometries.

Here we present a study with synthetic data to illustrate the
inadvertent potential associated to the combined TTT+FWI
approach, and we propose a generalized workflow and asso-
ciated tests to successfully apply it to most marine streamer
MCS data. The applicability of the workflow is tested with
synthetic data to compare inverted and real models and analyze
the results after each workflow step. We first recover the
early refractions as first arrivals by downward continuation
(DC) [4], [6], [7], [22] if they are masked on MCS shot
gathers. The critical offset where refractions appear earlier
than reflections in streamer data is 2 ·d · (u/w), where d is the
water depth, u = v1/v2, and w =

√
(1− u2). Therefore,

these variables are key to decide whether to apply DC or
not. The downward continued first arrival travel-times are used
with TTT to retrieve the low-wavenumber VP information. We
show that it can be done for a variety of acquisition setups,
and it does not require the rare ultra-long streamer acquisition
[21], [48] or shallow water environments (e.g. [1]). The TTT-
inverted VP model is shown to be kinematically correct, so
data modelled are not cycle-skipped at the lowest available
frequency of typical marine MCS experiments (4-5 Hz). The
resulting VP field is used as initial model to perform multi-
scale FWI [15], in which increasing wavenumber details are
progressively incorporated into the model. The study shows
that FWI can potentially be used with a wide range of data,
including offset- and band-limited marine MCS data when
a proper workflow is applied. This study also presents a
quantitative and visual approach to assess cycle skipping,
which is used as an indicator of the suitability of the initial
model and quality of the inversion result.

II. TARGET VP MODEL AND SIMULATED DATA SET

To evaluate the potential, advantages and drawbacks of
the proposed inversion procedure, we have built a complex
synthetic model that includes VP inversions and strong lateral
VP contrasts (Fig. 2a), which are some of the most difficult
features to recover. The VP model displays a background
VP gradient superimposed with a pattern of checkerboard-
like anomalies. The model dimensions are ∼ 9.5 km long
x 3 km deep. For simplicity, a horizontal seafloor is located
below a 1 km deep water column with a constant VP of 1.5
km/s. The background VP gradient is VP (z) = 1.5 + 1.25 · z
(km/s), where z is depth, going from 1.5 km/s at the seafloor
to 4 km/s at the bottom of the model. The dimensions of
the checkerboard anomalies are 1.5 km wide x 0.75 km deep
between the seafloor and 0.75 km depth, and 2.25 km wide x
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Fig. 2. (a) The target 2-D checkerboard Vp model, which includes a 1 km
deep water layer above a checkerboard-type model, with larger-size anomalies
in the deeper part than in the upper part; superimposed on a vertical Vp
gradient. The color scale represents Vp in km/s. (b) Data simulated with the
parameterization and acquisition geometry described in the text. The shot is
located at a distance of 6.975 km along model and it is plotted in (a) as a
yellow star. Receiver positions are plotted as orange reverse triangles in (a).

1.25 km deep from 0.75 km depth to the bottom of the model.
The checkerboard anomalies have an amplitude of ±10% with
respect to the background VP in the shallow part, and of ±15%
in the deeper part. Additional information is provided in the
Supplementary material (S1).

Our goal here is to retrieve the VP model shown in Fig.
2a with the highest possible accuracy and resolution without
a priori information and using limited-offset MCS data alone.
Thus, the synthetic experiment simulates a marine MCS survey
with a 5-km long streamer, which is a standard streamer length
for conventional marine surveys. The simulated streamer has
100 channels, separated 50 m from each other. The source is
located 75 m ahead of the first channel. Sources and receivers
are located at a depth of 25 m. A total of 45 shots with
a central frequency of ∼ 8 Hz, starting at 5.075 km from
the left boundary spaced 100 m from each other towards
the right, are used to simulate the target data set (Fig. 2b).
To simulate the VP wave propagation the target VP field is
parameterized using a regular mesh with 12.5 m node spacing,
both vertically and laterally, perfect matched layer (PML)
boundary conditions to avoid spurious reflections on the left,
right, and bottom boundaries of the model, and a free surface
boundary condition on top, that represents the water surface
boundary. The simulation time is 8 s and the time sampling is
1.4 ms. The combination of a limited offset acquisition and a
relatively deep water column makes that early arrivals in the
streamer recordings are dominated by shallow near-vertical
reflections (see Fig. 2b). Arrivals from refractions or diving
waves are masked by these shallow reflections throughout
most of the shotgathers.

III. DATA MODELLING WORKFLOW

The workflow to obtain high-resolution images of the
subsurface consists on applying: (A) downward continuation
(DC), (B) first arrival travel-time tomography (TTT) and
(C) full-waveform inversion (FWI). In the next sections, we
explain the basics and main motivation of each step and show
the corresponding test results. We also show the FWI results

obtained without following the proposed workflow with and
without low wavenumber information on the data set.

A. Downward Continuation

The DC allows simulating an experiment set up that is
equivalent to the real one but recorded at a virtual surface. This
can be properly done when we have a good approximation of
the velocity model of the system between the real and the
virtual acquisition surface, such as the velocity of the water
column. In the case of marine MCS data the surface is often
the seafloor (seafloor-type geometry), so that the model to
simulate the propagation is the water column [4], [6], [7], [22].
The main goal of DC is to unmask the first arrivals or early
refractions to be used afterwards to retrieve information of the
subsurface VP field. In this section, we analyze the accuracy of
the method by comparing the results with simulated data using
the target VP model and the virtual, downward-continued
geometry set up.

Prior to DC, in this synthetic case, the only data pre-
conditioning step consists on muting the direct arrival as this
energy has no information on the subsurface properties. To do
so, we simulate the direct arrival through the water column,
and then the result is subtracted from the shot gathers. In
the case of field data, the data pre-conditioning will also
focus on shot gather noise filtering. It is important not to
change the seismic waveforms so as not to affect the new
emergent arrivals during the DC process. Once we have the
data ready, we follow the main steps of the DC approach that
includes two back-propagations through the water layer, one
in the shot gather domain and the other in the receiver gather
domain [6], [7]. Although the new virtual source and receiver
positions are in a flat surface, our DC solver works for any
geometry of the virtual acquisition surface or seafloor relief.
Moreover, the effect of a variable water velocity in DC is also
taken into account in the solver, because it back-propagates
the data through a VP water model that can be built from
oceanographic measurements. Here the inverse extrapolation
of the data follows the scheme of [35], [36]. The DC code
consists on a finite difference solver in time domain, which
is described in [22] together with a practical application in
field data. The panel (a) in Fig. 3 shows one example of
a downward-continued shot gather and panel (b) shows the
corresponding shot gather but simulated by propagating the
seismic source in the target model with the sources and
receivers at the seafloor.

Most seismic events in Fig. 3b are also displayed in Fig.
3a. Wave amplitudes of the DC shot gather (Fig. 3a) are
much smaller than the simulated ones (Fig. 3b), because of
the energy lost during the two back-propagations (sources and
receivers) that are done during the DC. Fig. 3b is displayed
with lower gain so that reflections are less clear because of
the high-amplitude event that corresponds to the direct wave.
Aside from wave amplitudes, differences arise from the direct
arrival and the sea surface reflection, both present only in
Fig. 3b. As the water and the shallow subsurface velocities
are similar, the direct wave that travels through the water
column and the one that travels through the subsurface have
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similar slopes so they appear superimposed as first arrivals
in the first 2.5 km of offset distance. Also, the sea surface
reflection is located at ∼ 1.5 s at zero offset in Fig. 3b. Another
difference is that the DC shot gather (Fig. 3a) shows energy
arriving before the first arrival. This artifact forms during the
extrapolation process as part of the wave back-propagation.
The magnitude of this artifact is amplified if there are aliasing
effects, caused by the discrete sampling of the wavefield used
as input for the DC extrapolations. Sparse seismic acquisition
with large distances between sources and/or receivers produce
less focused wavefields and, therefore, it is more likely to get
aliasing-related effects.

Regardless of artifacts, the downward-continued shotgather
display clear early refractions from the shallow subsurface
(Fig. 3a), that were obscured in the original recordings (Fig.
2b). The fact that sources and receivers are both now located
at the seafloor allows to track the first arrivals from zero
offset to the end of the streamer length (blue dots in Fig.
3c-d). However, first arrivals are more difficult to identify
at long offsets, due to amplitude attenuation and truncation
of the seismic records (Fig. 3a). The arrival times simulated
with a ray-tracing algorithm [32] are plotted as blue dots in
Fig. 3c-d. We can see that travel-times correspond to those
obtained from the DC data within ±0.13 ms on average
(Fig. 3a-c). Thus, Fig. 3c demonstrates that first arrival travel
times are not significantly affected by the DC so that they
should contain proper information on the VP of the shallow
subsurface. Therefore, these phases can then be picked and
used as input for TTT.

B. Travel-time Tomography

The goal of this step is to show that a kinetically accu-
rate background macro-velocity model can be retrieved by
performing TTT with the first arrivals identified in the down-
ward continued shot gathers. We also analyze the coverage
and resolving potential of the first arrival TTT method for
a seafloor acquisition-type data configuration (Fig. 4). We
use the TOMO2D code [5], [32], [37] to perform the first
arrival TTT and obtain the VP structure of the subsurface.
To demonstrate that a kinematically-correct VP model can be
retrieved from the DC picks we use an initial model consisting
of a vertical velocity gradient without a prior information.

Fig. 4 shows the first arrival ray paths for this acquisition
geometry, which in turn illustrates the model coverage. The
target of the TTT is to retrieve the VP information from
the travel times of these rays. The right part is the best-
covered zone because the vessel moves towards this direction.
It must be noted that the areas of the model with poor ray
coverage will be strongly conditioned by the initial model and
regularization constraints used. The coverage and number of
crossing rays and thus the derivative weight sum [54] strongly
decrease with depth, especially in the low-VP zones. Low-
VP anomalies tend to be avoided by first arrival ray paths.
Therefore, in the target model deeper ray trajectories are
limited to some high-VP areas. The ray coverage show that the
maximum depth that can be achieved for this model and survey
configuration is around 2 km below the seafloor. However,

Fig. 3. (a) Seismic data obtained from the DC of the streamer shots simulating
a virtual seafloor-type geometry. Shot location is at 6.975 km along the model.
b) Same shot as (a) but generated using the target VP model and the seafloor-
type geometry. Blue dots in (c)-(d) are the first arrival travel times of the
shortest ray paths calculated using TOMO2D, the target Vp model and the
seafloor-type geometry. Shot gathers shown in (c) and (d) are the same plotted
in (a) and (b) respectively.

only the shallowest area up to ∼ 0.75 km depth below the
seafloor is well covered. The experiment geometry provides a
total of 4,500 first arrival picks (plotted as blue dots in Fig.
3).

A series of inversion parameters have been tested, but only
the ones providing the best result in terms of accuracy are
shown in Table I. This table presents also the VP model
parameterization. As it usually occurs with geophysical inverse
methods, the system to be inverted is underdetermined, mean-
ing that the number of unknowns (> 180,000 nodes) is much
larger than the number of equations (4,500 rays/travel times).
Besides, ray paths with similar dips correspond to linearly de-
pendent equations so that they do not allow to uniquely resolve
the involved parameters. Therefore, regularization constraints
should be introduced to reduce the number of independent
variables and stabilize the inversion.

The initial model is a laterally homogeneous model with a
vertical VP gradient that follows the function VP (z) = 1.5 +
0.85 · z (km/s), going from 1.5 km/s at the seafloor to 3.2
km/s at the maximum depth, Fig. 5a. This gradient differs
substantially from the target one, so that we can consider that
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Fig. 4. First arrival ray paths for all the source-receiver pairs of the experiment
with the seafloor-type geometry. Ray coverage indicates the areas where we
have Vp information on the first arrival travel times. The model will be
better resolved in the well-covered areas than in the poorly covered ones.
The shallow part up to 0.75 km depth will be well constrained with this
acquisition parameters and Vp model.

it does not contain a priori information. As is shown in Fig.
5b, the inverted VP distribution follows the overall trends of
the target VP model (Fig. 5c), although it does not reproduce
the sharp geometry and the correct amplitude of the anomalies.
The differences between the initial (Fig. 5a), target (Fig. 5c),
and the inverted (Fig. 5b) models are shown in Fig. 5d, 5e, and
5f, respectively. The maximum VP difference in the shallowest
part and the deeper central parts of the model are around ±0.2
km/s (Fig. 5f). As expected, the larger differences concentrate
in the sharp VP contrasts, and in the poorly covered areas,
especially in the deepest parts and in both edges of the model.
Despite the different issues, the low-wavenumber information
(i.e., the background gradient) in the shallow part of the model
is successfully recovered after the TTT inversion.

In Fig. 6 we display the first arrival travel-time residuals
as a function of source-receiver distance positions for the first
(a) and last (b) iterations. Residual travel times are larger for
the longer offsets because they correspond to the longest rays
that accumulate more travel-time error and because those rays
reach the deeper levels, where the VP uncertainty is also larger.
Initial residuals are negative on average because average VP
gradient in the initial model is weaker than in the target model
so that VP is lower. Residuals larger than 0.4 s caused by the
central deep high-VP anomaly are reduced to less than 0.1
s after the inversion. The largest residuals coincide with the
location of the largest differences between initial and target
model (Fig. 5d) and between the inverted and target models
(Fig. 5f). The histogram in Fig. 7 shows the distribution of
travel-time residuals for the first and last iterations. The mean
and the standard deviation of the corresponding distributions
diminishes from -142 ms and 143 ms (red columns) to a -0.8
ms and 30 ms (blue columns), respectively. The overall root
mean square (RMS) travel-time residual is reduced from ∼ 0.2
s in the first iteration to ∼ 0.03 s in the final one, reflecting the
improvement of the VP model and the corresponding travel-
time fitting after the inversion.

Fig. 8 shows the wavefields simulated using a finite dif-

ference acoustic solver [18], the seafloor-type geometry, and
the initial, inverted, and target models, respectively. The com-
parison between the different wavefields clearly shows the
improved first arrival fitting in the data domain. The wavefield
simulated with the TTT inverted model (Fig. 8b) shows many
of the seismic phases of the target wavefield (Fig. 8c), in
contrast to what it is observed in the wavefield generated with
the initial gradient model (Fig. 8a). A time shift of up to 0.3
s at 5 km offset distance between the first arrivals in Fig. 8a,
and 8c is observed, whereas between Fig. 8b, and 8c it is of
only 0.1 s. Aside from wave amplitudes, the main difference
between the data generated with the inverted and target models
are the reflected waves generated at the sharp boundaries
between the different blocks, because only smooth gradients
(i.e. low wavenumbers) can be recovered using first arrivals.
The key observation is that the initial and target traces are
cycle-skipped for the early arrivals (Fig. 8a, and 8c), whereas
the inverted and target ones are not (Fig. 8b and 8c). At the
farthest offset the inverted (Fig. 8b) and target (Fig. 8c) traces
are starting to show some phase shift. However, the fact that
the data are cycle-skipped for the gradient-based wavefield but
not for most of the TTT inverted wavefield is key to justify
their appropriateness to be used as initial model for FWI.

C. Full-Waveform Inversion

In this section we apply FWI to the original MCS data (Fig.
2b) using two different initial models. One is the linear vertical
VP gradient model already used as initial model to perform
TTT (Fig. 5a) and the other is the VP model obtained from
TTT of DC first arrivals (Fig. 5b).

To perform the FWI we use the code presented in [30], and
we analyze the possible issues that can drive the inversion
into local minima. In subsection 1) we disentangle the instan-
taneous envelope and phase from the waveform to quantify
the corresponding misfits between initial and target data. This
helps in the design of a suitable objective function to mitigate
the effects caused by the non-linearity. In 2) we analyse the
cycle-skipping content depending on the initial model and
inversion frequency. In 3) and 4) we show the FWI results.

1) Prior study to FWI - Choosing a suitable objective
function: The seismic signal can be expressed as

u(t) = Env(t) · sinθ(t) (1)

where the envelope, Env(t), and phase, θ(t), parameters are
the instantaneous attributes of the wave [10], [20], [30], [31],
[45], [46].

Under realistic conditions, phase and envelope differences
between initial and target data can be large, and therefore
the mixing between both parameters highly increases the non-
linearity on top of the already existing one in FWI. In such
cases, to decide the best parameterization to perform FWI, it
is convenient to understand the characteristics of our data by
disentangling first the phase and the envelope from each trace
and quantifying the corresponding misfits between initial and
target data.

In FWI, the alignment of the phases with the iterations
is the most important task to diminish the cycle-skipping. If
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Fig. 5. 2-D Vp models for the TTT method. Uncovered areas (Derivative Weight Sum (DWS)=0, Toomey et al., 1994) are masked. (a) Initial Vp model,
characterized by a laterally homogeneous model with a vertical Vp gradient. (b) Inverted Vp model obtained by TTT using the first arrivals of the DC MCS
data (Fig. 3). (c) Target or checkerboard Vp model (Fig. 2a). Vp difference between: (d) initial and target model, (e) initial and inverted result, and (f) inverted
result and target model.

Fig. 6. Travel-time misfits after the first (a) and final (b) inversion step for
each source-receiver pair along the profile. The colour scale shows misfit and
the contour interval is 0.1 s.

Fig. 7. Histogram of travel-time residuals obtained with the initial (red) and
final (blue) models.

the envelope misfit is large, a phase-based objective function
would show a more linear behavior than the original signal,
and therefore a more suitable choice to perform FWI. In this

Fig. 8. Virtual downward continued wavefields generated using the FD solver
(Dagnino et al., 2014) and the initial gradient (a), TTT inverted (b), and
target (c) models in Figs. 5a, 5b, and 2a respectively. The source and receiver
horizontal positions are the same as in Fig. 2. The two clear reflection events
correspond to the reflection and multiple produced at the sea surface.

respect, it is crucial to use a continuous phase-based parameter
which does not introduce numerical problems. An example of
a convenient design for the instantaneous phase in the context
of FWI is the normalized signal, Sn = sin(θ) [31]. In [31], the
normalized signal is used as inversion parameter due to the
large envelope misfit between initial and target model. This
choice diminishes the non-linearity and despite the presence
of cycle-skipping, it is possible to invert a realistic target
model with data lacking low frequencies and with no a priori
information. However, in the present study, the envelope misfit
is small in most of the events and this allows to directly use the
signal as inversion parameter. This simplifies the methodology
as no extra calculations are needed. We show in Fig. 9 the
results of the misfits between the initial models and the target
data (gradient, on the left column, and TTT, on the right
column) for the signal (a and b), the envelope (c and d), and
the normalized signal (e and f). The corresponding expressions
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Fig. 9. Results of the misfits, M, between the initial models, gradient (left
panels) and TTT model (right panels), and the target data filtered between
4 Hz and 4.5 Hz, for the signal (a and b), the envelope (c and d), and the
normalized signal (e and f). At each panel, the x and y-axis refer to the position
(km) of each point gather and shot gather along the model, respectively.

for the misfits are:

〈Mu〉 = 〈|u(init)− u(target)|〉 (2)

〈MEnv〉 = 〈|Env(init)− Env(target)|〉 (3)

〈MSn〉 = 〈|Sn(init)− Sn(target)|〉 (4)

For these calculations, the data is filtered between 4 Hz and
4.5 Hz as 4 Hz is a realistic value for the lowest frequency
available in field data. The three misfits are averaged in a
20% of the shot gather, i.e. within a time window of 1.6
seconds from the first arrival. We limit the time window to
the early arrivals because it is the most important area to fit
first. To do this, the traces at each receiver are normalized
to 1. Fig. 9 shows, for both initial models, the well fitted
envelope misfit and how the Sn misfit features reflects in the
general aspect of the signal misfit. These results, as already
mentioned above, confirm the usage of the signal as inversion
parameter for both initial models, as the non-linear effects
coming from the amplitude differences are negligible. We refer
to the Supplementary material (S2) for more specific details.

In summary, in this study we use as objective function the
L2-norm of the waveforms. The minimization is done applying
the non-linear conjugate gradient method as search direction
algorithm.

2) Prior study to FWI - Study of the cycle-skipping with
the initial model and frequency content in the data set: To
understand and quantify the frequency gap for both initial
models, we perform several tests using data without low
frequencies. The data low-pass filtered at different cutoffs
(from 1 Hz to 6 Hz) is shown in the Supplementary material
(S3). To assess the validity of the initial VP models in a
systematic manner, we estimate the amount of cycle skipping
between target and initial traces calculating the first arrival
phase misfit (∆θ) in time domain as:

∆θij = 2 · π · υ · [FAij(initial)− FAij(target)] (5)

where υ [Hz] is the frequency at which the data is filtered
(bandpass between [υ,υ+0.5] Hz) and the first arrival travel
time is denoted by FAij [s], where the indexes i and j refer to
the shot and receiver position, respectively. We limit the cycle
skipping study at first arrivals (using the DC data) because
its optimal fitting at the first iterations of the inversion is
the key to achieve proper inversion results. Fig. 10 shows
the phase misfit (∆θij/π) for the two initial models and
different frequency cutoffs, from 1Hz to 6 Hz. Whenever the
absolute value of |∆θij/π| is greater than 1, |∆θij/π| > 1,
it is considered that there is cycle skipping between the two
traces, and the corresponding points are shown in black color
in the figure. A frequency gap is implicit in the areas where
we observe cycle skipping. As the frequency-cutoff of the
data (i.e. initial FWI frequency) increases, the value of the
∆θij/π misfit generally increases too, and new areas with
cycle-skipped traces appear. Additionally, the figure shows
significant differences between the two initial models. The
TTT-inverted result (b) is a better-posed initial model than the
gradient model one (a) regardless of the starting frequency.
It is also noticeable the difference in the spatial distribution
of cycle-skipped traces. In the gradient model, the traces
out of phase are grouped together in the same areas of the
model, which will be hardly recovered in the inversion process.
However, in the TTT model the conflicting areas can be more
easily inverted as cycle-skipped traces are less concentrated in
particular locations.

Fig. 11 is an overview of Fig. 10, which shows the in-
formation of the different panels summarized in one panel
for each initial model. It shows the percentage of traces
(y-axis) within a certain range of ∆θij/π misfit values at
each frequency (x-axis). The distribution for the cycle-skipped
traces is also shown. At 1 Hz, 65% of traces are in phase
(circles) for the gradient model and 100% for the TTT model,
so there is no cycle-skipping at all (crosses). When the cut-off
frequency increases, the number of aligned traces (circles) de-
creases, whereas the number of cycle-skipped traces (crosses)
increases. At 6 Hz, the gradient model data has ∼ 50% of the
traces cycle-skipped, whereas for the TTT initial model they
do not exceed ∼ 35%. The features described from Fig. 10 and
Fig. 11 favors the TTT model over the linear gradient to be
used as initial model for FWI for all the starting frequencies
tested.

Data with ∆θij/π misfits between 0.25 and 0.5 (squares)
represent a 20% of all traces at practically all frequencies.
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a1) 1 Hz

a2) 2 Hz

a3) 3 Hz

a4) 4 Hz

a5) 5 Hz

a6) 6 Hz

b1) 1 Hz

b2) 2 Hz

b3) 3 Hz

b4) 4 Hz

b5) 5 Hz

b6) 6 Hz

Fig. 10. Cycle skipping study for all the shots (y-axis) and point gathers (x-
axis) along the model. The ∆θij/π misfit is calculated for the initial-target
data and different frequency cutoffs 1) 1Hz, 2) 2 Hz, 3) 3 Hz, 4) 4 Hz, 5) 5
Hz and 6) 6 Hz. (a) Left panels correspond to the linear Vp-gradient initial
model and (b) right panels to the TTT inverted result. Green areas are in
phase, while dark red and blue areas show the highest ∆θij/π misfits. The
black areas point at the cycle skipped traces.

The same happens for ∆θij/π misfits between 0.5 and 1
(triangles), except for the highest frequencies (5 - 6 Hz). In
this case, these traces with large ∆θij/π values are now cycle-
skipped (crosses). In summary, the cycle skipping tests in Fig.
11 indicate the quality and potential of the initial models and
predicts their expected performance in FWI.

3) FWI results using the VP -gradient as initial model: A
total of 45 shot gathers (4,500 seismograms) with no prepro-
cessing are used as input data set for the inversion (see Fig.
2b). We apply a conventional multi-scaling strategy [15] that
consists on including progressively higher-frequencies in the
input data in order to incorporate higher-wavenumber details
of the model at each FWI step. A band-pass Butterworth filter
is applied to the inverted data set prior to the inversion. We
consider that there is no signal above noise level below the
lowest inverted frequency. A maximum of 20 iterations are
performed per frequency band. At each step of the inversion,
we increase the inverted frequency band by 0.5 Hz up to the
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Fig. 11. General cycle skipping study at different initial inversion frequencies.
The ∆θij/π misfit is calculated and sorted in four intervals (symbols:
circle |∆θij/π| < 0.25; square 0.25 < |∆θij/π| < 0.5; triangle
0.5 < |∆θij/π| < 1, and cross |∆θij/π| > 1, cycle skipped traces). Each
symbol is plotted for each frequency (x-axis) every 1 Hz, from 1 Hz up to
6 Hz, and the corresponding percentage value of traces (y-axis) in the data
with that amount of ∆θij/π misfit. Left panel refers to the Vp-gradient initial
model, and right panel refers to the TTT model.

final inverted frequency of 9.5 Hz. We start by showing the
inversion result from 1 Hz for reference, and progressively
display their evolution and deterioration from an ideal situation
to the real or worst case scenario (3Hz). The size of the space
grid is 12.5 m, so that we have a total of 768 x 244 nodes.

In this section, we perform FWI using the linear VP -
gradient, i.e. same initial model as for TTT (see Fig. 5a). The
first column (a) in Fig. 12 shows the VP models obtained
after the FWI starting at (1) 1 Hz, (2) 2 Hz, and (3) 3
Hz, respectively. The second column (b) is the VP difference
between inverted results shown in (a) and the target model
(Fig. 2a). Finally, the third column (c) shows ∆θij/π for the
models obtained by FWI shown in (a).

When the starting frequency is 1 Hz, the target model is
well recovered (Fig. 12(a1)). Differences concentrate at the
left hand side and lower right corner (Fig. 12(b1)) where there
is low data coverage. ∆θij/π misfit values in panel (c1) are
low due to the good match between target and most of the
(a1) model.

When the inversion starts at 2 Hz, half of the model is
not well recovered (panels (a2) and (b2)). The upper central
and right anomalies are well-retrieved, but the inversion fails
reconstructing the lower central anomaly and the left hand
side of the model. That is because the deeper and left areas
are covered by few traces that are initially cycle-skipped (Fig.
10(a2)). Panel (c2) shows that traces at near offsets are still
in phase. However, cycle-skipping arise for far offsets (left
hand side in the panel c2) and the inversion fails at recovering
this part of the model. The low-velocity anomalies on the left
hand side are better retrieved than the ones with high-velocities
because the VP -gradient is close to the initial one (Fig. 5d).

Finally, when the initial inversion frequency is 3 Hz, the
inversion fails (panel a3). During the inversion, only the
shallowest central anomaly at 4.5 - 6 km offset distance is
-very roughly- recovered. The boundaries and the internal
gradient cannot be reconstructed. The other parts of the model
remain unaltered. Thus, the model in (a3) is very similar to
the initial model (Fig. 5a), the VP difference in (b3) to Fig.
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5d, and the ∆θij/π misfit in (c3) to Fig. 10(a3). As expected,
when the initial model is poor the inversion fails when the
inversion starts at realistic frequencies.

4) FWI results using the model inverted by TTT as initial
model: We repeated the analysis in the previous section but
using the model obtained by TTT (Fig. 5b) as initial model
instead of the VP -gradient one. As in Fig. 12, the first column
(a) in Fig. 13 shows the VP models obtained after the FWI,
but this time starting at (1) 1 Hz, (2) 2 Hz, (3) 3 Hz, (4) 4
Hz, (5) 5 Hz, and (6) 6 Hz, respectively. The second column
(b) is the VP difference between results in (a) and the target
model (Fig. 2a), and third column (c) ∆θij/π for the model
in (a) and the target ones.

Panels (a1), (a2), (a3), and (a4) display models that match
the target one (Fig. 2a). Their differences are negligible in
almost the entire model, except for the left corner (Fig. 13(b1),
(b2), (b3), and (b4)) where the data coverage is poor. Only few
traces at far offsets illuminate the left hand side of the model,
so the large discrepancies are not reduced. Those point gathers
correspond to the traces located at the end of the streamer. The
spots of cycle skipping in panels (c3), and (c4) are caused
by the point gathers located below ∼ 1 km at the model.
The successful inversion when using the TTT result as initial
model is reflected in the improvement of the cycle-skipping
in panels (c1), (c2), (c3), and (c4), whose value is almost 0 in
most of the panels. Their ∆θij/π misfits have greatly reduced
as compared with the initial ones (panels (b3), and specially
(b4) in Fig. 10) with multiple patches of cycle skipping.

On the other hand, panels (a5) and (a6) show several VP -
artifacts on the left and lower anomalies. In addition, the
boundaries of the lower anomalies are not completely vertical.
Thus, VP -differences concentrate in these regions (Fig. 13(b5)
and (b6)). Panels (c5) and (c6) confirm that the FWI results
(Fig. 13(a5), and (a6)) differ from the target one (Fig. 2a),
because they have multiple areas where the ∆θij/π misfit is
significant, with even some cycle skipping. The errors coincide
with the largest model differences (Fig. 13(b5), and (b6)), and
it is caused by the lack of low frequency information on the
data and lack of illumination or ray coverage. Finally, Fig. 13
shows that to successfully invert data when low frequencies
are not available (below 4 Hz) requires an adequate initial
model such as the one provided by TTT.

A detailed analysis of the FWI results of data lacking
frequencies below 4 Hz and using the TTT inverted model
as initial one is shown in the Supplementary material (S4).
The VP models obtained after several multi-scaling steps of
the FWI are shown in Fig. S03. In addition, the comparison of
1-D vertical VP depth profiles for the initial (VP -gradient and
TTT), FWI result and target models, are shown in Fig. S04.
Figs. S03 and S04 illustrate the high resolution of FWI models,
which is better than the one obtained by TTT, as referred
in the Introduction. Figs. S05 and S06, further illustrate the
improvement of data fit throughout the inversion process.
The analysis is done specifically for this case as it is the
one providing the best results under realistic conditions (Fig.
13(a4), (b4), (c4)). Furthermore, we refer to the Supplementary
material (S5) for details about a more realistic situation in
which different noise levels are added to the data set (Fig.

S07) prior to FWI. All the results (Fig. S08) match with Fig.
13(a-b)4. These results indicate that the FWI results are robust
under realistic noise conditions if a good initial model, such
as that provided by TTT of DC streamer data, is used, and the
workflow proposed in this paper is followed.

IV. DISCUSSION

We present a workflow composed on three main steps; DC,
TTT and FWI, to obtain high resolution complex models of
the subsurface including VP inversions and vertical boundaries
with abrupt VP contrasts. We show that if the workflow is
followed, FWI can be successfully applied to field seismic
data sets collected under realistic experimental conditions. The
workflow reveals the low-wavenumber information hidden in
the band-limited data to obtain an initial model for FWI.
Although ad hoc methodologies may benefit particular ex-
perimental seismic settings to obtain a successful FWI (e.g.
[19], [55]), our workflow provides a generalist procedure
that can potentially be applied to most existing data sets.
The workflow explains the necessary steps to identify cycle-
skipped phases, exclude them from the inversion if necessary
to mitigate the non-linearity during FWI, and presents the
methodology to design a suitable objective function depending
on the characteristics of the input data.

The first step is the DC method, which eliminates the effect
of the water column to identify the early refractions containing
the low-wavenumber information in their travel times (e.g.
[17], [34]). Applying DC to change the geometry set up from
the sea level to the seafloor surface promotes the appearance
of refracted phases as first arrivals [26] along the whole offset
range [22] for most experiments. Comparing the virtual shot
gathers after the DC of the simulated data, with the record
from the virtual acquisition geometry (Fig. 3) shows that the
DC method works well because most phases occur in both
records at the same two way travel time. However, first arrivals
are not always easy to track, for example at near offsets the
energy collapses to an area wider than a point. Also, when
first arrivals at far offsets are affected by attenuation effects,
they appear less focused due to the finite nature of the seismic
record used as equivalent source, (Fig. 3a). Moreover, it also
produces upward diffraction tails. The discrete nature of the
input wavefield recordings may produce aliasing effects in the
final DC data depending of sources and/or receivers spacing.

The synthetic data show that DC first arrivals match well
the simulated arrivals from forward modelling techniques
(wave equation solvers and TOMO2D) for nearly all offsets
(Fig. 3a). Therefore, these phases contain correct subsurface
VP information. While first arrival travel times are correctly
retrieved, wave amplitudes are however not well-preserved
[50]. Hence, for the next step we use TTT with first arrival
travel times of DC shot gathers.

Unlike previous synthetic studies combining TTT and FWI
that use both sources and receivers fixed and placed all along
the model (e.g. [2], [3], [8]), our approach is a more realistic
geometry of a marine experiment facing the problems of lim-
ited coverage and illumination. The main issue to perform TTT
is the identification of refractions as first arrivals, especially
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c1) 1 Hz

c2) 2 Hz

c3) 3 Hz

b1) 1 Hz

b2) 2 Hz

b3) 3 Hz

a1) 1 Hz

a2) 2 Hz

a3) 3 Hz

Fig. 12. (a) FWI results retrieved after the multi-scaling strategy starting at 1) 1Hz, 2) 2 Hz, and 3) 3 Hz, respectively; and using the linear Vp-gradient as
initial model. (b) Vp difference between FWI results in (a) and the target model (Fig. 2a). (c) ∆θij/π misfit calculated for the FWI results in (a) for all the
shots (y-axis) and point gathers (x-axis) along the model depending on the initial inversion frequency, 1) 1Hz, 2) 2 Hz, and 3) 3 Hz, respectively.

in ≤9 km offset and deep water. Given a positive VP -depth
gradient, the steepness of the VP gradient and source-receiver
distance are key to determine the maximum depth reached
by turning rays (Fig. 1). Early refraction travel times in the
inversions provide a better-constrained upper part of the model
(Fig. 5b) [4], instead of being conditioned by the smoothness
regularization constraints, that help to properly retrieve not
only the shallow but also the deep areas. Thus, applying DC
to the seafloor is necessary to recover these first arrivals phases
in the shot gathers [26] all over the offset range (Fig. 3).

TTT models from DC first arrivals have the largest travel-
time residuals or VP differences in the areas with strong VP
contrasts (Fig. 5). To successfully map large VP contrasts,
reflections from the discontinuity must be jointly inverted.
Of course poor ray coverage (low DWS) also cause poor
VP retrieval at the edges and deeper parts of the model (see
Fig. 5f). Besides, the low resolution observed at depth is also
related to the small wavenumbers of the deep anomalies.

The reduction of the travel-time residuals between initial
and final TTT models is significant in the data domain (Fig.
7) for all offsets (see Fig. 6), in agreement with VP model
results (see Figs. 5d-f). The wavefield simulated using the TTT
model is closer to the target wavefield than data generated with
the assumed gradient model (see Fig. 8). Major differences
concentrate in reflected phases, where VP changes abruptly.
Initial and target first arrivals display larger time shifts as offset
increases (at > 2 km offset, being up to 0.3 s at 5 km offset
distance, see Fig. 8).

A key point is that most seismic traces modeled using

the TTT Vp are not cycle-skipped with respect to the target
traces at the lowest frequency available in typical data sets.
In contrast, the results obtained using a gradient-based model
display cycle skipping even at the lowest frequencies (see
Figs. 10, 11). We estimate the frequency gap indirectly by
computing the cycle skipping between initial Vp model and
the data content for FWI in Figs. 10, and 11. In particular,
these figures allow to assess the frequency gap between the
shortest wavelength retrieved in TTT and the largest one in
FWI. Minimizing this gap and, therefore the cycle skipping
between initial and target data, is essential for FWI (see Fig.
10 versus Figs. 12, 13) to retrieve accurate Vp, avoid artifacts
(see Figs. 12(a-b-c)2, 13(a-b-c)5-6) and prevent the inversion
to get stuck in local minima (Figs. 12(a-b-c)3).

We verified that the model is kinematically correct (not
cycle-skipped), by comparing the ∆θij/π differences in DC
data (Figs. 10, 11), since low-wavenumber information of the
media is shown in the first arrivals. Nonetheless, recovery of
VP inversions and vertical VP contrasts, such as the edges of
the checkerboard model anomalies, is incomplete with TTT
and normally requires applying FWI.

FWI is the final workflow step and requires a robust initial
VP model to avoid cycle skipping (e.g. [12], [14], [39],
[40], [52]). When this condition is fulfilled, our synthetic
test shows that FWI allows fitting most seismic events (Fig.
S05) providing a higher-resolution VP model (Fig. 13(a-b-c)4).
It has been shown that TTT models from ultra-long offset
streamers (e.g. [47], [51]) and, TTT models obtained from DC
first arrivals (Figs. 3c, 5b) are robust to perform FWI (Figs.
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a1) 1 Hz

a2) 2 Hz

a3) 3 Hz

a4) 4 Hz

a5) 5 Hz

a6) 6 Hz

b1) 1 Hz

b2) 2 Hz

b3) 3 Hz

b4) 4 Hz

b5) 5 Hz

b6) 6 Hz

c1) 1 Hz

c2) 2 Hz

c3) 3 Hz

c4) 4 Hz

c5) 5 Hz

c6) 6 Hz

Fig. 13. (a) FWI results retrieved after the multi-scaling strategy starting at 1) 1Hz, 2) 2 Hz, 3) 3 Hz, 4) 4 Hz, 5) 5 Hz, and 6) 6 Hz, respectively; and using
the TTT inverted result as initial model. Uncovered areas (DWS=0) are lighter to better see the regions where low-frequency information is recovered by the
TTT. (b) Vp difference between FWI results in (a) and the target model (Fig. 2a). (c) ∆θij/π misfit calculated for the FWI results in (a) depending on the
initial inversion frequency, 1) 1Hz, 2) 2 Hz, 3) 3 Hz, 4) 4 Hz, 5) 5 Hz, and 6) 6 Hz, respectively.

10, 11, 13). In our synthetic tests, most differences between
the FWI and target models occur where the initial TTT model
is poorly constrained due to limited data coverage (see Figs.
5f, 13).

The wavefield generated using the final FWI model (Fig.
S05b) and its corresponding target seismic record (Fig. S05c)
match for all offsets and times (Fig. S05e) when initial model
is from TTT (Figs. 10, 11). In this case, FWI is capable of
decreasing the wavefield misfit close to zero (Figs. S05e, S06).

The workflow provides robust FWI results even when input
data lowest frequencies are 4-5 Hz, as for most marine surveys.

Our workflow will work regardless of the VP distribution
of the medium. That is, the workflow is equally valid if
the medium is smooth without reflections (in this case the
refraction (DC) TTT will be key to define the background),
or if it has numerous reflections or few but separate ones,
which according to their dimensions will be recovered with
either TTT and/or FWI. Our synthetic results show that using
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our workflow even vertical VP boundaries and VP inversions,
similar to those expected across steep faults or salt diapirs (in
[9], [11], [41]), can be properly mapped with limited-offset
data sets, but the maximum target depth to be resolved has
to be evaluated from the VP structure and experiment design
(Figs. 1, 4).
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V. CONCLUSION

We present a practical appraisal for waveform tomography
of band- and offset-limited streamer seismic data. We show
that high-quality VP models of complex structures can be
obtained using traditional marine data sets, archives at many
organizations, provided the appropriate workflow is applied.
We provide the sequence of steps, DC of the MCS data to the
seafloor, TTT of DC first arrivals, and FWI of the original
MCS data, to be followed to successfully retrieve a high
resolution VP model. We test results after each step, and show
a study prior to and after the FWI at different and challenging
experimental conditions. For this reason, we test the FWI with
the two most widely used initial VP models (linear gradient
and TTT result) and a range of data frequency content from
1 up to 6 Hz. We show in both a visual and quantitative
way for each case the areas that suffer from cycle skipping
problems. We also show how the TTT result of DC first
arrivals, within its resolution range, is a useful model to reduce
the non-linearity of FWI. We test a complex synthetic model
with vertical VP boundaries and VP inversions for assessment
of the results. Our results indicate that much of the existing
multichannel marine streamer data sets are suitable to obtain
high resolution VP information of the subsurface.
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Clàudia Gras Barcelona Center for Subsurface
Imaging, Institute of Marine Sciences, Spanish Na-
tional Research Council (CSIC), Barcelona, Spain.
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TABLE I
RELEVANT PARAMETERS USED IN THE TTT.

Parameters Values

Model
Grid dimension (# nodes) (long x deep) 768 x 244
Node spacing (dx = dz) 12.5 m
Data
Number of DC shotgathers picked 45
Distance between DC shots picked 100 m
Source and receiver depth 1 km
Maximum experimental offset ∼ 5 km
Total of first arrival travel times 4,500
Inversion
Forward star order (x,z) (node connections) (5,5)
Eliminate data outliers with chi values > 15
Number of iterations 10
Velocity smoothing parameter 100
Top velocity smoothing correlation lengths (x,z) (0.1,0.1) (km)
Bottom velocity smoothing correlation lengths (x,z) (0.5,0.25) (km)


