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Abstract— Radar tomography of glaciers promises to improve
imaging and estimates of subsurface ice-sheet structures and
properties, including temperature distributions, basal materials,
ice fabric, and englacial water content. However, bistatic radar
data with long (i.e., larger than the ice thickness) walk-away
surveys are required to constrain high-fidelity tomographic inver-
sions. These long-offset data have proven difficult to collect due to
the hardware complexity of existing synchronization techniques.
Therefore, we remove the hardware complexity required for
real-time synchronization by synchronizing in postprocessing.
Our technique transforms an Autonomous phase-sensitive Radio
Echo Sounder (ApRES) system and a software-defined radio
receiver into a coherent bistatic radar capable of recovering
basal echoes at long offsets. We validated our system at Whillans
Ice Stream, West Antarctica, with a walk-away survey up to
1300 m (797 m thick) and at Store Glacier, Greenland, up to
1450 m (1028 m thick). At both field sites, we measured the
basal echo at angles beyond the point of total internal reflection
(TIR), whose previous literature had set as a hard physical
limit. We support our experimental results with high-frequency
structure simulation, which shows that ground-based radar
systems capture evanescent waves and are not hindered by TIR.
Our analysis and experiments demonstrate a system capable
of executing wide-angle bistatic radar surveys for improved
geometric and radiometric resolution of inversions for englacial
and subglacial properties.

Index Terms— Bistatic radar, bistatic tomography, direct-path
synchronization, ice-antenna coupling, phase alignment, radio
echo sounder, signal-to-noise ratio (SNR) gain, summation noise
statistics.
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NOMENCLATURE

Material Properties:

α Attenuation coefficient (Np/m).
Na Attenuation loss, one-way depth averaged (dB/km).
a Attenuation loss, two-way attenuation as a scalar.
tan β Loss tangent.
� Permittivity (F/m).
� �� Imaginary part of permittivity (F/m).
� � Real part of permittivity (F/m).
�r Real relative permittivity � �/�0 (e.g., ice ∼3.18).
�0 Permittivity of free space (8.853 × 10−12 F/m).
μ0 Permeability of free space (4π × 10−7 H/m).
σ Static conductivity of ice, excluding ω��� (S/m).
σs Static conductivity (S/m).
σn Static conductivity of a grid space n (S/m).
σ 0

i Molar conductivity of a compound i (S/m).

Standard Deviation:

σ̃v Standard deviation of noise voltage before
processing.

σ̃noise PW Standard deviation of noise power
after processing.

Signal:

vTX(t) Transmitted voltage signal (V).
v(t), vm(t) Voltage signal of echo before processing (V).
s(t) Voltage signal of echo after processing (V).
V Voltage peak of matched filtered signal (V).
bm Power received for measurement m,

normalized to remove dependence on
vars other than conductivity.

Noise:

W White Gaussian noise random variable (V).
w(t) White Gaussian noise voltage before processing (V).
n(t) Noise voltage after processing (V).

Radar Equation:

PRX Power received by radar (W).
PTX Power transmitted by radar (W).
GTX Transmitting antenna gain for a particular angle.
GRX Receiving antenna gain for a certain angle.
ρ Scattering loss from basal roughness.

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

https://orcid.org/0000-0002-9428-327X
https://orcid.org/0000-0003-1916-3929
https://orcid.org/0000-0003-2527-8271
https://orcid.org/0000-0002-0868-4633


1001917 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 60, 2022

	 Reflection coefficient for electric/magnetic field
squared for operating on power.

θ Angle: indicates angular dependence of variables.
θi Incidence angle between wave and surface normal.
θt Transmission angle between wave and surface

normal.

EM Properties:

λ Wavelength in ice (m).
c Speed of light (m/s).
ω Angular frequency (rad·s−1).
η Intrinsic impedance of medium for EM wave ().
t Time (s).
d Path length: total distance the wave travels (m).
τ Chirp length (s).
B Bandwidth (Hz).
φ Phase shift of voltage/electromagnetic wave.
φm Random phase shift of a signal caused by

the difference in the TX and RX local oscillators.
φb Propagation phase shift of wave reflected from bed.
φd Propagation phase shift of wave that traveled along

the direct path through the air between TX and RX.

Misc:

Cm Concentration of compound m (mol/L).
E0

m Activation energy (eV).
ETX Energy in transmitted signal (J).
�E Electric field (V/m).
�H Magnetic field (A/m).
h Ice thickness (m).
R Resistance ().
k Boltzmann’s constant (8.617 × 106 ev/K)

also used as degrees of freedom for χ2 distribution.
T Temperature (K).
Tr Reference temperature for chemistry

measurements (K).
t0 Time the chirp was transmitted (s).
tb Time the basal echo was received (s).
td Time the direct path was received (s).
x Antenna separation between transmitter and

receiver (m).
N Number of chirps summed.

I. INTRODUCTION

ICE penetrating radar sounding is a widely used and
information-rich geophysical technique that is a founda-

tional tool for terrestrial and planetary glaciological studies [1].
Monostatic nadir-facing records of radar echo strengths col-
lected from airborne and ground-based platforms have been
variously exploited to observe and interpret subglacial hydrol-
ogy [2], [3], basal thermal state [4], ice fabric [5], [6], englacial
temperature [7], debris [8], and water [9]. In many of these
studies, researchers exploited the temperature dependence
of englacial attenuation [10] and/or basal reflectivity [11]
to infer subglacial [12] or englacial temperatures [13] or
thermal anomalies [14]. Despite their wide application and
utility, these monostatic approaches suffer ambiguity in their

attenuation/reflectivity signals [15] and do no achieve the
radiometric or geometric resolution of array-based [16] or
tomographic [17] approaches. However, bistatic and tomo-
graphic ice-penetrating radar sounding systems and studies
remain rare.

Tomography is a powerful tool that creates estimates of
the 2-D distribution of subsurface properties using atten-
uation and/or time of flight data. A wide diversity in
transmitter–receiver offsets is particularly important for con-
straining inversions and limiting the solution space [18]–[21].
Well-constrained inversions require the constraints provided
by longer offsets. Applying tomographic and variable-offset
approaches to ice-penetrating radar data enables investigating
glaciological processes (e.g., shear margin thermal anom-
alies [22], [23]) that fall below the radiometric and geometric
resolution of most monostatic radar sounding inversions.

A handful of bistatic radar experiments have been working
toward the large offsets required for well-constrained tomo-
graphic inversions. For example, Drews et al. [24] used a
common shot configuration to measure radar-wave travel time
and invert for the ice density profile as a function of depth
on roughly 400-m-thick ice shelves. Another investigation
constrained the water content at various depths inside a shal-
low alpine glacier using the wave speed measured in a com-
mon midpoint (CMP) experiment [25]. Other investigations
have favored measuring attenuation to invert for subsurface
properties. For example, Winebrenner et al. [26] employed a
CMP survey to collect bed echo power at varying offsets
and accurately solved for both the depth-averaged attenuation
and conductivity. Holschuh et al. [27] extended this analysis
by including englacial layer reflectors to estimate depth-
averaged ice attenuation to a particular depth of reflector.
While these investigations estimated ice properties in one
dimension, their use of a bistatic configuration showed promise
for bistatic tomography. To obtain accurate 2-D tomographic
inversions [18]–[21], bistatic radars must reach larger antenna
separations than those used in these studies.

The largest antenna separation achieved in the literature
was around 1000 m, and the authors reported that wide-angle
radar surveys are impossible due to total internal reflection
(TIR) [27]. TIR occurs when the transmission angle of a wave
passing through an interface exceeds 90◦ and the waves travel
along the ice surface as evanescent waves rather than passing
through the medium [28]. The critical incidence angle beyond
which this phenomenon can occur is given by Snell’s law
and only occurs when a wave travels from a medium with
higher refractive index to a lower one. This phenomenon can
prevent a wave from exiting the ice and being detected by the
receiving antenna. We hypothesize that TIR is only a barrier to
airborne experiments and does not limit ground-based systems.
We test this in high-frequency structure simulator (HFSS)
and experimentation. The next challenge is overcoming signal
attenuation at large antenna separations, which in past exper-
iments caused poor signal-to-noise ratio (SNR) that limited
previous systems and experiments [24], [27].

Weak signals can be amplified above additive noise through
coherent summation, which requires synchronization, or the
time and phase alignment of chirps in either hardware or
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software. While incoherent summation, the summing of pow-
ers, can be applied to phase unsynchronized data, it only
provides an SNR gain of

√
N , where N is the number

of chirps summed. The square root taper in SNR gain
makes unsynchronized wide-angle surveys intractable for radi-
oglaciology. Adding phase-aligned voltage waveforms, called
coherent summation, offers N SNR gain but requires phase
synchronization to prevent destructive interference from phase
misalignment caused by local oscillator (LO) drift. Traditional
monostatic radar systems are synchronized in hardware, but
this does not extend to long-offset bistatic measurements due
to radio frequency cable losses. While a fiber-optic link could
be used, the length of cable required would be cumbersome
and impractical in field deployments; therefore, we pursue
wireless synchronization.

Several wireless synchronization methods exist that use a
separate channel to transfer transmit time and phase infor-
mation between transmitters and receivers. Many methods
synchronize daughter clocks to the mother using techniques
such as timing signals sent by the master [29], [30] and
response delay between daughter and mother nodes [31].
Other techniques [32]–[34] not only provide timing synchro-
nization of clocks but also eliminate phase drift of LOs to
enable coherent summation of chirps in radar applications.
All these approaches use a synchronization channel separate
from the radar. Consequentially, systems using active syn-
chronization techniques either reduce radar pulse repetition
frequency (PRF) to intertwine synchronization signals or use
a separate antenna at a different frequency for the synchro-
nization channel. The former option reduces data collection
efficiency and the latter increases hardware complexity. These
are not significant challenges for bistatic radar tomography of
glaciers; however, in our pursuit of a simple, low-cost system
for glaciology, we developed a new type of synchronization
that trades these issues for increased data volume and post-
processing time.

For applications that do not require real-time synchroniza-
tion, we introduce a postprocessing synchronization approach
that does not necessitate a reduced PRF and additional hard-
ware. Rather than use a separate channel to communicate
transmit time and phase information, we extract this infor-
mation directly from the radar data. In radar data, before
any echoes bounce back to the receiver, a wave is recorded,
which travels the shortest path between the transmitter and the
receiver. This direct path is typically discarded, but we use this
high SNR signal to extract the transmit phase and transmit time
information and use it to synchronize received chirps. While
the passive synchronization concept has the potential to reach
100% duty cycle, our implementation optimizes for usability
and low cost, so we reduce our net PRF to accommodate the
write speed capability of lower cost software-defined radios
(SDRs). As the cost of capable hardware comes down, future
iterations may reach 100% duty cycle to minimize the time
scientists spend conducting experiments out in the cold.

We implement our processing-based synchronization tech-
nique on data collected by an Ettus Research E312 SDR
that passively measured Autonomous phase-sensitive Radio
Echo Sounder (ApRES) [35] chirps at increasing offsets.

Fig. 1. Our experimental configuration included a transmitter and receiver
spatially separated by 200–2400 m. The transmitter was always static, while
the receiver was static in some tests and slowly moving in others.

We validated our system at Whillans Ice Stream, Antarctica,
where we recovered basal echoes at the static offsets of 300,
600, 900, and 1300 m. Experiments show that our system
synchronizes the data sufficiently to attain N processing
gain from coherently summing N chirps, matching theory.
We extend this experiment at Store Glacier, Greenland, where
we conducted a walk-away experiment and recovered basal
echoes up to 1450 m, beyond the point of TIR. This experi-
ment is depicted in Fig. 1. The results suggest that basal echoes
can be recovered from additive noise at any antenna separation
provided a detectable direct path.

II. METHODS

A. Electromagnetic Simulation

To explore the fundamental limits of offsets achievable and
exploitable by our new system, we simulated our experiment
in HFSS to assess whether TIR limits the maximum antenna
separation. We simulated a plane wave propagating in ice,
impinging on a flat air–ice interface and measured how
much power was received by a dipole antenna above the
ice–air interface. We simulated isotropic ice with a relative
permittivity (�r ) of 3.18, a loss tangent (tan β) of 0.0062 [36],
and a conductivity (σ ) of 1 × 10−5 S/m, consistent with [10].
An incident plane wave excitation was assigned to the bottom
of the ice and perfectly matched layer (PML) boundaries are
applied to all other exposed sides of the simulation. In terms
of wavelength (λ), the simulation area was roughly 15λ ×
11λ × 1.5λ with the antenna at minimum λ/2 from PML
boundaries. A dipole antenna was suspended in air just above
the ice, the design of which we parametrically optimized in
HFSS. The dipole antenna was represented by two perfectly
conductive cylinders of length 45 cm with a gap of 0.749 cm
and a radius of 0.749 cm, which was found to have better than
−15-dB return loss at 300 MHz for both distances from the
ice. Note that the ice slightly tunes the antenna depending on
the proximity of the antenna to the ice. The voltage received
by the antenna was calculated by integrating the tangent
electric field between the cylinders using the fields calculator
as explained in [37].

B. Experiment

We developed and demonstrated a bistatic system that
can detect a basal reflection with large transmitter–receiver
separation. We used an ApRES [35] as our transmitter and
an Ettus Research E312 SDR as our receiver. The individual
hardware used for the transmitter and receiver is incoherent
from each other, so we created a coherent system by exploiting
the signal direct path to synchronize the devices. We conducted
validation testing at Whillans Ice Stream, West Antarctica,
using static transmitter–receiver separations of 300, 600, 900,
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(a) (b) (c)

(d) (e) (f)

Fig. 2. Theoretical reflectivity as described in Appendix A-A is plotted
above, which shows that reflected power depends on antenna orientation, off-
nadir bistatic angle, and basal material. A wave with the electric field (�E)
parallel to the bed (blue line) has a significantly higher reflection coefficient
than its orthogonal counterpart ( �H, red dashed line) for all bed types. This
result drives the orientation of antennas with respect to the transect in our
field demonstrations. The electrical properties used for ice were �r = 3.18
tan β = 0.0062 and the basal properties are as follows [36]. (a) �r = 2.7
tan β = 0.022 (frozen bedrock). (b) �r = 2.8 tan β = 0.035 (frozen till).
(c) �r = 3.43 tan β = 0.05 (marine ice). (d) �r = 6.6 tan β = 0.41 (unfrozen
bedrock). (e) �r = 18 tan β = 0.82 (unfrozen till). (f) �r = 80 tan β = 0.002
(fresh water).

and 1300 m. Measurements were conducted along the transect
between the static transmitter position at 84.24892◦ S and
153.91115◦ W and the maximum receiver position 84.25877◦ S
and 153.97427◦W. At Store Glacier, Greenland, we conducted
a walk-away survey along the transect between 70.557821◦ N
and 50.091945◦ W and 70.57078◦ N and 50.0429817◦ W. As an
on-foot experiment, we restricted the maximum antenna sep-
aration to 2300 m to prevent overexertion. This moving
experiment included a record of the static transmitter location
using a global navigation satellite system (GNSS) receiver
and a periodic recording of the GNSS location of the radar
receiver, embedded in the radar data. Antennas were always
oriented facing the ice with the electric field parallel to the
bed (s-pol), as shown in Fig. 2. Orienting the antennas in h-
pol causes power loss due to the orientation dependence of the
reflection coefficient. We provide full instructions for repeating
our experiment at [38] and the dataset is available at [39].

C. Hardware

Our system consists of the transmitter and receiver depicted
in Fig. 3. Both the transmitter and the receiver were connected
to a cavity-backed bowtie antenna with a gain of 6.56 dBi
across a bandwidth of 200–400 MHz. The peak antenna gain
occurs at nadir; however, the antenna has a large beamwidth
of 115◦, allowing detection of the direct path and basal echoes
at long offsets. The ApRES was used as the transmitter
because our field-going collaborators use these systems, but

Fig. 3. Transmit and receive chains are shown. Here, we use an ApRES
as the FMCW transmitter, although any chirped transmitter could be used
instead. The receive chain includes a bowtie antenna and low noise amplifier
external to the SDR, with internal components including amplifiers, bandpass
filters, and an IQ analog-to-digital converter.

we intend to develop an option for an SDR transmitter for
more control over the transmitted waveform. The receive
chain included a low noise amplifier from Advanced Receiver
Research, providing 20-dB gain and a 0.5-dB noise for
300–360 MHz. The transmitter emits a 20-dBm stable linear
frequency-modulated continuous-wave (LFMCW) chirp that
ramps from 200 to 400 MHz over a 1-s chirp length. The
ApRES transmits continuously (100% duty cycle), while the
SDR records time-domain data in 8-s segments, delineated by
downtime for data transfer. We programmed the SDR to apply
a bandpass filter (323–338 MHz) and 62 dB of gain, which is
the highest gain that still minimizes amplifier nonlinearities.

Due to write speed limitations of USB 2.0 and our choice
to use an 8-s chirp, we are unable to achieve the maximum
56-MHz in-phase quadrature (IQ) sampling rate of the SDR.
We chose a reduced bandwidth and IQ sampling rate of
15.3 MHz centered at 330 MHz and a long chirp of 1 s
to balance the increased SNR provided by longer chirps (see
Appendix B-E and the increased interference of overlapping
sinc functions caused by lower bandwidths (see Section A-B2).
As shown in Appendixes A-B1 and B-E, bandwidth does not
influence the SNR of an isolated chirp and therefore was not
considered in the tradeoff.

D. Processing

To recover basal echoes at long offsets without the use of an
active synchronization channel, we implement a novel direct-
path synchronization processing chain in MATLAB. As shown
in Fig. 4, our processing chain is split into three phases,
each summarized in the following. We provide our GitHub
repository at [38].

Phase 1: The GNSS position of the receiver is extracted
from the last 100 bytes of each 8-s recording stored by the
SDR to determine the precise offset from the transmitter. Next,
we matched filter each time-domain recording with a reference
transmit signal to improve the SNR. The cross correlation
peaks at the time the direct path is received (Fig. 4). The
matched filtered output is then cropped around this peak,
separating individual chirps. Clipped chirps that occurred in
between SDR recordings are then removed.

Phase 2: We estimate the direct-path delay with subsam-
ple resolution using quadratic least-squares peak estimation,
as discussed in [31] and [32]. This approach to pinpointing
the peak at subsample resolution is more data volume efficient
than sinc interpolation. The method fits a parabola to the three
points at the peak of the discrete signal and finds the analytical



BIENERT et al.: POST-PROCESSING SYNCHRONIZED BISTATIC RADAR FOR LONG-OFFSET GLACIER SOUNDING 1001917

Fig. 4. We illustrate the three-phase processing chain using the chirp received at 537.7 m in Greenland as an example. (a) Reference chirp (red) and a raw
8-s time-domain signal (blue line) are (b) matched filtered to produce the output. The matched filtered output is cropped around each cross correlation peak
(red dashed box), which indicates the direct path of a received chirp. (c) Coarse time and phase alignment are applied. (d) Phase 2 first applies quadratic
least-squares peak estimation to the direct path. Next, we iterate through each chirp, time-aligning adjacent chirps that reflected from the bed in the same first
Fresnel zone as the center chirp. (e) Original chirp (red) is shifted left (blue) to align with the center chirp. (f) Finely time-aligned chirps are then rephase
aligned and coherently summed, clearly revealing the bed echo. In Phase 3, (g) we convert the chirp amplitudes to power and (h) again apply quadratic
least-squares peak estimation to recover the bed echo power. (i) Bed echo powers are recorded and saved.

parabola maximum. If k0 represents the time (in samples) of
the direct-path peak in discrete signal s[k], then the estimated
delay sample kdelay can be found

kdelay = k0 − �k

�k = s[k0 + 1] − s[k0 − 1]
2 ∗ s[k0 − 1] − 4 ∗ s[k0] + 2 ∗ s[k0 + 1] . (1)

The parabolic fit does not accurately estimate the amplitude

of the peak, so we resample the signal in step with kdelay

to accurately capture the direct-path peak. Resampling is
completed in the frequency domain as

s[k − �k] = F−1(F (s[k])e− j2π f �k/ fs ). (2)

The code then performs the following steps on each cor-
rected chirp i (shown in Fig. 4).

1) Chirp i is upsampled, cropped, and time-aligned with a
template waveform using the direct-path peak.

2) We create a bin containing all chirps that are reflected
from the bed within the first Fresnel zone of chirp i .

3) Each bin chirp is upsampled and cropped.
4) The direct-path phase (φd + φm) is extracted from

each bin chirp, and then, each chirp is multiplied
by e− j (φd+φm ) for phase alignment, as discussed in
Section III.

5) We use a normalized matched filter to identify bin chirps
with low cross correlation with chirp i and omit these
from the bin.

6) All chirps in the bin are coherently averaged.

Phase 3: The coherently averaged chirp amplitudes are
first converted to power in watts from units of V s(1/2) by
squaring, dividing resistance, and dividing by chirp length.
Next, we improve the accuracy of the basal power estima-
tion by identifying peak location with quadratic least-squares
estimation and resample the waveform to that peak. We then
remove bed picks that appear at a depth discontinuous from
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Fig. 5. (a) Wave traveling through the air, called the direct path accumulates
a phase shift of φd . The wave that reflects off the bed gains a phase shift of
φb . (b) Plot of four received chirps after matched filtering. Both the direct
path and bed echo have an unknown phase shift, φm , caused by LO mismatch
which changes for each received chirp. (c) Without phase aligning the chirps
to remove φm , the chirps may destructively interfere when complex summed.
(d) Each receive chirp is multiplied by e− j (φd +φm ) to remove the unknown φm
before coherent summation. The four chirps summed here are from 2018 Store
Glacier data using 1-MHz bandwidth and an Ettus B205mini.

surrounding data points. Finally, we estimate the ice depth
at each chirp’s GPS location. The basal echo powers and
estimated ice depths are then saved and can be used for further
analysis.

III. PROCESSING-BASED SYNCHRONIZATION

Rather than require a separate synchronization channel
to enable coherent summation, we recover relative transmit
phase information from the direct-path wave and use it to
synchronizing waveforms in phase 2, step 4 of the full
processing chain. The received chirp has a random, unknown
phase shift from the reference chirp caused by phase offset
between transmit and receive LOs (φm). In addition to this
unknown phase, the wave that reflects off the bed accumulates
a phase shift of (2π/λ)d as it propagates a distance d and a
phase shift from reflection at the bed for a total shift of φb,
as shown in Fig. 5(a). The wave that takes the shortest path
through the air between the transmitter and receiver, called the
direct path, accumulates a phase shift of φd = (2π/λ)x , where
x is the tx–rx antenna separation. For a static measurement,
φd and φb will remain constant, but φm will change over time.
If the received echoes are time-aligned and complexly summed
without correcting φm , the signals may destructively interfere,
as shown in Fig. 5(c). We remove the random φm by first
obtaining its value from the direct path. After matched filtering
the data, the direct-path peak is detectable with phase φd +φm,
as shown in Fig. 5(b). For each received chirp, we obtain
the phase of the direct-path peak (φd + φm) and multiply the
entire chirp by its complex conjugate e− j (φd+φm). This sets
the phase of the direct-path peak to zero, while the basal
echo peak becomes: e j (φm+φb)e− j (φm+φd ) = e j (φb−φd). This
procedure removes the random phase φm , causing all chirps to
be in-phase and enabling coherent summation. Provided that

Fig. 6. HFSS simulation demonstrating that the evanescent waves extend
roughly 6λ above the surface and can be captured by antennas close to the
ice surface. The simulation space is made large compared to wavelength
(15λ × 11λ) to ensure that the finite width of the incident plane wave (moving
from bottom left to top right) does not impact the antenna (far right). The left
half of the simulation space is ignored because the finite wave port makes
that side of the solution a poor approximation for an infinite plane wave.

the direct path is detectable, this synchronization technique
enables basal echo recovery from below the noise floor at
any antenna offset, provided that noise is additive rather than
multiplicative.

Ranging can be estimated using the direct path and the
antenna separation. The transmit time (t0) can be estimated
from the time the direct path was received (td) and the antenna
separation (x)

t0 = td − x

c
. (3)

The ice thickness at the midpoint between the antennas can
be estimated using the transmit time, echo receive time (tb),
and the ice relative permittivity (�r )

h =
��

c(tb − t0)

2
√

�r

�2

− x2

4
. (4)

IV. RESULTS

A. Total Internal Reflection

TIR has been suggested to limit bistatic antenna separation
on ice [27]; however, we find in HFSS that this is not a limiting
factor for ground-based systems since the surface is within the
antenna’s near field. The antenna’s receive power is shown in
Fig. 7 for two different heights above the ice. TIR is captured
by the simulation, as shown in Fig. 6; consequentially, the
antenna simulated at 8λ from the ice surface receives very little
power at large bistatic angles. However, the evanescent waves
extend about 6λ above the surface (Fig. 6) and are captured by
the antenna λ/10 above the ice. As a result, the ground-based
antenna experienced little loss at increasing bistatic angle, with
a receive power remaining around −26 dB (Fig. 7).

B. Static Long-Offset Demonstration in Antarctica

In December 2018, we tested the synchronization method
and hardware at Whillans Ice Stream, West Antarctica,
using offsets longer than those possible with traditional
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Fig. 7. Receive power from a plane wave traveling from ice to air for
various incidence angles and two different antenna heights above the ice—8λ
and λ/10. Little power is received past the critical angle when the antenna is
far from the ice surface, indicating that TIR occurs. However, TIR does not
significantly impact an antenna near the ice surface.

Fig. 8. Coherently averaging 123 matched filtered, upsampled chirps enabled
bed detection at an antenna separation of 1300 m in 797-m-thick ice with
44-dB SNR at Whillans Ice Stream, Antarctica. Coherent summation performs
better than incoherent summation, making both the bed echo and internal
layers clearly visible. Furthermore, the noise floor approached the interference
level of the noiseless simulation.

GPRs [24], [26], [27]. The transmitter and receiver were
held stationary at the separations of 300, 600, 900, and
1300 m. Using an ApRES with antenna separation <10 m
(see Appendix C), we measured the ice column at the bistatic
transmitter to be 797 m thick without firn correction using a
permittivity of 3.18. Even with our modest 100-mW transmit
power, the processing chain successfully recovers the bed
reflection at all antenna separations to SNRs greater than 44 dB
as well as the internal layers in measurements at offsets of
600–1300 m [39]. The internal layers for the 300-m antenna
separation are inseparable from the direct path. The 1300-m
antenna separation result is shown in Fig. 8 and shows that
the noise floor approaches the interference level of a noiseless
simulation. Without upsampling nor parabolic fitting, the esti-
mated ice thicknesses at increasing bistatic antenna separation
are 787, 786, 777, and 784 ± 29 m that match the PRES
measured ice thickness of 797 m at 10-m antenna separation.

Fig. 9. Bistatic quasi-radargram of Store Glacier, Greenland, formed by
towing the receiver away from the transmitter. Chirps are aligned in time
based on the direct path that is the bright yellow line around 2 μs. Note that
0 μs is arbitrarily defined as 2.6 μs before the direct-path arrival. The bright
patch between 4 and 8 μs is the return from internal layers, which slopes
away from the direct path at longer offsets due to the bistatic geometry. The
bed echo appears at 14–16 μs and also curves due to the bistatic geometry.

Fig. 10. (a) At 1450-m antenna separation and 1028-m ice thickness,
we collected 46 chirps (each plotted a different color) where the direct path is
detectable and the bed reflection is buried by noise. The direct path is 13 dB
above the noise floor, but we clip the y-axis to focus on noise reduction
provided by coherent summation. (b) To recover the basal echo from the
noise, we phase-aligned and coherently summed the 46 chirps to produce the
blue line, which expresses the basal echo around 13 μs.

C. Moving Long-Offset Demonstration in Greenland

In the summer of 2019, we tested the system on a moving
platform at Store Glacier, Greenland, where the ice was
measured to be 1028 m thick (see Appendix C). The receiver
traveled 199–2316 m away from the static transmitter collect-
ing the traces plotted in Fig. 9 [39]. Few chirps are summed
per Fresnel zone due to the speed of the receiver, except
when we recorded statically at 198-, 1051-, 1450-, and 2027-m
antenna separations. At these locations, the SNR is higher from
summing more chirps. The 1450-m antenna separation is the
last high SNR location where we collect sufficient chirps for
bed echo recovery, which is shown in Fig. 10. At this offset,
the noise floor is too high to detect the basal echo in any single
trace; however, coherent summation reveals the basal echo.
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The basal echoes with SNR better than 12 dB and mis-
alignment less than 2 μs, values that were empirically found
to yield the best results, are used to estimate the basal echo
power and ice thickness along the transect. The resulting
data are plotted in Fig. 11. Correcting received power by
geometric spreading and neglecting the angular dependence of
the antenna pattern and reflection coefficient yield an approx-
imate one-way average power attenuation of 43.3 dBW/km.
Following [13], [26], the one-way average attenuation is
estimated as the slope of power versus path length.

D. Evaluating Coherence

To assess the performance of our synchronization approach,
we compared the SNR gain of data and theory. As discussed
in Appendix B-A, coherently summing N chirps theoretically
results in an SNR gain of N , while incoherently summing only
provides

√
N SNR gain. The SNR is defined as the ratio of

the average signal power to the standard deviation of the noise
power (see Section B-A)

SNR = Average Signal Power

Standard Deviation of Noise Power
(5)

= E[|v(t)|2]
σ̃noise PW

. (6)

Here, E[ ] denotes the expectation value, v(t) is the signal
voltage, and σ̃noise PW is the standard deviation of the noise
power. The noisy 1300-m Antarctica data show an SNR
growth of N for coherent summation as shown in (Fig. 12),
demonstrating that the processing technique is effectively
synchronizing chirps.

V. DISCUSSION

A. Greenland Data

In our Greenland data, the basal echo slowly fades below
the noise floor because too few chirps are collected per Fresnel
zone to recover the basal echo. Most data points in Fig. 11
could only sum eight chirps, meaning that the high noise was
only dampened by a factor of 8 leading to high variability
of received power. This uncertainty further worsens with
increasing offset and decreasing SNR. A more accurate attenu-
ation rate could be recovered by accounting for measurement
uncertainty in the least-squares fit and reducing uncertainty
with a modified experiment design. A more accurate inversion
can be obtained at the cost of resolution by summing more
chirps at each antenna separation and reducing the number
of station locations. Therefore, we recommend performing
static measurements and increasing the number of chirps
summed with distance to ensure high SNR rather than taking
measurements on a moving platform. Obtaining sufficiently
high SNR though summing large numbers of chirps is a day-
long process. Therefore, we recommend that future operations
deploy 2–3 receivers at different offsets in the morning,
conduct alternate experiments during the day, and retrieve the
receiving units in the evening. Enabling all-day recording will
require a larger battery and flash drive with more capacity.
Furthermore, future attenuation estimations should account for
the angular dependence of antenna separation and reflection
coefficient.

Fig. 11. Normalized basal echo power and ice thickness were extracted
from the Greenland data, showing that Store Glacier has a one-way average
power attenuation of −43.3 dBW/km at 330 MHz. (a) Scaled basal echo
power decays exponentially as a function of along-track distance to the
reflection point. The basal echo occurs at roughly half the antenna separation,
so the x-axis is half the transmitter–receiver separation. (b) Ice thickness was
estimated using (4) after subsample estimation travel time using parabolic
fitting to the direct and basal peaks. Ice depth is estimated at the specular
reflection point, so the x-axis is half the transmitter–receiver offset. (c) Basal
echo power was scaled to account for geometric spreading and then plotted
against path length such that the slope of the best fit line is the one-way
attenuation.

Fig. 12. Comparison of the SNR (μsignal PW/σ̃noise PW) for coherent and
incoherent summation of 1300-m offset sounding data at Whillans Ice Stream.
The SNR increases as

√
N for incoherent summation and N for coherent

summation. Coherent summation improves the SNR from 23.4 to 44 dB over
123 sums.

B. Total Internal Reflection

Counter to suggestions in [27], our results demonstrate
that ground-based bistatic systems are not limited by TIR.
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TIR is derived from ray theory and can only be applied
in an antenna’s far-field, meaning that it is not applicable
for the ice–air interface of ground-based measurements [40].
Based on the results in Fig. 7, we conclude that ground-based
surveys do not suffer from TIR, but note that airborne systems
flying above 6λ will experience TIR and consequentially be
unable to use angles beyond the critical angle. We confirm our
simulated result of antenna coupling for ground-based systems
by detecting the basal echo beyond the critical angle in field
experiments. For isotropic ice with a relative permittivity of
3.18, the critical angle is 34◦ off-nadir, which corresponds
to a bistatic offset of 1392 m at Store Glacier and 1079 m
at Whillans Ice Stream. We exceeded these distances with
maximum antenna separations of 1450 and 1300 m.

C. Surface Conditions and Safety

The requirement that bistatic radar experiments can be
ground-based to capture the evanescent waves causes an
experimental design to be influenced by glacial surface fea-
tures. Radars aboard autonomous rovers or “leap-frogging”
quadcopters can survey most glacial terrains, but manned
bistatic surveys are limited to areas that people can safely
cross. Safety is paramount in field research, so some areas,
such as crevasse fields, cannot be monitored with manned
bistatic surveys. However, in our team’s experience on high-
strain glaciers at Thwaites Eastern Shear Margin and Store
Glacier, crevasse fields were sparse and avoided with pre-
season scouting and planning. While crevasse fields only
hamper bistatic surveys due to the human component, some
nonhazardous features innately impede radar measurements.
Specifically, high concentrations of moderately saline water
cause high attenuation rates and require an impractically large
number of coherent sums to recover the basal echo. For
example, buried supraglacial lakes, water-saturated surface
snow, and exceptionally saline firn aquifers can obstruct the
basal echo. Most firn aquifers will not be briny enough to
cause this problem [41] and can be imaged with our technique.

Most nonhazardous surface features do not adversely impact
bistatic radar data. The Store Glacier data shown in Fig. 9 were
collected across ablation zone hummocks, small supraglacial
streams, and healed crevasses with no noticeable degradation
to the data. The primary impact of the ablation zone hum-
mocks, as shown in Fig. 13, was that experiments had to be
conducted on foot rather than snowmobile. The direct path is
seen at all offsets even though the transect crested a small hill
such that the transmitter was no longer in line-of-sight at the
end of the transect. Most surface features do not impact the
radar data because the electromagnetic wave passes through
and over features with minimal attenuation.

D. Extending Maximum Antenna Separation

Since TIR is not a limiting factor, the basal reflection can be
recovered with our synchronization approach at any antenna
separations given sufficient record time, a detectable direct-
path signal, and additive rather than multiplicative noise. For
example, at 10 000-m separation, geometric spreading losses
would result in a 79-dB weaker signal than the direct-path
signal we detect at 1450 m over 1028 m of ice at Store Glacier,

Fig. 13. Eliza Dawson carries the receiver across small supraglacial streams
and hummocks to the next measurement at Store Glacier, Greenland. These
surface features do not degrade the radar data.

Greenland. While this would make the signal undetectable for
our current experiment configuration because the direct path is
only 13 dB above the noise floor for that measurement, there
are many adjustments that could be made to the experiment to
boost the direct-path SNR. The transmitter only sends 100-mW
chirps, which could be increased to 10 W with amplifiers.
Better pulse compression gain could be obtained by extending
the chirp length from 77 ms to 1 s. With the antennas pointed
at nadir, the antenna pattern along the direct path has a
gain of 0 dB, but different antennas with 9-dB gain could
be used and pointed along the direct path. Together, these
changes would improve the SNR by 112 dB, overcoming the
79-dB additional loss at 10 000 m and enable detection of the
direct path. Reorienting the antenna degrades the bed echo
power and longer offsets accumulate more attenuation, but
these echo losses can be overcome by the N SNR gain of
coherent summation that we demonstrate in Fig. 12. Such a
measurement is very time-consuming due to the slow write
speeds of the E312, but if a continuous recording SDR such
as an x310 is used and chirps are sent without break, the
measurement could be completed in a few tens of seconds.
These recommendations are a few methods to extend the
maximum antenna separation achievable with this system.

E. Future Work

The processing-based time and phase synchronization
approach presented here enable cable-less bistatic radar
measurements without the hardware complexity introduced
by active synchronization. The direct-path synchronization
approach could be applied to distributed orbital radar sounders,
such as [42] and [43], for wireless beamforming without
adding hardware and introducing a point of failure. This
technology could also be used to estimate basal material
properties below a glacier. As shown in Fig. 2, the radar
reflection coefficient is dependent on bistatic angle, antenna
polarization, and basal material. Collecting data with many
antenna separations and both polarizations would enable inver-
sions of basal material, revealing if the bed is frozen or thawed
and bedrock or till [11], [36].

With antenna separations larger than ice thickness possi-
ble, radar glacial tomography becomes feasible. Producing a
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high-fidelity map of ice temperature, ice crystal fabric, and
water content would not only capture the current state of
the glacier but also provide clues for how it may evolve
in the future. For example, mapping temperate zones created
by the transition from slow to fast flow could shed light
on the hypothesis that thermal pockets localize and stabilize
shear margin location [22], [23]. Measuring the thermal regime
at the ice–bed interface could decipher whether the basal
thermal regime is frozen or thawed to characterize the rate
of sliding [44]. As the bed is thawed and the ice above is
warm, liquid water can exist, which acts as lubrication to
facilitate faster sliding [45], [46] and can feed into subglacial
hydrological networks [47]. Measuring the thermal structure
could also provide constraints on geothermal heat flux, which
is an important parameter for ice-sheet models [48]–[50].
Evaluating the ice fabric reveals a preferred deformation
direction caused by ice crystal orientation [5]. Mapping the
spatial distribution of subsurface aquifers in ice could provide
information to close the water budget [9], [41]. Our work
to enable large antenna separations makes highly constrained
inversions possible to estimate glacial properties with the
fidelity required for glaciological interpretation.

VI. CONCLUSION

We demonstrated a processing-based synchronization
approach that enables cable-less bistatic radar experiments
without the hardware complexity introduced by wireless active
synchronization methods. In validation testing (data available
at [39]), our processing method recovered a 100-mW transmit
signal reflecting from the bed of a 1028-m-thick glacier with
an antenna separation of 1450 m at Store Glacier, Greenland.
We achieve a factor of N SNR gain by coherently summing
N chirps, which enables signal recovery at any antenna
separation provided unlimited time, a detectable direct path,
and additive rather than multiplicative noise. As demonstrated
in HFSS simulation and experiments beyond the critical
angle, TIR does not limit the maximum attainable antenna
separation for ground-based measurements. The key to our
synchronization procedure is phase alignment by multiplying
the entire chirp by the complex conjugate of the phase of
the matched filtered direct path. Subsample time alignment is
achieved with parabolic peak estimation and time shifting in
the frequency domain. The resulting code, available on GitHub
at [38], transforms a simple SDR receiver paired with any
LFMCW transmitter into a coherent bistatic radar capable of
recovering echoes at large bistatic antenna separation. Our
system opens the doors to full tomographic inversions of
temperature, ice fabric, and basal material at the spatial and
thermal scales that influence ice-sheet flow and stability.

APPENDIX A
PRACTICAL CONSIDERATIONS

A. Antenna Orientation

Antenna orientation can be safely neglected in monostatic
radar sounding but can have a significant impact on SNR in
bistatic experiments. The reflected power for the two antenna
orientations diverges beyond 10◦ off-nadir that is exceeded

in bistatic experiments. The angle-dependent reflection coef-
ficients for s-pol (electric field parallel to the surface and
perpendicular to transect) and p-pol (magnetic field parallel
to the surface and parallel to transect) are given in (7) and
(8) [51], [52]. In the following, 	E || denotes the reflection
coefficient for s-pol where the electric field is parallel to the
surface, 	H || is the reflection coefficient for p-pol where the
magnetic field is parallel to the surface, and η is the wave
impedance in each medium where 1 denotes the material from
which the wave originates and 2 indicates the material a wave
impinges on. These equations do not make loss assumptions.
Note that other literature (e.g., [53], [54]) wraps the imagi-
nary part of permittivity � �� into an “effective” conductivity:
σ = σs + ω� ��

	E || = η2 cos(θi) − η1 cos(θt)

η2 cos(θi) + η1 cos(θt)
(7)

	H || = η2 cos(θt) − η1 cos(θi)

η2 cos(θt) + η1 cos(θi)
(8)

η =
�

μ

� � (1 − j tanβ)−1/2 (9)

cos(θt) =
�

1 − μ1�
�
1( j tanβ1 − 1)

μ2�
�
2( j tanβ2 − 1)

sin2(θi) (10)

tanβ = σs + ω� ��

ω� � . (11)

Here, θi is the incident angle to the surface normal, θt is
the transmission angle to the surface normal, tanβ is the loss
tangent, ω is the frequency in radians per second, �� is the real
part of permittivity, ��� is the imaginary part of permittivity,
and μ is the permeability. P-polarization orientation can reflect
zero power back to the surface at the Brewster angle, which
occurs for low loss materials such as in Fig. 2(a)–(c) and (f).
The more conductive basal materials shown in Fig. 2(d) and (e)
reflect significantly less power around 60◦ and 70◦ but do
not hit zero reflected power. The curves are characteristic
of basal material, meaning that bistatic experiments could
match data to the angular-dependent reflectivity curves to
estimate the basal material. This experiment is strictly intended
to demonstrate the technology that enables large offsets,
so we use s-polarization since it reflects more power than
p-polarization at large angles. Our demonstration extends to
p-polarization but would require longer experiment time to
obtain sufficient coherent sums for high SNR.

B. Bandwidth

1) Bandwidth Impact on Single Reflection: Ignoring inter-
ference from the direct path, bandwidth should have
no impact on SNR after matched filtering, which we
investigate empirically. We measure chirps of different band-
widths with the same chirp length (τ ) directly from the
ApRES, matched filter the chirps, and calculate SNR as:
((pk2 − E[n(t)2])/(E[n(t)2])) (Fig. 14). We find that the
measured SNR remains roughly constant across bandwidth.
Increasing bandwidth increases the amount of thermal noise
(kTsys B), which counteracts the improving pulse compression
gain (τ B) in the matched filter, where τ is the chirp length.
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Fig. 14. Multiple chirps were received for a given bandwidth and the
SNR of each individual chirp was plotted. Bandwidth does not significantly
correlate with the SNR output of the matched filter. The matched filter’s
pulse compression gain of τ B cancels the thermal noise’s proportionality to
B . When the chirp length (τ ) is held constant, then the SNR of the matched
filter output does not change with bandwidth.

Consequentially, the bandwidth does not impact the SNR of a
single chirp.

Matched filtering is used to maximize the SNR before
summation. Range compressing an LFMCW v(t) with
itself leads to a signal with an absolute value given by
(see [56, Appendix 3A.1])� ∞

−∞
|v(t)|2dt (τ − |t|)sinc

�
Bt

τ
(τ − |t|)

�
, |t| ≤ τ (12)

where B is the bandwidth and τ is the chirp length. This is
a triangle function multiplied by a sinc function with a peak
amplitude of the integral of the signal squared. The width of
the triangle is two times the chirp length and the half-power
width of the sinc is (1/B). The width of the matched filtered
chirp is controlled by the bandwidth and B does not impact
the signal peak after matched filtering. It is further explained
in Appendix B-C how matched filtering cancels the bandwidth
dependence of noise power to cause SNR to be independent
of bandwidth.

2) Interference From Direct Path: Although bandwidth does
not influence the SNR of a single matched filtered chirp,
it does impact the interference from nearby chirps. In Fig. 15,
the matched filter response of the simulated direct path (blue)
overlaps with the bed reflection (red) and causes interference.
The sinc function decays faster and causes less interference
for higher bandwidth.

In practice, the interference from the direct path appears
as coherent noise, which places a limit on the maximum
achievable SNR for coherent summation. Fig. 8 shows the
real data collected from Whillans Ice Stream, West Antarctica,
at the 1300-m separation between the transmitter and receiver
antennas approaching the interference simulated for noiseless
chirps. In data from this experiment, the interference decreases
as antenna separation increases due to the rapid (1/d2)
decay of the direct path at small separations. Since there is
more interference at smaller separations, future measurements
may use higher bandwidth at small antenna separations and

Fig. 15. Noiseless chirps are simulated for a 1300-m antenna separation with
different bandwidths while holding all other parameters constant. The direct
path (blue line) interferes less with the bed reflection (red line) for higher
bandwidths.

Fig. 16. Phase shift introduced by multipath is plotted as a function of
distance between a reflector and the radar transmitter or receiver (whichever
is closer). The signal of interest has a phase of θb − θd after phase alignment;
however, there is an additional phase shift caused by interference from signals
reflected from nearby objects such as snowmobiles. The phase shift to both the
bed reflection and the direct path is computed with and without a 3 m × 1 m
PEC reflector, and then, the phase error is calculated.

lower bandwidth for large antenna separations. Direct-path
suppression may also be investigated.

C. Nearby Reflectors

Our phase alignment method relies on a constant phase shift
between the direct path and bed reflection for stacking traces,
but reflections from nearby objects can introduce phase noise
and degrade the SNR gain of coherent stacking. Reflections
from nearby moving metal objects such as snowmobiles are of
particular concern. A conductor can produce similar amplitude
waves to the signal of interest if the reflector is near the radar.
If the reflector moves between stacking, then the summed
traces are not phase-aligned and can destructively interfere.
Alternatively, if reflectors are in a constant position with
respect to the survey geometry, such as the snowmobile towing
the receiver, there will be a constant phase bias, which does
not impact the coherent summation. When the metal object is
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far from both the transmitter or receiver, then the power decays
as (1/(d/2)4), which is greater than the geometric spreading
loss from the direct path and bed reflection. Therefore, the
magnitude of unwanted multipath signal is low enough that
the interference is minimal.

We conducted MATLAB simulations to estimate the sepa-
ration distance that a snowmobile could drive parallel to the
bistatic transect and cause less than 10◦ of phase error. The
snowmobile is approximated as a 3 m × 1 m perfect electric
conductor plane and we used an ice thickness of 1000 m. This
simulation computes the phase shift caused by a reflector to
both the direct path and bed reflection and then finds the phase
error associated with the bed reflection after phase alignment
with and without the snowmobile reflector (Fig. 16). Note that
the far field for our antenna is 2.2 m and the far field for the
metal reflector is 22 m, but near field effects and coupling are
not considered. The far-field influence to the phase error drops
below 10◦ by 9-m transect separation and 1◦ by 28 m.

APPENDIX B
SNR OF COHERENT AND INCOHERENT PROCESSING

A. SNR Definition

SNR is typically defined as a ratio of average power for
applications such as link budgets, while in imaging applica-
tions, SNR can be described as the ratio of the signal and
standard deviation of the noise. To quantify signal detectabil-
ity, we use the standard deviation definition, which quantifies
how much a signal peak protrudes from surrounding noise
fluctuations [56]–[58]. For example, an increasing number of
incoherent sums make it easier to detect a signal since the
noise standard deviation decreases, but this is not reflected in
the average power ratio that remains constant. While the SNR
definitions are not equivalent for incoherent summations, they
are interchangeable for coherent summations. Here, SNR is
defined as

SNR = E[|s(t)|2]
σ̃noise PW

(13)

where s(t) is the signal voltage. When coherently summing
zero-mean white Gaussian noise, the standard deviation of the
noise power is equivalent to the variance of the noise voltage
[n(t)] (see B-D) scaled by τ R to preserve units. Expanding
the definition of variance and using the fact that noise voltage
is zero mean, we find that σ̃noise PW is equivalent to the average
noise power

If: σ̃noise PW = 1

τ R
var(n(t))

Then: = 1

τ R
var(n(t)) + 1

τ R
|E[n(t)]|2

= E

� |n(t)|2
τ R

�
= μ̃noise PW. (14)

This allows the SNR definition from (13) to be simplified
to a ratio of average powers

SNR = E[|s(t)|2]
E[|n(t)|2]

if E[n(t)] = 0, var(n(t)) =
	

var(|n(t)|2). (15)

Fig. 17. Representation of the transforms a signal undergoes while passing
through the processing chain.

This simplification holds for zero-mean white Gaussian
noise and consequentially does not apply to incoherent sum-
mation.

B. Note About Units

Proper unit conversions allow comparison of the processed
output power with the radar power equation and is an
integral part of our processing chain [59]. A summary
of the steps in the processing chain is given in the
following, shown in Fig. 17, where we highlight the unit
conversions.

1) Perform normalized matched filter by convolving with
((v∗

TX(−t))/
√

Q) (resulting units = V s1/2), where

Q (V 2s) =
� ∞

−∞
|v(t) (Volts)|2dt (16)

then coherently average by complex summing N chirps
and dividing by N (resulting units = V s1/2).

2) Square (resulting units = V 2s).
3) Divide by resistance to change to units of energy

(resulting units = joules).
4) Convert to power by dividing by chirp length (τ )

(resulting units = W).

C. Power in Coherently Processed Signal

Our processing chain is shown in Fig. 17, where m denotes
the chirp number, φm is the unknown phase difference between
the transmitter and receiver LOs, φb is the phase shift accu-
mulated by the wave which reflected off the bed, φd is the
phase shift accumulated from propagating directly between the
transmitter and receiver through the air, vm(t) is the receive
bed echo, a is a scalar accounting for attenuation loss, vTX

is the transmit chirp, tdelay is the time between transmit and
receive, and wm(t) is the Gaussian white noise.

The signal passes through a unity gain matched filter, which
is represented as convolution with ((v∗

TX(−t))/
√

Q), where

Q =
� ∞

−∞
|vTX(t)|2 dt . (17)
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Following the matched filter step, the signal at t = tdelay is:

s1(tdelay) =
� ∞

−∞
vm(τ )

v∗
TX(τ − t)√

Q
dτ






t=tdelay

= ae j (φm+φb)

√
Q

� ∞

−∞
vTX(τ − tdelay)v

∗
TX(τ − tdelay)dτ

= ae j (φm+φb)
	

Q (V s1/2). (18)

After phase alignment, coherent summation, and magnitude
square, the basal echo becomes

s2(tdelay) =







N�
m=1

ae j (φm+φb)e− j (φm+φd )
	

Q







2

= |a N
	

Qe j (φb−φd)|2
= a2 N2 Q (V2s). (19)

After dividing by resistance (R), the signal is the average
energy in the basal echo amplified by N2

s3(tdelay) = a2 N2 1

R

� ∞

−∞
|vTX(t)|2dt

= a2 N2 ETX (Joules) (20)

Where Energy =
� ∞

−∞
|v(t)|2

R
dt . (21)

Step 4 in Fig. 17 converts this energy into power by dividing
by the chirp length (τ ). Recognizing that the power in the
echo (Pecho) is the transmit power (PTX) attenuated by a2, the
output of the processing chain is the power in the basal echo
amplified by the number of sums squared

s4(tdelay) = a2 N2 ETX

τ
= a2 N2 PTX = N2 Pecho (Watts). (22)

D. Coherent Summation Noise Statistics

The impact of coherent summation on the statistics of white
Gaussian noise is summarized to aid evaluation of σ̃noise PW,
the denominator for SNR [see (13)]. Since the matched filter
is linear time invariant, the white noise passing through it
remains normally distributed. The white noise random variable
following matched filtering is given by W (V s1/2) composed
of the real X and imaginary Y random variables that are
normally distributed around zero [Y ∼ X ∼ N(0, σ̃ 2

v )]

Coherent Noise =
N�

m=1

Wm

=
N�

m=1

Xm + j
N�

m=1

Ym

= Z + j Q

Z ∼ Q ∼ N
�
0, N σ̃ 2

v


. (23)

Converting from units of V s1/2 to power, we complete unit
conversion steps 2–4 by taking the square of the absolute
value, divide by resistance (R), and divide by chirp length (τ ).
Squaring folds the Gaussian distributions across the y-axis to
form a Rayleigh distribution. This is also a chi distribution
with two degrees of freedom, but stretched by the Gaussian

TABLE I

COMPARISON OF NOISE POWER STATISTICS

AFTER N COHERENT OR INCOHERENT SUMS

voltage variance (N σ̃ 2
v ), resistance, and chirp length. The

scaling factor is multiplied by the mean (k = 2) and standard
deviation (

√
2k = 2). Therefore, the coherent noise power

has a mean of k N σ̃ 2
v (1/τ R) = 2N σ̃ 2

v (1/τ R) and standard
deviation of

√
2k N σ̃ 2

v (1/τ R) = 2N σ̃ 2
v (1/τ R)

Coherent Noise Power = 1

R







N�

m=1

Wm







2

= 1

R
[Z 2 + Q2]

∼ χ2
2 , μ = 2N σ̃ 2

v

τ R
σ̃ 2 = 4N2σ̃ 4

v
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(24)

E. SNR of Coherently Processed Output

Coherent processing maintains the conditions of having
zero-mean voltage and σ̃noise PW = (1/R)var(n(t)) (high-
lighted in Table I), allowing the SNR definition [see (13)] to
be reduced to a ratio of average powers [see (15)]. The power
in our signal of interest is N2 Pecho as shown in Appendix B-C.
The average noise power after passing through the processing
chain is

1
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. (25)

The denominator is evaluated by splitting it into m 
= n
and m = n parts. The sums over m and n are independent
when m 
= n enabling the expectation value to be split
to the multiplying terms. The noise signal remains a zero-
mean Gaussian after coherent voltage processing, so the
expectation value when m 
= n is 0. After removing the
m 
= n term, the equation is converted from convolution to
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multiplication by switching into the frequency domain. The
power spectral density in watt/Hz of the noise voltage is
((|W ( f )|2)/R), which for Gaussian white thermal noise is
a constant kT and can be pulled out of the equation. The
remaining integral disappears since the energy in the matched
filter was normalized to unity. Therefore, the SNR is

SNRpk out = Nτ Pecho

kT
. (26)

F. Power in Incoherently Processed Signals

In the absence of hardware synchronization and the
processing-based synchronization presented here, incoherent
summation can be applied. To avoid destructive interference
from a lack of phase synchronization, the power in recorded
waveforms is summed rather than the complex voltage wave-
form. Rather than gaining an N2 increase to the waveform
power, incoherent summation only offers a gain of N . The
difference between the incoherent and coherent processing
begins at s2(t) because the summation and squaring steps are
reversed. After the incoherent summation, the signal would be

sincoherent
2 (tdelay) =

N�
m=1

|ae j (φm+φb)e− j (φm+φd)
	

Q|2

=
N�

m=1

|a	
Qe j (φb−φd )|2

= a2 N Q (V 2s). (27)

This subtle difference leads to a processing gain of N rather
than N2

sincoherent
4 (tdelay) = a2 N ETX

τ
= N Pecho (Watts). (28)

G. Incoherent Summation Noise Statistics

We find σ̃noise PW to evaluate SNR. Following incoherent
summation, the noise is represented as

N�
m=1

|Xm |2 + |Ym|2 =
2N�

m=1

|Zm|2

Z ∼ N
�
0, σ̃ 2

v


. (29)

When the standard deviation of the real and imaginary parts
of the noise is 1, then this is a chi-squared distribution with 2N
degrees of freedom (k), a standard deviation of

√
2k = √

4N ,
and a mean of k = 2N . The nonunity standard deviation forms
the χ2 distribution stretched by σ̃ 2

v , τ , and R, scaling the noise
power standard deviation to σ̃ 2

v

√
2k(1/τ R) = σ̃ 2

v

√
4N(1/τ R)

and the mean power to σ̃ 2
v k(1/τ R) = 2N σ̃ 2

v (1/τ R).

H. SNR of Standard Incoherent Processing

Incoherent summation does not satisfy (14), so the SNR
definition cannot be reduced to a ratio of average powers.
As simulated in Appendix B-I, ((E[|s(t)|2])/(σ̃noise PW)) 
=
((E[|s(t)|2])/(E[|n(t)|2])). The incoherently processed
noise power has a standard deviation of 2σ̃ 2

v

√
N(1/τ R),

Fig. 18. SNR defined as the ratio of signal power to standard deviation
of noise power encapsulates the signal detectability improvement in both
summation methods. The coherent summation grows as N and the incoherent
summation grows as

√
N .

Fig. 19. Noise statistics after N sums for complex white Gaussian noise
where both the real and imaginary components have standard deviations
equivalent to the standard deviation of the signal. The incoherent summation of
noise is accurately represented with a chi-squared distribution where k = 2N
and coherent summation follows a chi-squared distribution where k = 2
(Rayleigh).

where σ̃ 2
v = (kT R/2) for thermal noise. Therefore,

σ̃noise PW = (
√

NkT /τ). The SNR for incoherent summation is

SNRincoherent =
√

Nτ Pecho

kT
. (30)

I. Comparison of SNR Definitions in LFMCW Simulation

The analytical conclusions were checked with a simula-
tion of a complex linear frequency swept continuous chirp
generated as e j (πst2+2π fc t) with a bandwidth of 15.36 MHz.
Losses were applied to this signal to simulate real data,
including antenna gain, geometric spreading, attenuation, and
reflection losses for the time-delayed basal reflection and
geometric spreading for the direct path. White Gaussian noise
was generated with a standard deviation equivalent to the
standard deviation of the simulated signal. The results where
the signal and noise are kept separate are shown in the
following, where using SNR = ((E[|v(t)|2])/(σ̃noise PW)) gave
the anticipated results with N and

√
N gains for coherent

and incoherent summation, respectively, as shown in Fig. 18.
The noise shows the anticipated chi-squared statistics for
incoherent and coherent summation (see Fig. 19). The SNR
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Fig. 20. SNR defined in the traditional manner as average signal power
over average noise power results in an incoherent SNR that does not improve
with sums, even though the signal becomes more prominent above the noise.
In this definition, the coherent summation SNR grows as N and the incoherent
summation SNR is constant.

Fig. 21. Ice thickness at 84.24892◦S and 153.91115◦W, Whillans Ice Stream,
West Antarctica was measured to be 797 m thick using an ApRES.

Fig. 22. Ice thickness at Store Glacier, Greenland (near 70.557821◦N and
50.091945◦W) was measured to be 1028 m thick using an ApRES.

defined as a ratio of average power yields the same coher-
ent summation gain but does not appropriately quantify the
improving signal detectability for incoherent summation, as
shown in Fig. 20.

APPENDIX C
ICE THICKNESS MEASUREMENTS

We obtained our ice thickness measurements at Whillans
Ice Stream and Store Glacier using an ApRES [35] at the
location of the transmitter. The ice thickness may have varied
in the surrounding area, but significant relief is not expected,
particularly at the Whillans location where measurements are
made over a subglacial lake. The basal reflection at Whillans
Ice Stream, shown in Fig. 21, exhibits a very distinct peak,
presumably due to the high dielectric contrast between the
lake and the ice. In comparison, the basal reflection at Store
Glacier crests more slowly (see Fig. 22).

APPENDIX D
VARIABLES

The variables used in this article are listed in the
Nomenclature.
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