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Abstract—Patch-based physical attacks have increasingly
aroused concerns. However, most existing methods focus on
obscuring targets captured on the ground, and some of these
methods are simply extended to deceive aerial detectors. They
smear the targeted objects in the physical world with the
elaborated adversarial patches, which can only slightly sway the
aerial detectors’ prediction and with weak attack transferability.
To address the above issues, we propose to perform Contextual
Background Attack (CBA), a novel physical attack framework
against aerial detection, which can achieve strong attack efficacy
and transferability in the physical world even without smudging
the interested objects at all. Specifically, the targets of interest,
i.e. the aircraft in aerial images, are adopted to mask adversarial
patches. The pixels outside the mask area are optimized to
make the generated adversarial patches closely cover the critical
contextual background area for detection, which contributes to
gifting adversarial patches with more robust and transferable
attack potency in the real world. To further strengthen the
attack performance, the adversarial patches are forced to be
outside targets during training, by which the detected objects of
interest, both on and outside patches, benefit the accumulation
of attack efficacy. Consequently, the sophisticatedly designed
patches are gifted with solid fooling efficacy against objects both
on and outside the adversarial patches simultaneously. Extensive
proportionally scaled experiments are performed in physical
scenarios, demonstrating the superiority and potential of the
proposed framework for physical attacks. We expect that the
proposed physical attack method will serve as a benchmark
for assessing the adversarial robustness of diverse aerial de-
tectors and defense methods. The code has been released at
https://github.com/JiaweiLian/CBA.

Index Terms—Contextual background attack, aerial detection,
physical world, adversarial patches, benchmark.

I. INTRODUCTION

DEEP neural networks (DNNs) have shown great potency
over the past few years. However, some works [1],

[2] have demonstrated that adversarial examples can easily
deceive DNNs. When some elaborated human-unperceivable
perturbations are added to the clean image [3]–[12], DNNs
will generate a completely different wrong prediction, which
poses extreme concerns for some security-critical applications.
Consequently, the adversarial attack has increasingly garnered
attention since it helps to further understand the vulnerability

This work was supported in part by the National Natural Science Foundation
of China (62171381) and in part by the Fundamental Research Funds for the
Central Universities. (Corresponding author: Shaohui Mei.)

Jiawei Lian, Xiaofei Wang, Yuru Su, Mingyang Ma, and Shaohui Mei are
with the School of Electronics and Information, Northwestern Polytechnical
University, Xi’an 710129, China (Email: lianjiawei@mail.nwpu.edu.cn;
wangxiaofei2022@mail.nwpu.edu.cn; suyuru nwpu@mail.nwpu.edu.cn;
mamingyang@mail.nwpu.edu.cn; meish@nwpu.edu.cn).

Fig. 1: Adversarial attack performance against aerial detection
in the physical world, in which the specified targets (left part)
are hidden from being detected, while the unmodified targets
(right part) are detected correctly.

and interpretability of DNNs by delving into negative exam-
ples. Moreover, the study of malicious examples also provides
ideas and data for improving the adversarial robustness of
DNNs.

Nowadays, aerial detection is indispensable and widely used
in real scenarios, such as environmental surveillance [13],
aerial search and rescue [14], surveying and mapping [15], etc.
Unfortunately, the vulnerability toward adversarial samples
also exists in aerial detectors [16]–[18], as shown in Fig.
1. Nonetheless, most of the existing attacks [17], [19] are
designed for digital attack [12], [20]–[22]. A few physical
attacks against aerial detection [16], [18] are directly derived
from general real-scenario attack methods [23]–[25], which
focus on hiding particular objects captured on the ground from
being detected by placing the malicious patch on the targeted
objects, such as persons, traffic signs, cars, etc. Regarding
aerial detection, most targets are smaller compared to other
natural images. Hence, capturing the tiny patch’s negative pat-
tern is challenging. Meanwhile, enlarging the patch size would
cause severe occlusion issues, as shown in Fig. 2. Recently,
some works [16], [18] have attempted to perform attacks with
patches outside the target, which may be successful but the
attack efficacy is unsatisfied and unstable.

To solve the above problems, we propose an innovative
physical attack approach called Contextual Background Attack
(CBA), where the targeted objects are protected from being
identified by using contextual background adversarial patches.
Specifically, the shape of the protected targets, such as aircraft
in aerial detection, is extracted to mask the protected object
to design a contextual background patch embedded with the
interested target, in which the pixels of the background area
are optimized iteratively during the training process. Moreover,
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Fig. 2: The comparison of different patch settings. From left
to right represent patch outside target, big patch, small patch,
and no patch, respectively.

we devise a novel training strategy in which the patches are
put outside targets so that the perceived targets, both in and
outside patches, are adopted to calculate the gradients and
optimize the contextual adversarial patch. Given the shortage
of a standardized benchmark to assess physical attacks against
aerial detection, extensive experiments in both digital and
physical domains are conducted to verify the effectiveness of
the proposed CBA and evaluate the adversarial robustness of
various aerial detectors.

In summary, our contributions are four-fold as follows:
• A brand-new Contextual Background Attack (CBA)

framework is devised to deceive aerial detection methods
in the physical world, which can gift the contextual
background patches with SOTA attack performance in
both white-box and black-box settings and no need to
smear the protected targets.

• A novel training strategy is proposed to elaborate adver-
sarial perturbations in the contextual background area.
The generated contextual adversarial patches are masked
by the interested objects and can simultaneously hide
objects both on and outside the adversarial patch from
being recognized.

• To the best of our knowledge, we are the first to bench-
mark physical attacks against aerial detection, in which
rigorous and exhaustive tests are conducted to evaluate
the adversarial robustness of various aerial detectors, and
the adversarial patch set is public.

• Comprehensive proportionally scaled experiments are
conducted in the physical world, demonstrating the sub-
stantial physical attack effect and transferability of the
elaborated adversarial patches in the contextual back-
ground.

This work extends our previous conference version [26] in
the following aspects. First, we provide more details and a
deep analysis of our CBA. Second, comprehensive experi-
ments are conducted in both white-box and black-box settings,
and proxy models are extended from 4 to 20. Third, the attack
efficacy is extensively validated in both the digital and physical
domains. Finally, the physical robustness is thoroughly verified
via exhaustive experiments in the physical world.

The rest part of this article is organized as follows. Section
II reviews the related work of physical adversarial attacks
in detail. Next, we introduce the details of the proposed
Contextual Background Attack framework CBA for generat-
ing contextual background adversarial patches against aerial

detection tasks in Section III. Then, we verify the effectiveness
of the proposed CBA and demonstrate the advantages of
the generated contextual background patches in Section IV.
Finally, we conclude our proposed CBA method and discuss
potential future work concerning patch-based physical attacks
in Section V.

II. RELATED WORK

In this part, the related works concerning digital attacks are
briefly introduced at first. Subsequently, we review the typical
physical attack methods and physical attacks against aerial
detection in detail.

A. Digital Attack

Digital attack methods can be categorized as optimization-
based and gradient-based according to how the adversarial
perturbations are crafted. Optimization-based Limited memory
Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) [1], Deepfool
[9], C&W [10], etc. conduct attacks via box-constrained mech-
anisms. Gradient-based methods, e.g. fast gradient sign method
(FGSM) [2], iterative FGSM (I-FGSM) [27], momentum iter-
ative (MI-FGSM) [7], and projected gradient descent (PGD)
[11], design adversarial perturbations based on the gradient
information of models. The approaches mentioned above are
all performed in the white-box conditions, i.e. the training data,
victim model structure, and victim model parameters are avail-
able to the attackers. However, the imperceptible adversarial
perturbations generated by digital attack algorithms are utterly
useless for physical attacks, for the reason that imaging devices
can barely capture the indistinguishable noises. Consequently,
physical attack methods are progressively garnering attention.

B. Physical Attack

1) General Physical Attack Methods: Adversarial patches
[28] are widely used for physical attacks, such as face
recognition [29]–[31], object detection [24], [25], [32]–[34],
autonomous driving [35], [36], etc. We review the related work
according to application domains as follows:

Face recognition: Sharif et al. [29] developed a systematic
method to generate attacks realized by printing a pair of
eyeglass frames. In [31], the authors proposed another kind of
adversarial patch: Meaningful Adversarial Sticker, a physically
feasible and stealthy attack method by using actual stickers
existing in our life. Dubbed PadvFace [30] framework was
devised to model the challenging physical variations precisely.
In addition, some other physical attacks [37]–[40] are also
devised to deceive face recognition systems.

Object detection: Hu et al. [24] proposed a method to
craft natural-looking adversarial patches by leveraging the
learned image manifold of a pretrained GAN upon real-world
images. In [32], the authors proposed an evaluation framework
for patch attacks against object detectors. [25] introduced an
approach to generate a patch that can successfully hide a
person from a person detector. To bridge the gap between
digital and physical attacks, [33] exploited the entire 3D
vehicle surface to propose a robust Full-coverage Camouflage
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Attack. In addition, there are some works [41], [42] focus on
fooling thermal infrared pedestrian detection methods.

Autonomous driving: Cheng et al. [36] proposed an
optimization-based method to generate stealthy physical-
object-oriented adversarial patches to attack depth estimation.
In [35], the authors realized the first physical backdoor attacks
on the lane detection system, including two attack method-
ologies (poison-annotation and clean-annotation) to generate
poisoned samples. [36] adopt an optimization-based approach
to craft stealthy physical-object-oriented adversarial patches to
fool depth estimation algorithms. Besides, [24], [43] also delve
into camouflaging adversarial patches in the physical world.

2) Physical Attacks against Aerial Detection: DNNs have
been broadly adopted to process aerial imagery [44]–[46].
Consequently, Delving into adversarial attacks against aerial
detection paves a critical path to better explaining and im-
proving model robustness. However, most adversarial attack
methods [17], [19], [47]–[49] against aerial detection con-
centrate on the digital domain. In contrast, physical attacks
against aerial detection are somewhat scarce, while it is more
critical and practical. Du et al. [16] demonstrated one of the
first efforts at physical adversarial attacks on aerial imagery,
whereby malicious patches were optimized, fabricated, and
installed on or near target objects to reduce the efficacy of an
object detector applied on overhead images. In [18], a novel
adaptive-patch-based physical attack (APPA) framework was
proposed to generate adversarial patches adapted to both phys-
ical dynamics and varying scales. Furthermore, they devised
a new loss to optimize the adversarial patch by entirely using
the detection results, which can significantly accelerate the
optimizing process. However, the above attacks against aerial
detection are derived from the aforementioned general physical
attack methods, which are not aggressive enough and need to
smear targets.

III. METHODOLOGY

In this section, we formulate the problem and then elaborate
on the proposed CBA with aircraft as the targets of interest. It
is believed that CBA can also work for other interested targets
similarly. The overall pipeline is displayed in Fig. 3.

A. Problem Formulation

Given a benign aerial image x, the attack purpose in
aerial detection is to hide the specified targets from being
detected by pasting elaborated adversarial patches on the
clean image. Specifically, the adversarial example x∗ with
adversarial patches P ∗ can be defined as:

x∗ = (1−MP ∗)� x+MP ∗ � P ∗, (1)

where Mp∗ (the pixel values of the foreground are 1, the rest
are 0) and � represent the mask of adversarial patches and
Hadamard product, respectively.

The previous approaches focus on optimizing all pixels of an
adversarial patch by putting it on or outside objects, as shown
in Fig. 2. In comparison, our method designs the contextual
background adversarial patch embedded with a specified shape
to match the protected target, as shown in Fig. 3, which can

fool various aerial detectors (CNN-based and Transformer-
based, One-stage and Two-stage, Anchor-based and Anchor-
free) when the targeted object is placed on the contextual
adversarial background in the physical world. In the following
sections, we will systematically introduce how to elaborate
the contextual adversarial background with aircraft as the
protected objects, i.e. adversarial aircraft, by our proposed
framework CBA.

B. Adversarial Aircraft Elaboration

Based on the previous work [18], [25], [50], the following
observations can be obtained:

• The bigger the adversarial patch size, the stronger the
attack efficacy;

• The closer distance between the adversarial patch and the
targeted object, the stronger the attack efficacy;

• According to the attention maps, as shown in Fig. 4,
the contextual background area plays a key role during
detection.

Therefore, to achieve more robust attack efficacy, we pro-
pose to perform contextual background attacks in the aerial
detection task, by which we can generate adversarial patches
as big as aircraft without taking up extra area. In addition, our
method can make the adversarial patches as close as possible
to the targeted objects, and no need to smear or obscure them.

Technically, we first take a picture of the aircraft model on
a black backdrop to get the original patch p0. Secondly, a
saliency detector [51] is adopted to extract the saliency map
of the aircraft s. Thirdly, the saliency map s is binarized as
an aircraft mask Mac. Consequently, the background mask of
the adversarial patch is defined as:

M bg = 1−Mac. (2)

Finally, we formulate the adversarial aircraft as follows:

paa
i,j = p0 �Mac + p∗

i,j �M bg, (3)

where p∗
i,j represents the optimized adversarial patch, and

i, j is the index of epochs and iterations during training,
respectively. It can be found that the background pixels are
used to update the adversary aircraft, as shown in Fig. 3.

C. Patch Adaption and Application

Since our proposed CBA aims to generate an adversarial
patch with solid attack efficacy in physical scenarios, physical
accommodations are adopted to simulate the real-scenario
dynamics, including different noises, adaptive scales, random
rotations, and varying lighting. The above physical adaptations
are bundled in the patch transformation function PT similar
with [18], [25], and the augmented patches are shown in the
top left part of Fig. 3.

Next, the elaborated adversarial patch must be pasted on
the benign image with the proper size and location. Usually,
the patch should be placed where it works in actual applica-
tions during the training process. Thus, we try to place the
adversarial patch in an aircraft shape (Extracted background
area as shown in Fig. 3). Technically, we adopt an oriented
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Fig. 3: The illustration of the proposed contextual physical attack method. Firstly, we extract the protected object’s saliency
map as a mask to separate the foreground and background areas. Secondly, augmentations are adopted to adapt the physical
dynamics. Thirdly, we place the adversarial patches on the clean image in the proper size and location to generate adversarial
examples in the digital domain. Then, the adversarial examples are fed into an aerial detector, and the recognized targets both
in and outside the patch are used to optimize the contextual adversarial patch. Finally, we use the background pixels of the
adversarial patch plus the extracted foreground to update the contextual adversarial patch, i.e. we only optimize the background
pixels of the adversarial aircraft during the training process.

Fig. 4: Visualization of the aerial detector’s attention on the
benign image.

aerial detector [52] to recognize aircraft and its orientation
information. However, the extracted patch still cannot match
the aircraft precisely, and severe occlusion exists due to the
intra-class differences between aircraft and view angles. Con-
sequently, we propose a novel training strategy to overcome
the above difficulties, putting the adversarial aircraft patches
outside targets during the training, as the adversarial example
shown in Fig. 3. In this way, the aircraft both in and outside the
patches can be detected, as shown in Fig. 3, which significantly
contributes to strengthening the attack efficacy to hide targets
both in and outside the adversarial patches.

Specifically, we place the adversarial patches outside targets
at the proper distance and size, which is adaptive to the
position and size of the targets according to the ground truth
y = (x1, y1, x2, y2, class). The coordination lpaa and size
(wpaa , hpaa) of the square adversarial patch are calculated

similarly with [18] as follows:

lpaa = (
x1 + x2

2
,
y1 + y2

2
− y2 − y1

rd
), (4)

wpaa = hpaa = 2
√
rs · wt · ht, (5)

where rd and rs are coefficients for adaptively adjusting
the patch distance and size. Then, we acquire the mask of
the adversarial aircraft MP aa and applied patches P aa by
putting PT (paa) in proper size and location according to
lpaa , wpaa , hpaa , which is formulated as PA:

[P aa,MP aa ] = PA(PT (paa), lpaa , wpaa , hpaa). (6)

Finally, we transform the initial formulation Eq. (1) as

x∗ = (1−MP aa)� x+MP aa � P aa. (7)

D. Loss Design

In this paper, we aim to perform untargeted physical at-
tacks, i.e. to hide the specified targets from being detected
in the physical scenarios. Therefore, the objectiveness func-
tion comprises adversarial objectiveness loss and smoothness
constriction.

Adversarial objectiveness: We thoroughly use the detected
objects in and outside adversarial patches to optimize the
patch, as shown in Fig. 3. Specifically, all the objectiveness
scores from detection results are taken into account, which is
written as:

Lobj = E(r) =
1

n

n∑
i=1

Pi(obj), (8)
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where n means the number of detected objects. The de-
tection results r usually contain coordinates (x1, y1, x2, y2),
the objective score P (obj), and the class probability such
as (P (aircraft), P (ship), ..., P (bridge), P (harbor)) of each
object. E(r) represents extracting objectiveness loss Lobj from
r. The adversarial objectiveness loss gifts the adversarial patch
with attack efficacy during the optimization.

Algorithm 1 Contextual Background Attack (CBA)

Input: Detector D, benign aerial image x and ground truth
y, original patch p0, the adversarial attack loss function L,
the number of epochs Nepc and the number of iterations
of each epoch Nitr, hyperparameter α, η.

Output: Adversarial aircraft p∗.
1: paa = p0;
2: Extract aircraft saliency map s from p0;
3: Binarize s to get the aircraft mask Mac;
4: Patch’s background mask: M bg = 1−Mac;
5: for i = 0 to Nepc do
6: for j = 0 to Nitr do
7: paa

i,j = p0 �Mac + p∗
i,j �M bg;

8: paa
i,j = PT (paa

i,j ,y);
9:

[
P aa

i,j ,MP aa
i,j

]
= PA(paa

i,j , lpaa
i,j
, wpaa

i,j
, hpaa

i,j
);

10: x∗ = (1−MP aa
i,j
)� x+MP aa

i,j
� P aa

i,j ;
11: r = D(x∗);
12: Lobj = E(r);
13: L = Lobj + α · Ltv;
14: p∗

i,j+1 = paa
i,j + η · ∇paa

i,j
L;

15: end for
16: end for
17: paa = paa

Nepc,Nitr
;

18: return paa.

Smoothness constriction: For the physical attack, it is hard
for detection systems to capture the gap between adjacent
pixels. Hence, total variation [29] is adopted to constraint the
smoothness of the generated adversarial patch, which can be
written as:

Ltv =
∑
m,n

√
(paa

m+1,n − paa
m,n)

2 + (paa
m,n+1 − paa

m,n)
2, (9)

where paa
m,n means the pixel value of the adversarial aircraft.

Total variation is indispensable for its key role in maintaining
the attack efficacy of the adversarial patch during the physical-
digital transformation in physical attacks.

Finally, the overall objectiveness loss is as follows:

L = Lobj + α · Ltv, (10)

where α is a balance parameter. The detailed discussion
w.r.t. the selection of α will be presented in Sec. IV-D.

E. Overall Training Procedures

In this section, we choose aircraft as the targeted object to
describe the overall training procedures of the proposed CBA
as shown in Algorithm 1. The comprehensive explanation of
the algorithm is given as follows:

1) Extract the saliency map s of the protected object, i.e. the
original patch p0, to mask the protected aircraft;

2) We adopt the extracted masks Mac and M bg to for-
mulate adversarial aircraft paa as the contextual adversarial
patch;

3) The adversarial aircraft are transformed by PT to
accommodate dynamic physical conditions and varying size
targets, then these patches are pasted on the clean image in
the appropriate position and adaptive size by PA;

4) The victim aerial detector takes the elaborated adversarial
example x∗ as input to make a prediction;

5) The objectiveness loss is extracted from detection results
r by the function E;

6) We use the extracted objectiveness loss plus total varia-
tion loss to calculate the gradients concerning the contextual
adversarial aircraft, which are adopted to optimize the pixel
values of the contextual adversarial aircraft paa;

7) Finally, repeat steps 2 to 6 until the end of training.

IV. EXPERIMENTS

In this section, we perform comprehensive experiments to
validate the convincingness of the proposed contextual back-
ground attack framework. We first outline the experimental
settings and then separately report the results of the digital and
physical attacks. Subsequently, we describe the experimental
results of the ablation study on total variation. Finally, we
give some possible explanations regarding the unexpectedness
of the experimental results. The video demo of our proposed
CBA physical attack method has been released12.

A. Experimental Settings

Datasets: Two well-known large-scale datasets, i.e. DOTA
[69] and RSOD3, are adopted to train aerial detectors and
adversarial patches, respectively, in the experiments.

Target models: Dozens of mainstream detectors are adopted
to validate the effect of the proposed framework, including
YOLOv2 [56], YOLOv3 [57], YOLOv5 [58], SSD [53], Faster
R-CNN [54], Swin Transformer [55], Cascade R-CNN [59],
RetinaNet [60], Mask R-CNN [61], FoveaBox [67], FreeAn-
chor [62], FSAF [63], RepPoints [64], TOOD [65], ATSS [66],
and VarifocalNet [68].

Compared methods: Two SOTA methods are selected for
comparison, including the adversarial patches proposed by
Thys et al. [25] and APPA [18]. Note that APPA is conducted
to generate adversarial patches both on and outside targets
of interest, denoting as ‘APPA (on)’ and ‘APPA (outside)’,
respectively. The average precision (AP) is adopted as the
quantitative detection metric.

Implementation details: During training, α is set to 1.5 to
balance the objectiveness loss and total variation. The learning
rate scheduler is started from 0.03, and the thresholds for the
intersection of union (IOU) and objective confidence are set
as 0.45 and 0.4, respectively. All the codes are implemented
in PyTorch on RTX3090 (24GB) GPUs, and a printer model

1https://www.youtube.com/watch?v=wng9LZbQeJA
2https://www.youtube.com/shorts/BlBlCNEi I4
3https://github.com/RSIA-LIESMARS-WHU/RSOD-Dataset-

https://www.youtube.com/watch?v=wng9LZbQeJA
https://www.youtube.com/shorts/BlBlCNEi_I4
https://github.com/RSIA-LIESMARS-WHU/RSOD-Dataset-
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(a) YOLOv2 (b) YOLOv3 (c) YOLOv5n (d) YOLOv5s (e) YOLOv5m (f) YOLOv5l (g) YOLOv5x (h) SSD (i) Faster R-CNN (j) Swin Transformer

(k) Cascade R-CNN (l) RetinaNet (m) Mask R-CNN (n) FoveaBox (o) FreeAnchor (p) FSAF (q) RepPoints (r) TOOD (s) ATSS (t) VarifocalNet

Fig. 5: The contextual adversarial patches elaborated by the proposed CBA.
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YOLOv2 YOLOv3 YOLOv5n YOLOv5s YOLOv5m YOLOv5l YOLOv5x Faster R-CNN SSD Swin Transformer

YOLOv2 0.096 0.694 0.831 0.725 0.821 0.806 0.801 0.717 0.515 0.867

YOLOv3 0.069 0.631 0.803 0.715 0.796 0.768 0.784 0.644 0.461 0.863

YOLOv5n 0.582 0.704 0.772 0.668 0.810 0.768 0.790 0.266 0.338 0.855

YOLOv5s 0.100 0.667 0.798 0.671 0.760 0.761 0.775 0.608 0.455 0.843

YOLOv5m 0.153 0.696 0.806 0.708 0.756 0.773 0.802 0.620 0.472 0.848

YOLOv5l 0.130 0.682 0.810 0.701 0.766 0.753 0.787 0.645 0.492 0.862

YOLOv5x 0.152 0.695 0.819 0.697 0.775 0.768 0.769 0.649 0.445 0.838

Faster R-CNN 0.130 0.681 0.776 0.739 0.777 0.802 0.819 0.469 0.387 0.848

SSD 0.149 0.668 0.774 0.670 0.753 0.743 0.764 0.346 0.248 0.793

Swin Transformer 0.882 0.926 0.899 0.906 0.935 0.937 0.952 0.568 0.608 0.820

YOLOv2 0.063 0.658 0.802 0.731 0.808 0.788 0.784 0.689 0.478 0.860

YOLOv3 0.194 0.592 0.754 0.664 0.742 0.725 0.754 0.354 0.289 0.828

YOLOv5n 0.639 0.886 0.839 0.853 0.916 0.895 0.924 0.372 0.400 0.812

YOLOv5s 0.093 0.652 0.783 0.636 0.751 0.741 0.765 0.537 0.381 0.838

YOLOv5m 0.128 0.669 0.785 0.675 0.735 0.752 0.783 0.545 0.420 0.838

YOLOv5l 0.117 0.655 0.783 0.672 0.742 0.721 0.753 0.564 0.412 0.843

YOLOv5x 0.087 0.659 0.776 0.657 0.751 0.745 0.739 0.553 0.403 0.836

Faster R-CNN 0.143 0.769 0.846 0.806 0.850 0.844 0.848 0.296 0.343 0.801

SSD 0.275 0.725 0.815 0.778 0.802 0.806 0.817 0.310 0.220 0.790

Swin Transformer 0.661 0.814 0.847 0.838 0.859 0.863 0.858 0.296 0.339 0.707

YOLOv2 0.207 0.722 0.509 0.646 0.649 0.660 0.671 0.422 0.483 0.689

YOLOv3 0.548 0.645 0.570 0.669 0.674 0.728 0.681 0.464 0.494 0.579

YOLOv5n 0.580 0.644 0.394 0.661 0.666 0.696 0.675 0.409 0.466 0.669

YOLOv5s 0.555 0.687 0.581 0.607 0.704 0.736 0.715 0.346 0.480 0.594

YOLOv5m 0.553 0.639 0.518 0.536 0.552 0.627 0.615 0.412 0.411 0.636

YOLOv5l 0.565 0.671 0.580 0.574 0.639 0.542 0.639 0.340 0.426 0.631

YOLOv5x 0.529 0.657 0.579 0.613 0.644 0.690 0.627 0.405 0.486 0.651

Faster R-CNN 0.532 0.722 0.567 0.703 0.720 0.752 0.742 0.303 0.494 0.577

SSD 0.448 0.685 0.541 0.660 0.629 0.713 0.671 0.426 0.446 0.629

Swin Transformer 0.470 0.721 0.618 0.712 0.699 0.726 0.701 0.470 0.518 0.579

YOLOv2 0.626 0.777 0.763 0.760 0.760 0.797 0.188 0.396 0.562 0.678

YOLOv3 0.688 0.754 0.730 0.769 0.763 0.782 0.776 0.380 0.547 0.663

YOLOv5n 0.508 0.649 0.508 0.652 0.626 0.672 0.691 0.311 0.472 0.622

YOLOv5s 0.636 0.718 0.631 0.686 0.686 0.743 0.743 0.341 0.494 0.667

YOLOv5m 0.667 0.737 0.685 0.725 0.683 0.747 0.757 0.367 0.519 0.656

YOLOv5l 0.640 0.726 0.651 0.715 0.703 0.733 0.747 0.389 0.508 0.668

YOLOv5x 0.631 0.700 0.604 0.684 0.652 0.702 0.682 0.357 0.507 0.665

Faster R-CNN 0.453 0.719 0.661 0.736 0.704 0.758 0.740 0.288 0.463 0.648

SSD 0.465 0.692 0.628 0.709 0.702 0.751 0.741 0.341 0.397 0.610

Swin Transformer 0.628 0.758 0.723 0.746 0.726 0.762 0.765 0.300 0.506 0.604

CBA

APPA (on)

APPA (outside)

Thys et al.

Fig. 6: Digital attack results comparison. Notes: 1) white-box attacks are highlighted in green; the rest are black-box attacks; 2)
‘on’ and ‘outside’ mean putting patches on or outside targets in APPA; 3) the orange and dark grey areas represent detectors for
training adversarial patches and tests, respectively, and light grey means attack methods; 4) numbers are color-filled according
to their values, which means that the redder the color, the stronger the attack performance; the bluer the color, the worse the
attack performance; the redder and smoother the color of each row, the better the attack transferability.

Color LaserJet Pro MFP M479dw is adopted to print all the
adversarial patches generated by different methods.

B. Attack in Digital Domain

For our proposed CBA, the digital attacks are conducted in
the same settings as training, i.e. the adversarial patches are
also pasted outside the targets detected by aerial detectors in



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 7

0.0

0.5

1.0

0.0

0.5

1.0

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 D16 D17 D18 D19 D20

0.996 0.996 0.998 0.862 0.897 0.816 0.901 0.904 0.911 0.909 0.999 0.988 0.933 0.988 0.851 0.875 0.819 0.710 0.923 0.921

SSD (D1) 0.179 0.766 0.931 0.000 0.726 0.673 0.846 0.792 0.826 0.838 0.851 0.379 0.449 0.744 0.536 0.398 0.447 0.544 0.641 0.701

Faster R-CNN (D2) 0.350 0.752 0.886 0.052 0.798 0.708 0.812 0.758 0.854 0.845 0.839 0.334 0.680 0.708 0.583 0.411 0.523 0.472 0.577 0.650

Swin Transformer (D3) 0.582 0.756 0.982 0.161 0.840 0.741 0.793 0.701 0.820 0.820 0.846 0.586 0.853 0.888 0.592 0.581 0.511 0.514 0.799 0.776

YOLOv2 (D4) 0.434 0.937 0.978 0.096 0.818 0.778 0.830 0.854 0.831 0.813 0.729 0.626 0.873 0.871 0.687 0.490 0.547 0.537 0.549 0.674

YOLOv3 (D5) 0.139 0.813 0.922 0.046 0.805 0.716 0.804 0.840 0.862 0.817 0.775 0.506 0.526 0.792 0.591 0.375 0.473 0.473 0.573 0.574

YOLOv5n (D6) 0.519 0.893 0.967 0.425 0.764 0.746 0.804 0.861 0.856 0.848 0.927 0.818 0.876 0.914 0.653 0.554 0.534 0.546 0.812 0.794

YOLOv5s (D7) 0.304 0.782 0.932 0.054 0.771 0.761 0.777 0.841 0.882 0.832 0.616 0.630 0.780 0.825 0.602 0.443 0.507 0.452 0.544 0.564

YOLOv5m (D8) 0.377 0.813 0.938 0.076 0.817 0.706 0.826 0.834 0.820 0.811 0.729 0.659 0.852 0.822 0.703 0.510 0.594 0.534 0.576 0.677

YOLOv5l (D9) 0.458 0.859 0.974 0.000 0.798 0.806 0.828 0.861 0.891 0.844 0.779 0.700 0.856 0.859 0.666 0.490 0.591 0.539 0.586 0.669

YOLOv5x (D10) 0.367 0.877 0.942 0.109 0.736 0.674 0.815 0.849 0.852 0.823 0.630 0.661 0.871 0.831 0.669 0.468 0.544 0.493 0.513 0.627

Cascade R-CNN (D11) 0.544 0.629 0.967 0.163 0.823 0.646 0.792 0.820 0.829 0.847 0.873 0.642 0.393 0.817 0.455 0.259 0.277 0.425 0.515 0.574

RetinaNet (D12) 0.606 0.918 0.948 0.098 0.827 0.772 0.826 0.832 0.871 0.850 0.823 0.785 0.892 0.928 0.694 0.552 0.552 0.542 0.725 0.726

Mask R-CNN (D13) 0.787 0.921 0.966 0.198 0.873 0.790 0.835 0.840 0.893 0.894 0.929 0.891 0.867 0.964 0.717 0.634 0.603 0.565 0.809 0.812

FreeAnchor (D14) 0.351 0.749 0.942 0.110 0.814 0.729 0.793 0.833 0.889 0.873 0.844 0.616 0.543 0.827 0.534 0.361 0.408 0.503 0.528 0.599

FSAF (D15) 0.399 0.710 0.944 0.258 0.802 0.756 0.827 0.817 0.847 0.892 0.906 0.699 0.477 0.889 0.528 0.402 0.408 0.487 0.792 0.744

RepPoints (D16) 0.861 0.901 0.943 0.151 0.823 0.769 0.828 0.833 0.849 0.853 0.894 0.789 0.671 0.918 0.613 0.410 0.403 0.499 0.760 0.749

TOOD (D17) 0.384 0.463 0.959 0.261 0.811 0.728 0.811 0.734 0.821 0.871 0.860 0.687 0.251 0.786 0.479 0.246 0.214 0.372 0.476 0.532

ATSS (D18) 0.554 0.890 0.944 0.132 0.821 0.693 0.812 0.829 0.841 0.855 0.914 0.751 0.628 0.892 0.610 0.411 0.413 0.505 0.758 0.789

FoveaBox (D19) 0.500 0.717 0.919 0.203 0.802 0.669 0.786 0.783 0.790 0.832 0.747 0.696 0.545 0.840 0.558 0.510 0.484 0.510 0.664 0.635

VarifocalNet (D20) 0.392 0.622 0.943 0.055 0.792 0.692 0.813 0.819 0.804 0.851 0.758 0.518 0.411 0.784 0.498 0.247 0.347 0.494 0.536 0.497

SSD (D1) 0.246 0.830 0.967 0.000 0.838 0.703 0.853 0.780 0.856 0.836 0.896 0.595 0.574 0.850 0.606 0.451 0.500 0.567 0.747 0.708

Faster R-CNN (D2) 0.473 0.503 0.990 0.000 0.806 0.764 0.852 0.754 0.856 0.854 0.912 0.364 0.396 0.847 0.442 0.248 0.252 0.423 0.498 0.571

Swin Transformer (D3) 0.204 0.682 0.867 0.154 0.676 0.652 0.750 0.663 0.778 0.784 0.853 0.518 0.663 0.680 0.479 0.319 0.378 0.389 0.580 0.556

YOLOv2 (D4) 0.239 0.661 0.968 0.038 0.792 0.731 0.779 0.852 0.837 0.816 0.637 0.327 0.535 0.791 0.514 0.330 0.419 0.403 0.411 0.539

YOLOv3 (D5) 0.632 0.903 0.993 0.213 0.851 0.803 0.874 0.823 0.878 0.872 0.832 0.882 0.783 0.873 0.678 0.577 0.551 0.569 0.751 0.736

YOLOv5n (D6) 0.754 0.609 0.993 0.096 0.813 0.704 0.836 0.733 0.830 0.852 0.884 0.804 0.603 0.921 0.481 0.379 0.358 0.451 0.669 0.689

YOLOv5s (D7) 0.323 0.908 0.943 0.035 0.763 0.755 0.821 0.864 0.859 0.862 0.823 0.604 0.768 0.786 0.586 0.382 0.487 0.523 0.523 0.614

YOLOv5m (D8) 0.423 0.829 0.926 0.156 0.776 0.786 0.778 0.863 0.849 0.854 0.748 0.652 0.802 0.847 0.632 0.461 0.521 0.515 0.563 0.701

YOLOv5l (D9) 0.398 0.849 0.987 0.196 0.807 0.756 0.857 0.878 0.874 0.838 0.838 0.650 0.889 0.859 0.712 0.494 0.581 0.572 0.626 0.684

YOLOv5x (D10) 0.307 0.842 0.986 0.146 0.812 0.765 0.825 0.857 0.882 0.877 0.855 0.703 0.825 0.842 0.662 0.492 0.603 0.555 0.647 0.638

Cascade R-CNN (D11) 0.535 0.930 0.915 0.056 0.832 0.734 0.806 0.824 0.830 0.866 0.911 0.810 0.813 0.912 0.646 0.543 0.526 0.529 0.779 0.731

RetinaNet (D12) 0.407 0.810 0.942 0.155 0.811 0.733 0.786 0.812 0.829 0.831 0.601 0.603 0.790 0.776 0.622 0.307 0.481 0.474 0.415 0.588

Mask R-CNN (D13) 0.730 0.931 0.954 0.163 0.857 0.784 0.823 0.840 0.891 0.896 0.893 0.892 0.839 0.945 0.742 0.589 0.568 0.573 0.779 0.781

FreeAnchor (D14) 0.614 0.926 0.944 0.218 0.857 0.815 0.804 0.840 0.856 0.843 0.806 0.870 0.873 0.894 0.682 0.554 0.537 0.542 0.641 0.692

FSAF (D15) 0.494 0.768 0.941 0.215 0.809 0.742 0.838 0.824 0.836 0.844 0.831 0.769 0.463 0.821 0.588 0.394 0.457 0.513 0.768 0.747

RepPoints (D16) 0.438 0.762 0.941 0.098 0.798 0.738 0.789 0.784 0.864 0.871 0.835 0.612 0.539 0.869 0.577 0.346 0.385 0.467 0.523 0.567

TOOD (D17) 0.423 0.509 0.932 0.108 0.814 0.707 0.779 0.819 0.802 0.860 0.892 0.729 0.260 0.835 0.406 0.247 0.179 0.437 0.514 0.531

ATSS (D18) 0.621 0.713 0.943 0.199 0.796 0.720 0.786 0.823 0.846 0.855 0.906 0.703 0.468 0.874 0.544 0.381 0.348 0.449 0.587 0.584

FoveaBox (D19) 0.495 0.861 0.976 0.315 0.823 0.764 0.828 0.833 0.823 0.844 0.941 0.845 0.534 0.925 0.667 0.519 0.383 0.532 0.774 0.750

VarifocalNet (D20) 0.725 0.876 0.937 0.222 0.856 0.807 0.833 0.837 0.833 0.864 0.870 0.798 0.877 0.903 0.627 0.614 0.541 0.516 0.707 0.701

SSD (D1) 0.929 0.941 0.978 0.879 0.819 0.772 0.820 0.834 0.875 0.896 0.907 0.883 0.739 0.929 0.762 0.683 0.619 0.622 0.813 0.837

Faster R-CNN (D2) 0.947 0.968 0.928 0.873 0.870 0.788 0.874 0.894 0.893 0.901 0.927 0.934 0.603 0.979 0.749 0.671 0.667 0.616 0.828 0.858

Swin Transformer (D3) 0.886 0.938 0.889 0.881 0.868 0.797 0.849 0.836 0.868 0.892 0.907 0.857 0.763 0.929 0.733 0.701 0.657 0.588 0.778 0.829

YOLOv2 (D4) 0.951 0.988 0.969 0.771 0.884 0.783 0.829 0.880 0.882 0.901 0.929 0.934 0.815 0.993 0.784 0.763 0.710 0.639 0.851 0.858

YOLOv3 (D5) 0.836 0.968 0.949 0.814 0.774 0.733 0.816 0.801 0.845 0.879 0.924 0.883 0.661 0.929 0.734 0.579 0.636 0.599 0.824 0.817

YOLOv5n (D6) 0.917 0.993 0.975 0.868 0.869 0.764 0.844 0.860 0.885 0.901 0.960 0.963 0.855 0.989 0.815 0.791 0.720 0.647 0.881 0.882

YOLOv5s (D7) 0.868 0.934 0.938 0.876 0.819 0.806 0.834 0.861 0.885 0.894 0.912 0.878 0.779 0.910 0.777 0.699 0.676 0.636 0.841 0.859

YOLOv5m (D8) 0.934 0.991 0.951 0.931 0.867 0.797 0.847 0.872 0.886 0.899 0.952 0.879 0.849 0.936 0.787 0.837 0.753 0.647 0.819 0.853

YOLOv5l (D9) 0.951 0.987 0.940 0.882 0.881 0.804 0.884 0.877 0.892 0.903 0.992 0.951 0.927 0.983 0.803 0.758 0.724 0.642 0.851 0.898

YOLOv5x (D10) 0.932 0.987 0.943 0.714 0.871 0.774 0.837 0.875 0.884 0.896 0.935 0.920 0.854 0.979 0.801 0.783 0.719 0.629 0.834 0.876

Cascade R-CNN (D11) 0.985 0.942 0.939 0.822 0.862 0.802 0.836 0.841 0.893 0.880 0.934 0.905 0.800 0.943 0.780 0.746 0.682 0.614 0.793 0.847

RetinaNet (D12) 0.982 0.960 0.937 0.884 0.787 0.789 0.824 0.831 0.837 0.837 0.931 0.899 0.827 0.943 0.763 0.767 0.691 0.607 0.780 0.826

Mask R-CNN (D13) 0.963 0.942 0.944 0.830 0.832 0.795 0.842 0.843 0.843 0.848 0.926 0.860 0.743 0.942 0.780 0.707 0.670 0.627 0.832 0.843

FreeAnchor (D14) 0.973 0.938 0.943 0.831 0.872 0.771 0.842 0.846 0.877 0.896 0.930 0.909 0.855 0.941 0.764 0.759 0.703 0.633 0.814 0.846

FSAF (D15) 0.982 0.940 0.942 0.880 0.839 0.784 0.842 0.845 0.846 0.888 0.933 0.931 0.776 0.943 0.723 0.739 0.636 0.613 0.810 0.842

RepPoints (D16) 0.971 0.942 0.943 0.932 0.831 0.805 0.839 0.846 0.844 0.894 0.939 0.957 0.847 0.944 0.784 0.680 0.676 0.649 0.823 0.863

TOOD (D17) 0.978 0.942 0.944 0.886 0.882 0.801 0.845 0.866 0.871 0.881 0.938 0.941 0.867 0.942 0.807 0.769 0.704 0.666 0.822 0.864

ATSS (D18) 0.951 0.936 0.955 0.885 0.839 0.778 0.834 0.846 0.826 0.843 0.933 0.872 0.821 0.917 0.762 0.722 0.691 0.603 0.808 0.820

FoveaBox (D19) 0.972 0.953 0.944 0.828 0.847 0.794 0.834 0.865 0.862 0.843 0.940 0.939 0.814 0.943 0.763 0.704 0.701 0.608 0.781 0.829

VarifocalNet (D20) 0.984 0.940 0.943 0.882 0.839 0.791 0.836 0.842 0.870 0.873 0.906 0.904 0.795 0.943 0.757 0.717 0.691 0.642 0.829 0.847

SSD (D1) 0.000 0.000 0.306 0.000 0.057 0.000 0.271 0.343 0.251 0.294 0.052 0.000 0.000 0.000 0.000 0.000 0.012 0.058 0.014 0.039

Faster R-CNN (D2) 0.037 0.264 0.129 0.000 0.434 0.228 0.444 0.518 0.461 0.736 0.215 0.065 0.166 0.276 0.057 0.051 0.140 0.167 0.119 0.383

Swin Transformer (D3) 0.000 0.341 0.022 0.000 0.443 0.104 0.472 0.449 0.526 0.716 0.282 0.069 0.217 0.151 0.057 0.036 0.248 0.260 0.199 0.343

YOLOv2 (D4) 0.814 0.677 0.861 0.000 0.879 0.822 0.893 0.892 0.891 0.892 0.656 0.206 0.697 0.461 0.420 0.000 0.513 0.583 0.527 0.728

YOLOv3 (D5) 0.000 0.063 0.062 0.075 0.014 0.194 0.502 0.643 0.359 0.536 0.318 0.000 0.031 0.092 0.000 0.000 0.128 0.248 0.000 0.246

YOLOv5n (D6) 0.082 0.128 0.029 0.000 0.202 0.000 0.206 0.391 0.198 0.198 0.000 0.000 0.208 0.034 0.000 0.000 0.082 0.147 0.000 0.000

YOLOv5s (D7) 0.041 0.472 0.382 0.000 0.110 0.034 0.102 0.489 0.159 0.116 0.000 0.000 0.456 0.000 0.174 0.000 0.236 0.281 0.064 0.000

YOLOv5m (D8) 0.028 0.336 0.147 0.000 0.373 0.020 0.312 0.422 0.218 0.317 0.035 0.000 0.282 0.079 0.055 0.000 0.199 0.249 0.072 0.016

YOLOv5l (D9) 0.022 0.347 0.097 0.000 0.056 0.199 0.314 0.418 0.013 0.218 0.299 0.027 0.304 0.044 0.103 0.000 0.201 0.219 0.049 0.102

YOLOv5x (D10) 0.000 0.409 0.047 0.000 0.131 0.068 0.187 0.413 0.112 0.057 0.000 0.000 0.267 0.031 0.000 0.000 0.124 0.159 0.012 0.000

Cascade R-CNN (D11) 0.000 0.000 0.191 0.000 0.422 0.000 0.539 0.601 0.483 0.549 0.000 0.000 0.000 0.000 0.000 0.000 0.026 0.101 0.000 0.117

RetinaNet (D12) 0.057 0.312 0.238 0.000 0.429 0.353 0.721 0.699 0.694 0.760 0.169 0.000 0.262 0.041 0.184 0.026 0.326 0.274 0.000 0.347

Mask R-CNN (D13) 0.268 0.072 0.232 0.000 0.645 0.436 0.499 0.358 0.616 0.646 0.117 0.516 0.126 0.548 0.057 0.000 0.082 0.278 0.310 0.656

FreeAnchor (D14) 0.051 0.151 0.215 0.000 0.408 0.000 0.410 0.389 0.389 0.517 0.129 0.000 0.147 0.000 0.016 0.000 0.078 0.146 0.000 0.180

FSAF (D15) 0.016 0.112 0.038 0.000 0.732 0.332 0.787 0.726 0.690 0.802 0.000 0.000 0.120 0.013 0.000 0.000 0.133 0.186 0.018 0.202

RepPoints (D16) 0.016 0.157 0.081 0.000 0.409 0.215 0.364 0.364 0.449 0.429 0.152 0.017 0.078 0.026 0.060 0.000 0.039 0.144 0.077 0.206

TOOD (D17) 0.081 0.071 0.162 0.000 0.214 0.278 0.522 0.410 0.439 0.603 0.011 0.053 0.000 0.144 0.000 0.000 0.000 0.147 0.000 0.423

ATSS (D18) 0.000 0.139 0.139 0.000 0.471 0.258 0.567 0.648 0.466 0.548 0.016 0.000 0.093 0.061 0.026 0.000 0.134 0.074 0.000 0.053

FoveaBox (D19) 0.000 0.197 0.093 0.000 0.806 0.215 0.753 0.664 0.782 0.842 0.012 0.000 0.412 0.080 0.038 0.000 0.279 0.274 0.000 0.255

VarifocalNet (D20) 0.210 0.382 0.071 0.000 0.618 0.402 0.642 0.663 0.644 0.574 0.062 0.031 0.129 0.035 0.042 0.029 0.332 0.274 0.034 0.438

CBA

Clean

Thys et al.

APPA (on)

APPA (outside)

Fig. 7: Physical attack results in comparison. Notes: 1) white-box attacks are highlighted in green; the rest are black-box
attacks; 2) ‘on’ and ‘outside’ mean putting patches on or outside targets in APPA; 3) the orange and dark grey areas represent
detectors for training adversarial patches and tests, respectively, and light grey means attack methods; 4) numbers are color-
filled according to their values, which means that the redder the color, the stronger the attack performance; the bluer the color,
the worse the attack performance; the redder and smoother the color of each row, the better the attack transferability.
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TABLE I:
DETAILED RESULTS OF WHITE-BOX ATTACKS.

aaaaaaaa
Detectors

Targets
— T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 T16 T17 T18 Average

SSD [53]

APPA (on) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.45 0.00 0.00 0.22 0.40 0.22 0.94 0.40 0.84 0.31 0.65 0.246
APPA (outside) 0.95 1.00 0.97 0.98 0.96 0.72 0.98 0.99 0.96 0.96 0.99 0.50 0.93 1.00 0.86 0.98 1.00 0.99 0.929

Thys et al. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.72 0.00 0.00 0.00 0.24 0.00 0.41 0.00 0.83 0.21 0.82 0.179
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Faster R-CNN [54]

APPA (on) 0.00 0.90 0.00 0.00 0.00 0.00 0.99 0.99 0.99 0.00 0.66 1.00 0.55 0.72 0.27 1.00 0.00 0.99 0.503
APPA (outside) 1.00 1.00 0.99 0.99 0.99 0.81 1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00 0.66 1.00 1.00 1.00 0.968

Thys et al. 0.00 0.99 0.97 0.21 0.37 0.00 1.00 1.00 0.98 0.76 0.95 1.00 0.98 0.36 0.96 1.00 1.00 1.00 0.752
Ours 0.27 0.33 0.00 0.93 0.99 0.00 0.00 0.00 0.00 0.32 0.98 0.00 0.00 0.93 0.00 0.00 0.00 0.00 0.264

Swin Transformer [55]

APPA (on) 0.98 1.00 0.93 0.25 1.00 0.74 0.99 1.00 1.00 0.84 0.94 0.97 0.97 1.00 0.00 1.00 1.00 1.00 0.867
APPA (outside) 1.00 1.00 1.00 1.00 1.00 0.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.00 1.00 1.00 1.00 0.889

Thys et al. 0.97 1.00 1.00 0.95 1.00 0.86 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.91 0.99 1.00 1.00 0.982
Ours 0.00 0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.022

YOLOv2 [56]

APPA (on) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.69 0.00 0.00 0.00 0.00 0.00 0.00 0.038
APPA (outside) 0.00 1.00 1.00 0.00 1.00 0.00 1.00 1.00 1.00 0.00 1.00 1.00 0.96 1.00 0.99 1.00 0.93 0.99 0.771

Thys et al. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.99 0.00 0.00 0.00 0.73 0.00 0.00 0.096
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

YOLOv3 [57]

APPA (on) 0.88 0.87 0.84 0.88 0.91 0.37 0.87 0.87 0.90 0.83 0.89 0.87 0.86 0.90 0.86 0.88 0.92 0.91 0.851
APPA (outside) 0.90 0.85 0.84 0.70 0.88 0.00 0.22 0.85 0.80 0.85 0.89 0.88 0.85 0.88 0.87 0.88 0.90 0.89 0.774

Thys et al. 0.86 0.88 0.79 0.86 0.90 0.43 0.80 0.89 0.87 0.83 0.82 0.87 0.36 0.89 0.76 0.89 0.88 0.91 0.805
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.25 0.00 0.00 0.00 0.00 0.00 0.014

YOLOv5n [58]

APPA (on) 0.00 0.81 0.62 0.62 0.88 0.00 0.82 0.85 0.85 0.82 0.87 0.84 0.77 0.76 0.61 0.83 0.86 0.86 0.704
APPA (outside) 0.84 0.88 0.79 0.84 0.86 0.00 0.80 0.85 0.86 0.76 0.90 0.77 0.87 0.86 0.33 0.80 0.87 0.88 0.764

Thys et al. 0.82 0.77 0.75 0.50 0.83 0.00 0.84 0.84 0.87 0.73 0.80 0.86 0.82 0.82 0.60 0.83 0.87 0.87 0.746
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Cascade R-CNN [59]

APPA (on) 1.00 0.99 1.00 0.96 0.99 0.00 1.00 1.00 1.00 0.62 1.00 1.00 0.98 1.00 0.85 1.00 1.00 1.00 0.911
APPA (outside) 1.00 1.00 0.99 0.95 1.00 0.00 0.99 0.99 1.00 1.00 1.00 1.00 0.99 1.00 0.92 0.98 1.00 1.00 0.934

Thys et al. 1.00 1.00 1.00 0.89 1.00 0.00 0.99 1.00 1.00 0.85 1.00 1.00 0.99 1.00 0.00 0.99 1.00 1.00 0.873
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

RetinaNet [60]

APPA (on) 0.44 0.77 0.86 0.00 0.00 0.00 0.52 0.95 0.95 0.44 0.62 0.96 0.59 0.71 0.32 0.89 0.99 0.84 0.603
APPA (outside) 0.93 0.95 0.86 0.80 0.92 0.57 0.93 0.96 0.97 0.80 0.99 0.94 1.00 0.99 0.82 0.79 0.99 0.97 0.899

Thys et al. 0.40 0.86 0.97 0.91 0.00 0.00 0.87 0.92 0.91 0.77 0.99 0.99 0.95 0.98 0.93 0.95 0.89 0.84 0.785
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Mask R-CNN [61]

APPA (on) 0.73 0.94 0.21 0.90 0.71 0.43 0.94 0.98 0.99 0.90 0.82 0.98 0.70 0.96 0.95 0.99 0.99 0.98 0.839
APPA (outside) 0.73 0.51 0.61 0.73 0.86 0.00 0.53 0.27 0.91 0.92 0.98 0.94 0.96 0.97 0.93 0.86 0.67 0.99 0.743

Thys et al. 0.71 0.97 0.97 0.86 0.92 0.45 0.95 0.99 0.99 0.89 0.74 0.99 0.33 0.97 0.96 0.98 0.94 0.99 0.867
Ours 0.28 0.53 0.00 0.42 0.48 0.00 0.00 0.00 0.00 0.21 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.35 0.126

FreeAnchor [62]

APPA (on) 1.00 0.91 1.00 0.82 0.94 0.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.43 0.99 1.00 1.00 0.894
APPA (outside) 1.00 1.00 1.00 1.00 1.00 0.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.93 1.00 1.00 1.00 0.941

Thys et al. 0.22 0.89 1.00 0.47 0.91 0.00 1.00 1.00 1.00 0.97 1.00 1.00 0.98 1.00 0.49 0.99 0.99 0.97 0.827
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

FSAF [63]

APPA (on) 0.35 0.51 0.77 0.21 0.31 0.00 0.76 0.86 0.76 0.49 0.51 0.78 0.68 0.60 0.67 0.84 0.61 0.88 0.588
APPA (outside) 0.86 0.81 0.77 0.61 0.87 0.38 0.49 0.69 0.78 0.86 0.83 0.84 0.82 0.77 0.30 0.76 0.78 0.80 0.723

Thys et al. 0.32 0.46 0.72 0.43 0.47 0.00 0.63 0.68 0.71 0.28 0.56 0.83 0.62 0.42 0.46 0.74 0.57 0.61 0.528
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

RepPoints [64]

APPA (on) 0.00 0.00 0.50 0.00 0.35 0.00 0.61 0.88 0.35 0.00 0.38 0.90 0.38 0.34 0.46 0.63 0.00 0.45 0.346
APPA (outside) 0.56 0.81 0.73 0.57 0.53 0.00 0.54 0.71 0.78 0.75 0.89 0.84 0.71 0.63 0.73 0.85 0.72 0.89 0.680

Thys et al. 0.00 0.23 0.57 0.23 0.22 0.00 0.23 0.87 0.49 0.24 0.50 0.89 0.43 0.46 0.21 0.77 0.52 0.52 0.410
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

TOOD [65]

APPA (on) 0.00 0.00 0.00 0.00 0.30 0.00 0.36 0.44 0.00 0.00 0.00 0.85 0.44 0.46 0.00 0.00 0.00 0.38 0.179
APPA (outside) 0.71 0.78 0.84 0.70 0.85 0.28 0.51 0.82 0.63 0.42 0.57 0.87 0.59 0.72 0.87 0.81 0.83 0.87 0.704

Thys et al. 0.00 0.20 0.22 0.00 0.00 0.00 0.00 0.30 0.43 0.00 0.00 0.69 0.38 0.24 0.59 0.21 0.20 0.40 0.214
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

ATSS [66]

APPA (on) 0.29 0.57 0.60 0.38 0.59 0.00 0.61 0.70 0.66 0.00 0.22 0.67 0.37 0.43 0.49 0.60 0.32 0.59 0.449
APPA (outside) 0.62 0.56 0.73 0.53 0.56 0.00 0.72 0.75 0.76 0.47 0.53 0.74 0.51 0.57 0.64 0.75 0.68 0.74 0.603

Thys et al. 0.45 0.67 0.74 0.54 0.56 0.00 0.64 0.68 0.73 0.34 0.40 0.63 0.24 0.57 0.35 0.55 0.49 0.51 0.505
Ours 0.00 0.26 0.00 0.00 0.28 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.29 0.00 0.00 0.00 0.22 0.28 0.074

FoveaBox [67]

APPA (on) 0.86 0.95 0.83 0.89 0.84 0.00 0.78 0.82 0.73 0.56 0.93 0.86 0.76 0.94 0.89 0.81 0.58 0.91 0.774
APPA (outside) 0.82 0.95 0.78 0.81 0.90 0.00 0.49 0.85 0.83 0.85 0.89 0.80 0.88 0.91 0.82 0.86 0.73 0.89 0.781

Thys et al. 0.70 0.92 0.92 0.74 0.87 0.00 0.81 0.88 0.85 0.00 0.47 0.94 0.00 0.71 0.53 0.82 0.93 0.87 0.664
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

VarifocalNet [68]

APPA (on) 0.00 0.76 0.89 0.43 0.78 0.44 0.89 0.92 0.94 0.22 0.61 0.92 0.59 0.81 0.86 0.90 0.74 0.92 0.701
APPA (outside) 0.79 0.87 0.91 0.82 0.84 0.77 0.93 0.88 0.92 0.67 0.78 0.89 0.83 0.90 0.83 0.88 0.85 0.88 0.847

Thys et al. 0.23 0.58 0.89 0.22 0.25 0.00 0.23 0.90 0.83 0.30 0.00 0.94 0.33 0.53 0.63 0.73 0.49 0.87 0.497
Ours 0.66 0.87 0.59 0.46 0.41 0.00 0.00 0.24 0.42 0.62 0.71 0.42 0.52 0.67 0.00 0.42 0.46 0.41 0.438

Strongest attack results are highlighted in bold.
”on” and ”outside” represent patches on and outside targets, respectively.
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TABLE II:
DETAILED RESULTS OF BLACK-BOX ATTACKS.

aaaaaaaa
Patches

Targets
— T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 T16 T17 T18 Average

SSD [53]

APPA (on) 0.00 0.00 0.90 0.99 0.82 0.43 0.79 0.98 0.93 0.83 0.99 0.98 0.76 0.99 0.50 0.96 0.77 0.95 0.754
APPA (outside) 0.91 0.99 0.63 0.94 0.99 0.48 0.94 0.91 0.95 0.97 1.00 0.97 0.94 1.00 0.94 0.95 1.00 1.00 0.917

Thys et al. 0.00 0.00 0.34 0.00 0.00 0.00 0.96 0.93 0.76 0.00 0.67 0.98 0.44 0.98 0.86 0.94 0.53 0.95 0.519
Ours 0.00 0.00 0.00 0.37 0.00 0.31 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.80 0.00 0.00 0.00 0.00 0.082

Faster R-CNN [54]

APPA (on) 0.00 0.77 0.00 0.00 0.82 0.00 0.99 1.00 0.98 0.44 0.92 1.00 0.94 0.25 0.33 0.99 0.54 0.99 0.609
APPA (outside) 1.00 1.00 1.00 1.00 1.00 0.91 0.99 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.98 1.00 1.00 1.00 0.993

Thys et al. 0.99 0.94 0.99 0.89 0.78 0.00 1.00 1.00 1.00 0.95 0.99 1.00 0.96 0.63 0.98 1.00 0.99 0.99 0.893
Ours 0.00 0.24 0.00 0.51 0.27 0.00 0.00 0.00 0.00 0.80 0.00 0.00 0.00 0.49 0.00 0.00 0.00 0.00 0.128

Swin Transformer [55]

APPA (on) 0.98 1.00 1.00 1.00 1.00 0.95 1.00 1.00 1.00 0.95 0.99 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.993
APPA (outside) 1.00 1.00 1.00 1.00 1.00 0.56 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 0.975

Thys et al. 1.00 1.00 1.00 0.99 1.00 0.42 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00 1.00 1.00 0.967
Ours 0.00 0.33 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.029

YOLOv2 [56]

APPA (on) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.73 0.00 0.99 0.00 0.00 0.00 0.00 0.096
APPA (outside) 1.00 1.00 1.00 1.00 1.00 0.00 0.00 1.00 1.00 0.99 1.00 0.99 0.98 1.00 0.82 0.98 0.88 0.99 0.868

Thys et al. 0.00 0.00 1.00 0.00 0.00 0.00 0.99 0.99 1.00 0.00 0.00 0.97 0.00 0.98 0.00 0.97 0.00 0.75 0.425
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

YOLOv3 [57]

APPA (on) 0.88 0.87 0.72 0.88 0.90 0.00 0.87 0.88 0.89 0.74 0.87 0.86 0.84 0.91 0.80 0.90 0.91 0.91 0.813
APPA (outside) 0.87 0.89 0.83 0.82 0.90 0.71 0.84 0.87 0.88 0.86 0.91 0.91 0.88 0.91 0.88 0.89 0.89 0.90 0.869

Thys et al. 0.72 0.50 0.78 0.85 0.90 0.00 0.86 0.89 0.88 0.82 0.66 0.89 0.56 0.89 0.82 0.90 0.91 0.92 0.764
Ours 0.00 0.67 0.00 0.74 0.87 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.48 0.88 0.00 0.00 0.00 0.00 0.202

YOLOv5l [58]

APPA (on) 0.90 0.91 0.89 0.83 0.91 0.00 0.89 0.90 0.91 0.67 0.90 0.90 0.89 0.92 0.82 0.89 0.91 0.90 0.830
APPA (outside) 0.90 0.92 0.90 0.89 0.89 0.75 0.87 0.88 0.89 0.82 0.93 0.91 0.93 0.92 0.84 0.89 0.91 0.89 0.885

Thys et al. 0.85 0.89 0.89 0.88 0.89 0.22 0.90 0.92 0.89 0.87 0.90 0.90 0.90 0.91 0.88 0.90 0.91 0.90 0.856
Ours 0.00 0.89 0.00 0.52 0.82 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.88 0.00 0.00 0.45 0.00 0.198

Cascade R-CNN [59]

APPA (on) 0.98 1.00 1.00 0.99 1.00 0.97 1.00 1.00 1.00 0.00 1.00 1.00 1.00 1.00 0.00 0.99 0.99 1.00 0.884
APPA (outside) 1.00 1.00 0.99 0.95 1.00 0.99 1.00 1.00 0.99 1.00 1.00 1.00 1.00 1.00 0.36 1.00 1.00 1.00 0.960

Thys et al. 0.98 1.00 1.00 1.00 1.00 0.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.71 1.00 1.00 1.00 0.927
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

RetinaNet [60]

APPA (on) 0.00 0.83 0.97 0.95 0.98 0.49 0.93 0.93 0.97 0.00 0.93 0.99 0.85 0.98 0.80 0.94 0.98 0.95 0.804
APPA (outside) 0.98 1.00 0.91 0.98 0.97 0.85 0.97 0.97 0.98 0.99 1.00 0.96 0.96 0.99 0.93 0.93 0.98 0.98 0.963

Thys et al. 0.28 0.89 0.96 0.77 0.59 0.00 0.96 0.97 0.96 0.95 0.83 0.99 0.78 0.98 0.90 0.98 0.95 0.99 0.818
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Mask R-CNN [61]

APPA (on) 0.55 0.80 0.23 0.79 0.40 0.00 0.86 0.97 0.92 0.39 0.37 0.99 0.57 0.50 0.57 0.97 0.00 0.97 0.603
APPA (outside) 0.48 0.99 0.84 0.97 0.98 0.76 0.74 0.87 0.93 0.99 0.98 0.54 0.98 0.98 0.70 0.98 0.69 0.99 0.855

Thys et al. 0.98 0.98 0.94 0.91 0.56 0.00 0.96 0.98 0.96 0.97 0.97 0.99 0.90 0.94 0.92 0.98 0.85 0.98 0.876
Ours 0.55 0.44 0.00 0.72 0.40 0.00 0.00 0.00 0.00 0.85 0.00 0.00 0.00 0.78 0.00 0.00 0.00 0.00 0.208

FreeAnchor [62]

APPA (on) 0.98 1.00 1.00 1.00 1.00 0.00 1.00 1.00 1.00 0.85 1.00 1.00 0.96 1.00 0.88 1.00 0.92 0.99 0.921
APPA (outside) 1.00 1.00 1.00 1.00 1.00 0.87 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.94 1.00 1.00 1.00 0.989

Thys et al. 1.00 0.99 1.00 0.94 0.73 0.00 1.00 1.00 1.00 0.99 1.00 1.00 0.85 0.99 0.99 1.00 0.98 1.00 0.914
Ours 0.00 0.00 0.00 0.40 0.21 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.034

FSAF [63]

APPA (on) 0.00 0.56 0.61 0.00 0.43 0.00 0.76 0.84 0.69 0.00 0.40 0.81 0.60 0.32 0.48 0.74 0.65 0.76 0.481
APPA (outside) 0.86 0.85 0.67 0.76 0.85 0.80 0.82 0.85 0.73 0.86 0.92 0.86 0.86 0.74 0.62 0.88 0.88 0.86 0.815

Thys et al. 0.82 0.70 0.72 0.46 0.43 0.00 0.67 0.83 0.71 0.63 0.69 0.93 0.75 0.51 0.64 0.82 0.64 0.80 0.653
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

RepPoints [64]

APPA (on) 0.00 0.00 0.64 0.00 0.35 0.00 0.79 0.90 0.58 0.00 0.27 0.87 0.31 0.00 0.32 0.73 0.26 0.80 0.379
APPA (outside) 0.87 0.90 0.84 0.86 0.87 0.61 0.85 0.86 0.79 0.87 0.90 0.83 0.89 0.89 0.44 0.89 0.24 0.83 0.791

Thys et al. 0.00 0.38 0.67 0.31 0.68 0.00 0.77 0.86 0.75 0.45 0.75 0.94 0.50 0.43 0.65 0.86 0.26 0.71 0.554
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

TOOD [65]

APPA (on) 0.00 0.39 0.24 0.42 0.38 0.00 0.60 0.50 0.41 0.00 0.49 0.79 0.44 0.36 0.35 0.36 0.27 0.45 0.358
APPA (outside) 0.74 0.88 0.78 0.73 0.70 0.70 0.77 0.79 0.81 0.78 0.68 0.68 0.44 0.67 0.76 0.79 0.50 0.76 0.720

Thys et al. 0.57 0.69 0.73 0.66 0.56 0.00 0.68 0.60 0.39 0.34 0.53 0.81 0.36 0.41 0.63 0.79 0.40 0.47 0.534
Ours 0.00 0.25 0.00 0.30 0.00 0.00 0.00 0.00 0.00 0.34 0.00 0.00 0.22 0.37 0.00 0.00 0.00 0.00 0.082

ATSS [66]

APPA (on) 0.35 0.67 0.63 0.37 0.42 0.00 0.61 0.71 0.62 0.00 0.25 0.69 0.39 0.64 0.29 0.56 0.41 0.51 0.451
APPA (outside) 0.61 0.76 0.72 0.58 0.57 0.71 0.70 0.75 0.70 0.58 0.54 0.72 0.53 0.66 0.61 0.73 0.56 0.62 0.647

Thys et al. 0.41 0.60 0.67 0.54 0.56 0.00 0.63 0.67 0.65 0.49 0.42 0.76 0.44 0.62 0.59 0.67 0.50 0.61 0.546
Ours 0.00 0.00 0.42 0.00 0.00 0.00 0.30 0.42 0.00 0.00 0.00 0.46 0.36 0.00 0.26 0.43 0.00 0.00 0.147

FoveaBox [67]

APPA (on) 0.38 0.93 0.84 0.54 0.90 0.00 0.89 0.89 0.75 0.00 0.80 0.92 0.28 0.75 0.48 0.91 0.83 0.95 0.669
APPA (outside) 0.93 0.94 0.81 0.95 0.92 0.86 0.83 0.83 0.84 0.94 0.95 0.82 0.93 0.93 0.72 0.84 0.92 0.90 0.881

Thys et al. 0.92 0.92 0.91 0.93 0.95 0.00 0.89 0.88 0.81 0.82 0.81 0.93 0.83 0.85 0.53 0.88 0.87 0.89 0.812
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

VarifocalNet [68]

APPA (on) 0.55 0.84 0.83 0.65 0.73 0.24 0.89 0.90 0.88 0.30 0.34 0.90 0.81 0.68 0.58 0.82 0.56 0.90 0.689
APPA (outside) 0.88 0.93 0.89 0.86 0.85 0.90 0.91 0.91 0.91 0.89 0.88 0.93 0.88 0.87 0.87 0.90 0.77 0.85 0.882

Thys et al. 0.76 0.85 0.89 0.83 0.88 0.00 0.90 0.92 0.91 0.79 0.73 0.94 0.72 0.66 0.91 0.92 0.81 0.87 0.794
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.000

Strongest attack results are highlighted in bold.
”on” and ”outside” represent patches on and outside targets, respectively.
The proxy model is YOLOv5n in the black-box setting.
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(a) YOLOv2 (b) YOLOv3 (c) YOLOv5n (d) YOLOv5s

(e) YOLOv5m (f) YOLOv5l (g) YOLOv5x (h) SSD

(i) Faster R-CNN (j) Swin Transformer (k) Cascade R-CNN (l) RetinaNet

(m) Mask R-CNN (n) FoveaBox (o) FreeAnchor (p) FSAF

(q) RepPoints (r) TOOD (s) ATSS (t) VarifocalNet

Fig. 8: Qualitative results of white-box attacks against twenty different aerial detectors in the physical world.

proper size and positions. The contextual background patches
generated by our CBA are displayed in Fig. 5. When trained on
different versions of YOLOv5, it generates adversarial patches
with similar pattern styles. The patches trained by YOLOv3
and YOLOv5 are also somewhat similar, indicating that detec-
tors with similar structures may generate analogous adversarial
patches. However, the generated patches vary greatly when
training on other detectors with different structures.

Ten aerial detectors are chosen for the quantitative evalua-
tion. We set detection results of the clean images as ground
truth to calculate the AP, i.e. the AP of the clean dataset
is 100%, by which the targets that the original detector
fails to detect won’t be counted as a successful attack. The
experimental results are shown in Fig. 6. It is observed that:

• For the attackers, our proposed CBA achieves the best-
attacking performance in both white-box and black-box
versions for quite a few cases, though the adversarial
patch is placed outside the targets of interest, and part
area of the patch is sacrificed for physical attack;

• For the detectors, YOLOv2 is the easiest to attack with
the patches on targets, even in the black-box setting.
Various versions of YOLOv5 are robust in diverse attack
settings, while Faster R-CNN and SSD are easier to be
attacked. In general, Swin Transformer is the most robust
detector.

C. Attack in Physical World

1) Overall experimental results: In this paper, the proposed
framework is mainly designed to conduct physical attacks, so
extensive and rigorous proportionally scaled experiments are
performed to verify the effectiveness of the proposed physical
attack framework CBA.

In this section, 1:400 proportionally scaled experiments are
conducted to verify the attack performance in the physical
world. Specifically, we train 20 mainstream aerial detectors as
victim models and record the average confidence (threshold set
as 0.2, i.e. the detected object will be ignored if the detection
confidence is lower than 0.2.) of 18 aircraft to compare the
physical attack efficacy. The experimental results are shown
in Fig. 7. It is observed that:

• Our CBA results in a considerable number of detectors
failing to detect any targets, i.e. the values are 0 (high-
lighted in bold), which barely happens to other methods;

• Our CBA can transfer the attack efficacy well between
different detectors, even for some hard-to-attack detec-
tors (e.g. various versions of YOLOv5), which are only
slightly swayed by other methods;

• In contrast, different forms of YOLOv5 are still the
toughest detectors to be attacked among all approaches,
while our elaborated adversarial patches can easily blind
them and generalize well between different versions of
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(a) YOLOv2 (b) YOLOv3 (c) YOLOv5n (d) YOLOv5s

(e) YOLOv5m (f) YOLOv5l (g) YOLOv5x (h) SSD

(i) Faster R-CNN (j) Swin Transformer (k) Cascade R-CNN (l) RetinaNet

(m) Mask R-CNN (n) FoveaBox (o) FreeAnchor (p) FSAF

(q) RepPoints (r) TOOD (s) ATSS (t) VarifocalNet

Fig. 9: Qualitative results of black-box attacks in the physical world, the proxy model is YOLOv5n, i.e. the transfer attack
performance of the contextual adversarial patch trained by YOLOv5n.

(a) Brightness 1 (b) Brightness 2 (c) Brightness 3

(d) Brightness 4 (e) Brightness 5 (f) Brightness 6

Fig. 10: Robust physical attacks in varying lighting conditions.

YOLOv5;
• Similar to the digital attack, YOLOv2 is still the weakest

detector. However, it seems immune to patches of outside
targets in the physical world.

In conclusion, the result area of our CBA in Fig. 7 is
significantly redder than other areas, indicating that our pro-
posed CBA can achieve excellent attack performance in both

white-box and black-box settings and significantly outperform
other methods when trained by most detectors. The fly in the
ointment is that the adversarial patch trained by YOLOv2
presents poor attack transferability, and we will discuss this
in Sec. IV-E.

2) Detailed experimental results of white-box attacks: We
report the detailed quantitative and qualitative results in a
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white-box setting, as shown in Table I and Fig. 8, respectively.
It is observed that:

• The generated contextual adversarial patches by the pro-
posed CBA can completely blind quite a few aerial
detectors, i.e. the victim detectors can not recognize
any protected targets at all, such as SSD, YOLOv2,
YOLOv5n, Cascade R-CNN, RetinaNet, FreeAnchor,
FSAF, RepPoints, TOOD, and FoveaBox;

• The rest of the detectors can recognize the protected
objects correctly, but only with low average confidence
under 0.438;

• In contrast, most patches generated by the comparison
methods can barely misguide the detectors, which can
only slightly sway the confidence of the correct detection;

• None of the comparison methods can successfully hide
all the objects of interest from being perceived.

3) Detailed experimental results of black-box attacks: We
report the detailed quantitative and qualitative results in a
black-box setting, as shown in Table II and Fig. 9, respectively.
It is observed that:

• Even under the black-box setting, the generated contex-
tual adversarial patches by the proposed CBA can transfer
its attack efficacy well between various aerial detectors;

• The contextual adversarial patch trained on YOLOv5n
successfully protects all the interested targets from being
recognized by YOLOv2, Cascade R-CNN, RetinaNet,
FSAF, RepPoints, FoveaBox, and VarifocalNet;

• Under the attack of our CBA, all the average confidences
are lower than 0.208, which significantly outperforms
other physical attack methods.

4) Physical attack robustness: The robustness of our pro-
posed CBA for the physical attack is further validated by vary-
ing imaging angles and lighting conditions. The experimental
results are shown in Fig. 10 and Fig. 11, respectively. We can
observe that our proposed CBA achieves successful attacks
over all the aircraft, i.e. none of the protected targets are
recognized correctly and with prediction confidences higher
than 0.2, demonstrating our proposed method’s physical attack
robustness against dynamic conditions in real-world scenarios.

To exclude the effect of patch location and size, APPA’s
patches with the same setting as ours are adopted for compar-
ison. It is found from Fig. 12 that APPA’s patches can barely
sway the prediction. We also visualize the attention map [50]
of YOLOv5s before and after physical attacks as shown in
Fig. 13. It is observed that the proposed CBA can completely
blind the powerful detector in the physical world.

D. Ablation Study

This part discusses the influence of total variation on the
physical attack. We evaluate the effectiveness of smoothness
constriction on SSD in physical scenarios. Specifically, we
vary α from [0.0, 0.15, 1.5, 15, 150] to generate corresponding
adversarial patches, as shown in Fig. 14. In addition, we
perform physical attack experiments in the proportionally
scaled physical scenario, including 18 aircraft targets (T1-
T18), to quantitatively compare the attack efficacy. The de-
tection results are shown in Fig. 15, and we can observe that:

(a) Angle 1

(b) Angle 2

(c) Angle 3 (d) Angle 4

Fig. 11: Robust physical attacks in varying view angles.

Fig. 12: Exclusion study on patch size and location.

• If α is too small or equal to 0, the generated patch is not
smooth enough, which may cause a significant loss of the
attack efficacy during physical-digital transformation;

• If α is too large, the pattern of the adversarial patch will
be simplified, which has a critical influence on the attack
efficacy of the generated patch.

Consequently, we choose α = 1.5 to balance the two parts
of the total loss in our experiments.
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(a) Clean

(b) Thys et al.

(c) APPA (on)

(d) APPA (outside)

(e) Ours (CBA)

Fig. 13: Visualization of the YOLOv5s’ attention before and
after different physical attacks. It is observed that our method
completely blind the detector, while other methods can barely
sway the detector.

(a) α = 0.0 (b) α = 0.15 (c) α = 1.5 (d) α = 15 (e) α = 150

Fig. 14: Adversarial aircraft crafted with different α on SSD.

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 T14 T15 T16 T17 T18 Avg
0.0

0.2

0.4

0.6

0.8

1.0

Clean
=0
=0.15
=1.5
=15
=150

Fig. 15: Ablation study on total variation.

E. Discussion

Surprisingly, the adversarial patch against YOLOv2 shows
weak transferability. We try to explain this phenomenon from
a different view. Training adversarial patches are similar to
training networks. The only difference is that pixels in patches
update during training adversarial patches while parameters
of the network update during training networks. Therefore,
the adversarial patches are influenced by training samples,
victim network models, and optimizing strategy. Consequently,
when the training samples and optimizing process are settled,
the victim model is crucial in generating adversarial patches.
Thus, for poor detectors, such as YOLOv2, a robust attack
method can only learn limited information, which may be
just enough for the white-box attack but not enough to attack
a more powerful model. Similarly, the above analysis may
also explain why adversarial patches of different versions of
YOLOv5 own a similar pattern while differing from the styles
of other patches.

V. CONCLUSION

This paper proposes a brand-new physical attack frame-
work against aerial detection based on contextual adversarial
patches. The target of interest, i.e. aircraft, is adopted to mask
the contextual adversarial patches, and the pixels outside the
mask area are optimized through iterations. Moreover, the
contextual adversarial patches are forced to be outside targets
during training, by which the detected targets of interest, both
on and outside patches, contribute to improving the attack’s
effectiveness of the crafted contextual patches. Extensive
and rigorous experiments have been conducted to validate
the proposed physical attack framework’s effectiveness. This
demonstrates that our elaborated contextual adversarial patches
are gifted with solid fooling efficacy to hide objects on or
outside patches. In addition, the elaborately crafted adversarial
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patches can dramatically fool aerial detectors in dynamic
physical scenarios, such as varying lighting conditions and
view angles, and consistently outperform existing methods in
both white-box and black-box settings.
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lance cameras: adversarial patches to attack person detection,” in Pro-
ceedings of the IEEE/CVF conference on computer vision and pattern
recognition workshops, 2019, pp. 49–55.

[26] J. Lian, X. Wang, Y. Su, M. Ma, and S. Mei, “Contextual adversarial
attack against aerial detection in the physical world,” arXiv preprint
arXiv:2302.13487, 2023.

[27] A. Kurakin, I. J. Goodfellow, and S. Bengio, “Adversarial examples
in the physical world,” in Artificial intelligence safety and security.
Chapman and Hall/CRC, 2018, pp. 99–112.
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