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Abstract—The two-dimensional frequency-based omega-K
method is known to be a suitable algorithm for Fully-Focused
SAR (FF-SAR) radar altimeter processors, as its computational
efficiency is much higher than equivalent time-based alternatives
without much performance degradation. In this paper we provide
a closed-form description of a two-dimensional frequency domain
omega-K algorithm specific for instruments such as Poseidon-4
onboard Sentinel-6. The processor is validated with real data
from point targets and over open ocean. Applications such
as ocean swell retrieval and lead detection are demonstrated,
showing the potentiality of the processor for future operational
global-scale products.
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I. INTRODUCTION

SPACE-BASED radar altimetry has become nowadays a
consolidated Earth Observation technique with a wide

range of applications, such as estimating water surface el-
evations in coastal and inland waters [1], monitoring and
forecasting river discharges and extreme flood events [2],
studying the changes in snow, ice height and sea-ice elevation
in Antarctica [3], [4], estimating the contribution of ice melting
to the sea level rise [5], or mapping ice elevation and elevation
change using swath interferometry altimetry [6], among others.

One of the limitations of conventional radar altimeters is
the along-track resolution, which is the ability to distinguish
between two targets along the surface. Initial pulse-limited
radar altimeters had an along-track resolution of the size of the
pulse-limited footprint, that is several kilometers [7]. In mod-
ern missions like CryoSat-2 [8], Sentinel-3 [9], or Sentinel-
6 [10], this kilometer scale limitation has been overcome
by transmitting pulses at high repetition frequency ensuring
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coherence among them, allowing for a significant increase in
the number of independent looks obtained from a single scat-
terer on Earth, thus enabling for Doppler-based beam-forming
analysis and achieving resolutions below the kilometer scale
[11]. This technological advancement allows for more accurate
measurements of the Earth’s surface features.

First generation of altimeters using high Pulse Repetition
Frequency (PRF) operate in closed-burst, meaning that they
send groups of pulses and then await for their complete
reception before sending the next burst. Indeed, missions
such as CryoSat-2 or Sentinel-3 operate in this way with a
PRF of 19 kHz. Applying a delay/Doppler processor (DDP)
[11], closed-burst processing of 64 pulses leads to azimuth
resolutions of approximately 300 m for missions such as
CryoSat-2 and Sentinel-3. Newer missions, such as Sentinel-
6, employ a nearly continuous pulse transmission approach
with a PRF of 9-10 kHz [12], what allows to operate in an
interleaved mode and eliminates the necessity of grouping
pulses into bursts [13], though its high resolution operational
processor is still based on delay/Doppler. The interleaved
mode maximizes the measurement precision while ensuring
a connection between data from prior altimeter missions [14],
[15]. It also increases the effective PRF with respect to
the closed-burst mode, reducing considerably the number of
replicas that appear along-track [16].

In 2017, A. Egido and W.H.F. Smith introduced the Fully-
Focused SAR (FF-SAR) backprojection algorithm (FF-BP),
which can achieve along-track resolutions of up to the theo-
retical maximum, approximately half the length of the antenna
in the flight direction (i.e. approximately 0.5 m for Sentinel-
6) [17]. While this algorithm results in an improvement of
the spatial resolution of the altimeter radargram, it also comes
with high execution times. Still, such algorithm allowed to
improve altimeter performance over some applications such
inland waters [18], [19] and coastal areas [20], [21], [22], also
opening the door to new calibration techniques applications
[23]. Faster backprojection algorithms have been introduced
for traditional SAR systems [24], [25], yet their applicability
to radar altimetry remains unexplored and requires further
investigation.

In 2018, Guccione et al. presented the 2D Frequency
Domain FF-SAR algorithm, introducing a numerical solution
based on the omega-K algorithm typically used in SAR
imaging for the specific case of the CryoSat-2 radar altime-
ter, improving the computational efficiency of the FF-SAR
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backprojection algorithm while maintaining the same level
of along-track resolution [26]. Also in 2018, Scagliola et al.
presented a FF-SAR frequency domain approach based in the
range-Doppler algorithm used in SAR imaging [27].

In this article we continue exploring the two-dimensional
frequency algorithm based in the omega-K from SAR imaging
for the Sentinel-6 mission, introducing a closed-form filter by
assuming an hyperbolic range with respect to one scatterer,
as well as making certain orbit linear assumptions, which
are further explained in the methodology section. Indeed,
this paper aims at providing a comprehensive explanation of
the mathematical development required to derive the final
expression of focused single-look (SL) waveforms for ideal
point targets. The central focus is to demonstrate that, when
ideal conditions are met, the final expression of focused single-
look waveforms is equivalent to the form derived through
a backprojection processor, without significant precision loss
while reducing drastically the execution time. Furthermore,
the results obtained show the robustness of the proposed
algorithm with real data, including point targets and open
ocean scenarios.

The enhanced computational efficiency of the algorithm
presented, along with its ability to maintain high resolution,
makes it an interesting solution for applications that require
improved along-track resolution with respect DDP techniques
but also processing global-scale amount of data. Indeed,
this advancement empowers the algorithm to produce local
and global FF-SAR products for both scientific research and
operational utilization. Since time-domain processors such
as backprojection requires prolonged execution durations for
computing global-scale products, the FF-SAR omega-K algo-
rithm (FF-WK) emerges as a valuable alternative. In particular,
applications such as swell monitoring [28] and lead detection
[29] may benefit from these algorithms.

We commence with a methodology section elaborating the
mathematical derivation of the FF-SAR omega-K algorithm.
The subsequent section shows the practical implementation
details of the algorithm. After that, we evaluate the algorithm’s
performance through extensive validation in a dedicated sec-
tion over point and distributed targets. Moving forward, the
results section follows, presenting the possible applications
of the algorithm within real-world scenarios, such as swell
retrieval for open ocean and lead detection for sea ice.
The results section also shows a comparative in terms of
computational efficiency between the omega-K and the FF-
SAR backprojection algorithm. Following that, we discuss
potential future research directions that can build upon the
algorithm proposed. Lastly, the paper concludes with a section
summarizing our findings and offering conclusions.

II. RADAR ALTIMETRY THEORY

The omega-K algorithm is a well-known technique em-
ployed in SAR imaging to reduce the number of operations
with respect to backprojection by making certain assump-
tions about orbit geometry (such as the hyperbolic range
equation or constant nominal velocity) and the transmitted
signal characteristics of the satellite [30]. Its key step involves

employing the Fourier Transform to manipulate the frequency
domain in both the range and along-track dimensions, using
the coherence of the radar pulses to filter a large block of
echoes at once. Instead, backprojection applies filtering for
each scatterer defined in a grid, incrementing substantially
the number of operations needed to filter an entire surface.
In this section, we present the mathematical formulation and
implementation details of the omega-K algorithm tailored for
the altimeter case, which shares similarities with SAR imag-
ing missions but incorporates some design differences, such
as wider synthetic apertures, nadir-pointing antenna, higher
carrier frequencies, and higher pulse bandwidth. By delving
into the information provided in this section, readers should
gain a comprehensive understanding of the omega-K algorithm
and its applications in radar altimetry. Subsequent sections
will discuss the algorithm’s effectiveness and performance,
accompanied by the presentation of results.

A. Transmitted and received signal

For technical and processing reasons, most high range
resolution radars, including altimeters, transmit chirp pulses
[31], as described by the following equation:

st(t) = wt(t) cos
[
2π

(
fct−

α

2
t2
)]

− Tp

2
< t <

Tp

2
. (1)

In this equation, wt(t) represents the pulse envelope, which
is usually a rectangular window (uniform energy). Moreover,
fc is the carrier frequency of the modulated signal, t is the
duration within the pulse, which is in the order of microsec-
onds, also known as fast time, and α is the chirp rate, which
is defined as the ratio of the pulse bandwidth to the pulse
duration: α = B/Tp. The quadratic term in the phase signal
is a representation of the linear frequency modulation of the
pulse. After the transmission through a nadir-pointing antenna,
the pulse travels to the Earth surface, where part of the energy
is reflected and returned back to the sensor. We can express
the received signal as

sr(η, t) = wη(η) wr(t− τ)

· cos
[
2π

(
fc(t− τ)− α

2
(t− τ)2

)]
.

(2)

In this equation, the received signal has a time delay
proportional to twice the range R between the scatterer and the
altimeter sensor τ = 2R(η, t)/c, where c is the speed of light.
The slow time η refers to the time relative to the position of
the satellite and it is in the order of milliseconds. The distance
between the scatterer and the altimeter sensor is influenced
by the position of the satellite and the relative sensor-target
movement R(η, t) ≈ R(η) + vr · t. This consideration arises
from our departure from the commonly used ”stop and go”
approximation. The ”stop and go” approach assumes that the
motion of the satellite is sufficiently low during the pulse
duration so that it can be considered as if the satellite is
stationary. In altimetry systems, this assumption cannot be
sustained due to the influence of the Doppler effect in the
signal phase caused by the high frequency carrier used for
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Fig. 1: On-board Sentinel-6 radar altimeter receiver system.

the altimeter [17]. This effect has also been explored in high-
precision SAR for estimating Doppler parameters related to
object motion [32], [33]. Furthermore, the pulse envelope
wr(t − τ) represents the received signal energy, which is
affected by physical alterations that depend on the atmosphere
and the Earth’s surface. The along-track envelope wη is
characterized for the antenna pattern.

B. Sentinel-6 Receiver System

Figure 1 shows the processing steps of the Sentinel-6
receiver system [34]. The signal is digitised at a very high
frequency (395 MHz), after which a matched filter is applied
in the frequency domain using a Discrete Fourier Transform
(DFT) by means of the Fast Fourier Transform algorithm
(FFT). The matched filter is a conjugated replica of the
transmitted pulse (chirp signal). The signal is then cut with a
range window in the range-time domain, after that, an Inverse
Fast Fourier Transform (IFFT) is applied.

The output signal for a single scatterer can be represented
by the complex signal

Sr(η, fr) = wη(η) Wr(fr)

· exp
[
−j2π

(
fc

2

c
R(η)

−
(
2

c
(R(η)−Rtrk)−

fd
α

)
fr

)]
.

(3)

Where fr is the frequency variable in the range domain,
known as the range frequency. Furthermore, the expression
fd = 2fcvr/c indicates the alteration in range of the phase
due to the Doppler effect related to the relative velocity of the

Fig. 2: Radar geometry. The satellite passes over the point target,
transmitting chirp pulses periodically and receiving the echoes.

satellite. The term Rtrk represents the tracker range, which
is commanded onboard by the satellite. In the case of the
Sentinel-6 altimeter, this range commonly refers to the central
point within the range window. The satellite is moving while
chirp pulses are periodically transmitted at a designated PRF.
The motion of the satellite during the slow-time η results in
different distances between the sensor and the scatterer for
each transmitted pulse. Therefore, to accurately define the
response of a target for each pulse, the range equation of the
satellite with respect to the point target R(η) must be defined.

C. Radar Geometry

Figure 2 illustrates a simplified geometry of a radar altimeter
with a single scatterer in the scene. In order to determine
the closed-form filter of the omega-K algorithm for the radar
altimeter, some simplifications in the radar geometry are made:
Earth is locally spherical of radius Re, the satellite is moving
along the track with a constant velocity vs, the height of the
satellite and the retracker range are constant during the entire
pass. The satellite is periodically transmitting pulses during
a limited illumination time, Till. When a transmitted pulse
reaches the Earth’s surface, part of its energy is scattered
back to the sensor with a delay corresponding to the satellite-
scatterer distance. The equation that defines the distance of the
satellite with respect to the scatterer for each instant of time
is known as the range equation. In the context of Sentinel-6,
we can safely express the range equation along the x-axis as
an hyperbolic form [30]:

R(x) ≈
√
R2

0 + x2 (4)

where R0 is the minimum distance between the sensor and
the target. The altimeter sensor has the closest range to the
scatterer when R(x = 0) = R0. The position of the satellite x
can be expressed as a function of the slow time η as follows:

x = η · veq (5)
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where

veq ≈ vs ·
√
αE = vs ·

√
Re

(Re + h)
. (6)

The equivalent speed veq is determined by multiplying the
satellite’s velocity vs by a correction term to account for
the curvature of the Earth, the square root of the orbital
factor αE [30]. The correction term depends on the Earth’s
radius, denoted as Re, and the nominal altitude of the satellite,
represented as h. This velocity can also be understood as the
geometric mean between the velocity of the satellite and the
velocity projected on ground vg as veq =

√
vs · vg . With these

changes of variables, the range equation becomes

R(η) =
√

R2
0 + (η · veq)2. (7)

For the typical values of Sentinel-6 (Ku-band carrier fre-
quency) and five seconds of illumination time, the difference
between the approximated range and the range computed with
the telemetry data is around 4 mm in the borders of the
illumination time. This range equation will be further used
to derive the closed form of the two-dimensional frequency
signal.

D. Along-track Fourier Transform

In order to obtain the two-dimensional frequency signal, we
need to apply the Fourier Transform in the slow time (along-
track) domain to the received signal (3):

S(fη, fr) =

∫ ∞

−∞
Sr(η, fr) exp[−j2πηfη] dη (8)

S(fη, fr) is the two-dimensional frequency signal where fη
is the along-track frequency variable. This frequency variable
is also called Doppler frequency. Regarding the phase of the
integral, it contains quadratic terms in the slow time variable,
making it challenging to obtain an analytical expression.
Nevertheless, we can overcome this obstacle by applying the
Principle of Stationary Phase (POSP). The POSP enables us
to analytically express integrals with quadratic modulation
in their signal by locating the stationary phase point η0
where the derivative of the phase of the integral is zero [35].
Consequently, the whole phase that requires derivation is

θ(η) = fc
2

c
R(η)−

(
2

c
(R(η)−Rtrk)−

fd(η)

α

)
fr

− ηfη.

(9)

The stationary phase point η0 can be obtained by finding
the zero in the derivative of the phase defined in the latter
equation

∂θ(η)

∂η

∣∣∣∣
η=η0

= 0 (10)

Once we obtain the stationary phase point η0, the two-
dimensional frequency signal can be expressed as

S(fη, fr) ≈ wη(η0) ·Wr(fr) · exp[−j2π · θ(η0)] (11)

The along-track frequency domain envelope is obtained
by substituting the stationary phase point η0 to the along-
track time domain envelope. The two-dimensional frequency
phase is obtained by substituting the stationary phase point η0
into the whole phase defined in (9). Note that the stationary
phase point is a function of the range frequency and Doppler
frequency. To enhance clarity, we have omitted residual terms
arising from the POSP assumption, as they are deemed to be
of negligible significance [26].

E. Stationary Phase Point

To obtain a closed form expression of the two-dimensional
frequency signal (11), we must obtain the derivative of the
whole phase (9)

(fc − fr)
2

c

∂R(η)

∂η
+

1

α

∂fd(η)

∂η
fr − fη = 0. (12)

As explained in Section II-C, we will use an hyperbolic
range equation for R(η). Moreover, the Doppler frequency
shift fd(η) will be represented as a linear function of the slow
time fd(η) = βd · η as in [26]. By performing the derivative
in (12), we can express that

(fc − fr)
2

c

v2eqη√
R2

0 + (veq · η)2
+

βd

α
fr − fη = 0. (13)

In previous work [26], the equation (13) is presented for
the CryoSat-2 case [26, Eq. 8]. However, in the publication
no more details are provided after this point, leaving the
equation as an intermediate form without providing a closed
form expression. Instead, they propose a numerical approach to
determine the stationary phase point η0 by calculating the roots
directly in (12). This eliminates the need for making various
simplifications listed earlier, such as the hyperbolic range.
In contrast, the closed-form filter needs fewer computational
operations and requires less memory load. It also reduces the
complexity of the processor design. Moreover, the closed-form
expression enables a broader analysis of the two-dimensional
frequency waveforms. It is important to remark that these
assumptions can lead to a slight degradation in the accuracy
of the focused point target Response (PTR), as evidenced in
the results section. Building upon their findings, we present
a comprehensive analysis that resolves (13) into a concise
closed-form expression for the case of Sentinel-6, thereby
providing a more complete understanding of its mathematical
properties. Thus, after doing some algebra and isolating η from
(13), we can express the stationary phase point η0 in function
of the Doppler frequency fη and the range frequency fr as

η0(fη, fr) =
cR0(fη − βd/α · fr)

2v2eq(fc − fr)

1

D(fη, fr)
. (14)

Where D(fη, fr) is defined as
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D(fη, fr) =

√
1− c2(fη − βd/α · fr)2

4v2eq(fc − fr)2
. (15)

Now we can use the stationary phase point η0 to determine
the two-dimensional frequency signal.

F. Two-dimensional frequency signal for an ideal point target

After substituting the stationary phase point (14) into (9)
the phase of the two-dimensional frequency signal becomes

θ(η0) =
2

c
(R0(fc − fr) ·D(fη, fr) +Rtrk · fr) . (16)

Regarding the along-track frequency envelope wη(η0), the
antenna pattern of the radar altimeter follows a Gaussian
model [36], consequently, the illumination time is understood
as the time that a target stays at 3-dB of the antenna footprint:

Till = 0.886
cR0

fcLavg
(17)

where La stands by the length of the antenna in the azimuth
direction. We can compensate the received energy for the
antenna pattern to have a two-dimensional signal sequence
of uniform energy. Thus, for an ideal point target, the two-
dimensional frequency envelope can be defined as

Wη(fη, fr) ·Wr(fr) ≈ Π

(
fη
BD

)
·Π

(
fr
B

)
. (18)

Where BD is the Doppler bandwidth of the point target,
defined as

BD =
2v2eqfcTill

cR0
= 0.886

2vs
La

. (19)

Now we can combine equations (16) and (18) to build
a closed form of the two-dimensional frequency signal as
defined in (11):

S(fη, fr) = Π

(
fη
BD

)
·Π

(
fr
B

)
· exp

[
−j

4π

c
(R0 · (fc − fr) ·D(fη, fr) +Rtrk · fr)

]
.

(20)

This signal represents one target located at range R0 within
the illumination time. The omega-K approach aims to apply
a single filter to the two-dimensional frequency waveforms
defined in the last equation. The objective is to simultaneously
focus on all spatial points within a designated across-track
range window and all the observed surface during a specific
time period. To achieve this, a filter is constructed using a
reference range Rref , typically positioned at the center of
the designated range window. However, it’s crucial to note
that residual phase contributions from spatial points around
the across-track reference range could lead to defocusing.
To address this concern, additional techniques like the Stolt
interpolation method mentioned in [30] could be employed.

Section II-H provides an explanation for the minimal impact
on defocusing surfaces whose across-track distances deviate
from the reference range in altimeter systems like Sentinel-6.
Within the context of the FF-SAR backprojection algorithm,
the impact of applying a phase correction using one unique
range for an entire range window has been already studied for
the case of CryoSat-2 in [17] and [18].

G. Reference Function Multiply

Once we have a closed-form expression for the two-
dimensional frequency signal, our objective is to correct the
phase of the signal so when we come back to the two-
dimensional time domain, we obtain the focused signal. To do
so, we have to construct a reference function multiply (RFM),
proportional to the phase of the input signal:

ΦRFM =
2

c
(Rref · (fc − fr) ·D(fη, fr) +Rtrk · fr) (21)

Where Rref is the aforementioned reference range. Equa-
tion (21) is valid within the sampled Doppler interval |fη| ≤
PRF/2 for the along-track frequency and the chirp bandwidth
for the range frequency |fr| ≤ B/2. The reference function
multiply is then multiplied by the two-dimensional frequency
signal defined in (20)

SRFM = S(fη, fr) · exp(j2π · ΦRFM ) (22)

H. Two-dimensional PTR

The two-dimensional frequency signal after filtering can be
expressed as

SRFM (fη, fr, Rref ) = Π

(
fη
BD

)
·Π

(
fr
B

)
· exp

[
j
4π

c
(Rref −R0) · (fc − fr) ·D(fη, fr)

]
.

(23)

When Rref = R0 the phase is zero and only the envelope
of the signal is left. The last step is to perform an IFFT in
the along-track dimension and an FFT in the across-track
dimension in order to obtain the final focused waveforms
in the temporal domain. As expected, the two-dimensional
response over an ideal point target is therefore a product of
sinc functions:

sPT (η, t) = sinc [ηBD] · sinc[tB]. (24)

This expression is equivalent to the signal obtained with
backprojection algorithm in [17] and the signal obtained with
the FF-WK numerical algorithm in [26]. Therefore, under ideal
conditions, the FF-WK closed-form algorithm is equivalent to
the backprojection and the FF-WK numerical algorithms. In
practice, the approximations that are employed may introduce
residual errors that can impact the performance in real scenar-
ios. The validation section demonstrates that these errors are
minor, leading to nearly identical focusing results.
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When the reference range Rref is not equal to the range
of minimum approach R0, the phase is not zero, and miss-
focusing can occur. If this phase was linear with fr and
fη , the signal would be focused with a delay-shift in range
proportional to the linear phase, according to the well-known
Fourier Shift Theorem. However, in conventional SAR sys-
tems, the term D(fη, fr) is quadratic. In order to correct this,
an extra correction called Stolt interpolation is applied [30]. In
an altimetry system, the carrier frequency and pulse bandwidth
are typically higher than in SAR satellites. Also, the range
window in altimetry is small compared to the sensor to target
distance (∼93 m for Sentinel-6 in raw SAR mode, half of it in
RMC mode, for an altitude of 1336 km [34]). When comparing
the term D(fη, fr) for typical SAR and altimetry systems, it is
found that in SAR this term has a significant impact whereas
in altimetry it does not. In the context of Sentinel-6, we are
examining the phase in (23) when there is a correction error of
Rref −R0 = 47 meters, representing the worst-case scenario
within the range window. This analysis is conducted with
respect to the along-track frequency while keeping the range
frequency fixed. Our observations reveal that the variation in
the linear term is approximately 1 mrad. This small change is
consistent enough to be treated as constant. Furthermore, when
considering quadratic and higher-order terms, their variations
are below 0.1 radians. This level of variation is sufficiently
low to consider it negligible. Consequently, in Sentinel-6 radar
altimetry, it is unnecessary to implement Stolt interpolation to
focus on the remaining across-track positions. In Section IV,
a PTR function comparison with and without Stolt interpo-
lation is presented using simulated data over a point target,
processed with the WK algorithm, to validate this assumption.
Consequently, the range shift of the processed data projected
to the focused image is proportional to the difference between
the reference range and the actual point target range. We can
therefore express the two-dimensional PTR as a function of
the difference between the reference range and the range of
minimum approach to the target as

sSL(η, t) = sinc[ηBD] · sinc[(t− τ)B]. (25)

τ =
2 · (R0 −Rref )

c
. (26)

Where constant phase terms have been omitted for the sake
of simplicity.

I. Range and Azimuth Resolution

The resolution for a sinc-shaped signal is typically defined
as the width of the main lobe of the sinc at half of its maximum
power [30]. Therefore, the across-track resolution is defined
as

δRτ = 0.886
c

2B
. (27)

For the case of Sentinel-6, the across-track resolution is
0.415 m.

Regarding the along-track direction, the azimuth resolution
in distance units is defined as:

δRaz = 0.886
vg
BD

γw =
La

2

vg
vs

γw (28)

where γw represents a broadening factor resulting from a
frequency processing window. Typically, the term γwvg/vs is
approximated to 1, which leads to the recognized definition of
azimuth resolution δRaz ≈ La/2.

J. Doppler bandwidth aliasing mitigation

In the case of Sentinel-6, the Doppler bandwidth is approx-
imately 10.6 kHz, while the PRF is 9.23 kHz. Consequently,
the PRF does not meet the Nyquist theorem. The received
energy from Doppler frequencies that are higher than the PRF
become folded within the limits of the sampled spectrum,
introducing aliasing. Figure 3 showcases the range/azimuth
radargram (a) and the corresponding range/Doppler radargram
(b) for a simulated point target. We can appreciate how the
Doppler spectrum exhibits aliasing due to the low PRF in
comparison to the Doppler bandwidth of the point target.

Over scenarios where the flat surface assumption is ap-
plicable, such as point targets, open ocean, or sea ice, a
straightforward method to mitigate aliasing involves reducing
the range window in order to erase aliased ranges (e.g. from
256 to 128 range samples in Fig. 3). This adjustment also helps
to reduce the data rate of the satellite [37]. The primary trade-
offs with this approach are the loss of information for half
of the range window, which can be acceptable in open ocean
and sea ice scenarios, since the most relevant information is
before the range cutoff for most applications and is carefully
preserved [38], [39]. Additionally, there is a loss of along-track
resolution since the entire Doppler bandwidth is no longer
processed. As the effective range window is reduced, the
surface’s range migration is constrained, consequently so as to
keep the Doppler spectrum below the PRF, free of aliasing. In
this case, the broadening factor is γw = BD/PRF = 1.148,
which means a loss of 14.8% in the along-track resolution
with respect to the theoretical maximum. Nevertheless, as the
range migration is reduced, the geometric assumptions align
more closely with real data, resulting in less degradation of
the PTR.

Over other kind of scenarios where the entire range window
is required, such as land-ice or inland scenarios, avoiding
aliased ranges through this method becomes unfeasible. In
such cases, a more restrictive method involves applying a
low-pass filter to the Doppler spectrum to eliminate aliased
frequencies. This method, though, comes with the drawback
of further reducing along-track resolution. The bandwidth of
the low-pass filter is defined as

BLP = 2PRF −BD (29)

For Sentinel-6 nominal parameters, the bandwidth of the
low-pass filter BLP is approximately 7.75 kHz, which is
equivalent to a broadening factor of γw = BD/BLP = 1.37,
reducing the along-track resolution by a 37% with respect to
the theoretical maximum. This is valid assuming the alignment
of the antenna beam’s center with the point of closest approach
to the target, following the orbital simplifications explained in
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Fig. 3: 2D power radargram (dB) of a simulated point target for 4.9
s in (a) range/Azimuth domain and (b) range/Doppler domain. Due
to the limited PRF, we only can process frequencies below PRF/2 =
4.65 kHz. Frequencies higher than half of the PRF become folded
within the limits of the sampled spectrum, appearing as interference
in higher ranges.

this paper. Otherwise Doppler centroid correction techniques
may be applied [30].

III. ALGORITHM IMPLEMENTATION

In this section, we present a brief explanation of the most
important points for the code implementation of the omega-
K algorithm. Figure 4 provides an illustrative depiction of
the overall scheme. The input data used for the omega-K
processor is obtained from the Sentinel-6 Mission Copernicus
Operational L1A product, formatted in NetCDF4. The received
echoes in the L1A file are provided in IQ samples, organized
in a three-dimensional structure, specifically in terms of bursts
and samples. Each burst corresponds to 64 Ku-band echoes,
followed by 1 calibration echo (CAL) and 1 C-band echo. As
these CAL and C pulses serve just for calibration purposes,
they need to be omitted. In practice, a gap is therefore induced
every 64 science pulses. The impact on performance and
potential solutions to this issue has already been described
in [16] and is not assessed in this paper.

Each echo contains 256 samples where the range dimension
is in frequency domain, thus only an FFT in the azimuth
direction should be applied to obtain the two-dimensional
frequency domain signal. Since Sentinel-6 works in interleaved
mode, the PRI between bursts is usually coherent, therefore
the Burst Repetition Interval (BRI) is proportional to the PRI.
Telemetry data-rate is given in terms of burst intervals, so all
the waveforms encapsulated in a single burst share the same
satellite coordinates and time in the L1A file. The omega-K
algorithm is applied to an entire block of echoes. The length
of the block can be selected by the user. The construction of
the RFM filter, which will be applied to the raw data, entails
the calculation of the following parameters:

Fig. 4: Omega-K Algorithm Scheme. The input data pertains to the
Sentinel-6 Mission Copernicus Operational L1A Product.

• Determine the reference range Rref . Typically, the mid-
dle of the window range is selected.

• Normally, satellites exhibit a linear altitude change, intro-
ducing an additional phase term in the two-dimensional
frequency signal because the closest point is not at nadir
anymore. This induces a shift along the satellite direction
in the projected data that can be corrected by adding a
phase-shift term proportional to the altitude rate.

• Calculate the Doppler rate βD. To do so, we compute
the evolution of the Doppler frequency shift of the surface
during all the processed time, and then calculate the slope
of the resulting function.

• The effective velocity is computed by calculating the
norm of the velocity vector components that are included
in the L1A product. It is important to compensate the
norm of the velocity by the orbital factor αE .

• The range frequency fr is generated by creating a vector
of equally spaced samples. The sampling time is available
in the L1A product.

• Similarly, the along-track frequency fη is generated by
constructing a vector of equally spaced samples. The
space between frequencies depends on the PRF, also
obtainable from the L1A product.

Once these parameters are determined, the construction of
the RFM filter (21) becomes possible. The RFM filter is
represented as a matrix, where each column corresponds to
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a range frequency and each row corresponds to an along-
track frequency. Subsequently, an FFT is applied to the input
waveforms in the along-track direction to obtain the two-
dimensional frequency signal. Then, the RFM matrix is ap-
plied directly to the waveforms as in (22). After that, an IFFT
is performed in the along-track frequency domain, followed
by an FFT in the range frequency domain (also known as
range compression). The output of the processor is a two-
dimensional matrix of the focused surface with respect to
the range. Notably, the final range window is linked to the
reference range set in the RFM filter. Careful consideration of
this range window is crucial to ensure accurate and meaningful
results.

Another important aspect when applying an FFT in along-
track is the need to have waveforms and pulses equispaced in
time. For closed-burst systems like CryoSat-2 or Sentinel-3,
if the BRI is not proportional to the PRI, an interpolation
of the data is required to achieve equispaced waveforms
among different bursts. In contrast, satellites such as Sentinel-6
operate in interleaved mode and are likely to have equispaced
data during the entire processed time. Still, the PRF of such
interleaved systems is dynamic as it needs to adjust to the vari-
able satellite altitude, leading to variations in the periodicity
of pulse reception throughout the illumination time. Different
strategies may be employed to address such changes, such as
interpolating the data to maintain a constant PRI. Moreover,
it is important to know that the ignored CAL pulses induce
replicas in the azimuth projection [16].

Finally, despite our emphasis on capturing all the surface
visible to the satellite throughout the processed period, it is
important to note the presence of transient zones at the margin
of a block of echoes. These transient zones arise from the finite
length of the data. Specifically, the surface at the beginning
and end of the observation period do not experience full
illumination. Indeed, if we consider the multiplication in the
frequency domain (RFM filter) as equivalent to a convolution
in time, it is clear that the output of the filter at the initial and
concluding pulses is not complete, inducing edge effects. As a
result, it’s necessary to exclude these incompletely illuminated
regions from the dataset of the radar image being focused
upon.

IV. VALIDATION

Four different validation exercises have been considered in
order to evaluate the performance of the omega-K algorithm.
First, a simulator has been developed to validate the PTR
of the processor against simulated data and to verify the
unnecessity of the Stolt interpolation for the case of Sentinel-6.
Secondly, real data from Sentinel-6 passes over a transponder
and a corner reflector have been used to evaluate the real
PTR and the long-term stability of the processor over point
targets. Finally, an open ocean scenario is used to evaluate
the performance of the processors over distributed targets. The
omega-K processor used to derive all the results was developed
following the steps outlined in Section III.

Sentinel-6 Parameters
Carrier Frequency 13.575 GHz
Pulse bandwidth 320 MHz
PRF (nominal) 9.23 kHz
Sampling Frequency (nominal) 395 MHz
Pulse duration 32 µs
Range Samples 256
Mean Altitude 1336 km
Orbital velocity (nominal) 7.2 km/s

TABLE I: Sentinel-6 Poseidon-4 altimeter instrument param-
eters.
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Fig. 5: Simulated PTR at the point of maximum power. FF-WK,
FF-BP and theoretical model are shown. (a) Across-track cut. (b)
Along-track cut.

A. Response over simulated point target

To validate the theoretical model and assess the performance
of the algorithm, a simulated scenario has been created and
analysed. This simulated data accurately replicates all stages
of the Sentinel-6 receiver system, including the expected
orbit and all the parameters within the Poseidon-4 altimeter
instrument [10]. These parameters are outlined in Table I.
Consequently, the radar geometry closely resembles an actual
Sentinel-6 product. The primary advantage of employing this
simulation is that the input signal for the omega-K proces-
sor can be precisely modeled according to (3). Therefore,
any potential noise or interference that typically occur in
real-world scenarios does not affect the performance of the
algorithm. The simulated data has been processed over 3.4
seconds, which is almost the maximum we can set to apply
the omega-K filter. Moreover, a zero-padding factor of 8 has
been applied on the range dimension to improve visualisation.
The along-track and across-track cuts for the FF-WK closed-
form, FF-BP and the theoretical model are depicted in Fig.
5. It can be seen that all the signals are consistent with
both FF-WK and FF-BP matching the expected theoretical
model. The along-track resolution for the FF-WK closed-form
method is 0.577 m, whereas for the FF-BP is 0.565 m. The
expected theoretical resolution is 0.56 m, therefore, the FF-
WK closed-form algorithm presents an error of 2% and the
FF-BP algorithm presents an error of 1% with respect to the
theoretical value.

Additionally, we utilized simulated data to assess the impact
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Fig. 6: Stolt Interpolation comparison: PTR at the point of maximum
power. The PTR is assessed for cases when interpolation is applied
and when it is not. The worst-case scenario has been evaluated,
applying a reference range 47 meters away from the range of the
point target. Both responses show good agreement. (a) Across-track
cut. (b) Along-track cut.

of Stolt interpolation on the omega-K algorithm. For this
analysis, we processed the data applying the Stolt interpolation
as described in [30] and also performed the analysis without
applying Stolt interpolation. Figure 6 presents a comparison
of both PTR. In this case, there is a difference of 47 meters
from the reference range to the real target range. This value
corresponds to the maximum difference found in the Sentinel-
6 range window between the center and the edges when
operating in raw SAR mode, being half of it when operating
in RMC mode. Notably, there is an imperceptible difference
between the two cuts. Still, we have found that applying the
Stolt interpolation improves the along-track resolution from
0.577 m to 0.572 m, a relative improvement of 0.87%, which
we consider of negligible significance. Regarding the PSLR,
differences are less than 0.1 dB.

B. Response over real point targets

Transponders and corner reflectors are key elements for
radar altimetry external calibration [40], [23]. On one hand
transponders, as active elements, offer a high signal-to-noise
(SNR) and signal-to-clutter (SCR) ratio compared to passive
corner reflectors despite their complexity. On the other hand,
passive elements such as corner-reflector are noisier but can
provide very precise measurements due to their intrinsic
simplicity and long-term stability. In this section, results
from a single Sentinel-6 pass over a transpoder are used
to compare the omega-K PTR response over a point target
against a backprojection algorithm and the omega-K numerical
approach in [26] adapted to Sentinel-6. Moreover, results of a
series of Sentinel-6 flights over a corner reflector are analysed
to evaluate the long-term performance of the processor.

1) PTR over a transponder: Figure 7 shows the 2D PTR
image from a Sentinel-6 pass on January 6, 2021, over
the transponder of Crete [40], processed within 2.6 s. This
duration represents the maximum observable time limited by
the received power from the transponder in this pass. Figure
8 provides visualizations of the across-track and along-track
sections relative to the point of maximum energy for the three

Fig. 7: FF-WK 2D PTR image corresponding to a Sentinel-6 pass on
January 6, 2021 over the Crete transponder [40]. The x-axis represents
the range with respect to the point target. The y-axis represents the
point distance with respect to the point target. Normalised power in
decibels.

processors, where the PTR response obtained by a FF-SAR
backprojection processor and a FF-WK numerical processor
are also plotted for comparison confirming good agreement,
specially in the range case. In power terms, the peak-to-side
lobe ratio (PSLR) for the across-track response measures 13.56
dB and 10 dB for the left and right lobes, respectively. Such
an asymmetry, also captured by the other processors, is a
well-known feature of this transponder [41]. The width of
the primary lobe at -3 dB is 0.42 m, coinciding with the
theoretical range resolution. The PSLR of the along-track
evolution for the omega-K closed-form algorithm is 13.59
dB for the left secondary lobe and 13.95 dB for the right
secondary lobe. The omega-K numerical processor presents
a PSLR of 13.59 dB for the left secondary lobe and 13.4
dB for the right secondary lobe. The backprojection algorithm
presents a PSLR of 14.39 dB for the left secondary lobe and
14.78 dB for the right secondary lobe. In terms of along-track
resolution, the width of the main lobe is marginally broader
in both omega-K processors, as the main lobe at -3 dB for
the omega-K algorithm is 0.79 m, slightly wider than the
theoretical resolution, which is of 0.72 m for 2.6 s of processed
time. Thus, the omega-K processor has a loss in the along-
track resolution of 9.7% with respect to the theoretical value.
In this case, the backprojection algorithm gets closer to the
theoretical value, 0.76 m with a loss of 5.6%. Refer to Table
II for a comprehensive overview of all the obtained outcomes
presented in this section. This table presents a summary of the
results derived from the transponder outcomes using the three
processors. The parameters considered in this table include
across-track resolution, along-track resolution and peak-to-side
lobe ratio.

2) Range measurement stability: The long term behaviour
of the omega-K processor is assessed by evaluating its stability
in terms of range measurements on a sequence of passes over
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Fig. 8: PTR functions over the transponder in Crete corresponding
the Sentinel-6 pass on January 6, 2021. The responses obtained by
the FF-WK and FF-BP processors have been centered at the point of
maximum power. (a) Across-track PTR. (b) Along-track PTR.

Transponder FF-WK CF FF-WK NM FF-BP
PSLR Left Across (dB) 13.56 13.56 13.56
PSLR Right Across (dB) 10.00 10.00 10.00
PSLR Left Along (dB) 13.59 13.59 14.39
PSLR Right Along (dB) 13.95 13.40 14.78
Across-track Resolution (m) 0.42 0.42 0.42
Along-track Resolution (m) 0.79 0.79 0.76

TABLE II: Transponder PTR values are presented for three
processors: FF-WK Closed-Form, FF-WK Numerical and FF-
BP. The processed time for all algorithms is 2.4 seconds.

the isardSAT’s corner reflector located in Montsec (Catalonia)
[23]. In this case, we have considered a processing time of 3.3
seconds in order to avoid aliasing in the Doppler frequencies.
Figure 9 depicts the across and along-track cuts for a pass over
the Corner Reflector the 25 October 2021. To better visualize
of the across-track evolution, an oversampling factor of 8 has
been applied. We can see that the shape of the sinc in the
along-track dimension for the omega-K case is not perfect
as in the transponder case. As the corner reflector Signal-
to-Clutter is low compared to the transponder, the received
energy for the point target is lower, making the phase of the
received signal more noisy, and making it more difficult to
the omega-K algorithm to obtain the expected sinc shape as
predicted by the theory due to the approximations made for
the algorithm, as the real point target signal differs from the
theoretical model. However, the response of the point target
is still clearly visible. Quantitatively, the PSLR for the across-
track cut is measured at 11.5 dB and 14.8 dB, for the left
and right lobes respectively. The width of the main lobe at -3
dB is 0.42 m. On the other hand, the left secondary lobe in
the along-track cut reaches 13.2 dB and the right secondary
lobe reaches 14.31 dB. The width of the main lobe at -3dB
is 0.65 m, which represents a loss of 14% in the along-
track theoretical resolution (0.57 m). In this case, the FF-
WK numerical approach improves the performance of the
closed-form algorithm, getting an along-track resolution of
0.63 m, which means a loss of 10.5% with respect to the
theoretical. The backprojection algorithm gets closer to the
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Fig. 9: PTR functions over the Corner reflector in Montsec corre-
sponding the Sentinel-6 pass on October 25, 2021. The responses
obtained by the FF-WK and FF-BP processors have been centered at
the point of maximum power. (a) Across-track PTR. (b) Along-track
PTR.

theoretical value, 0.6 m, representing a loss of only 5.3%. In
contrast with the transponder case. The long-term behaviour
is observed in Fig. 10, which depicts the evolution of the
range bias between September 2021 and July 2022. In total, 28
passes has been processed. All of them were computed with
the omega-K and the backprojection algorithms. For this study,
the range samples have been over sampled by a factor of 128,
which means that every sample is spaced 2.96 millimeters. The
average range bias for the omega-K closed-form case is 2.99
cm and the standard deviation is 1.23 cm, while for the omega-
K numerical processor the average range bias is 3.10 cm and
the standard deviation is 1.22 cm. The average range bias for
the backprojection case is 3.20 cm and the standard deviation
is 0.93 cm, showing full consistency between methods and
comparable precision. The approximately 3-centimeter range
bias can be attributed to the residual uncertainty in the reflector
vertex determination, as detailed in [23]. Refer to Table III
for a comprehensive overview of all the obtained outcomes
presented in this section. This table presents a summary
of the results derived from the corner-reflector measurement
campaign for both processors, encompassing both theoretical
and empirical outputs. The parameters considered in this table
include across-track and along-track resolution, peak-to-side
lobe ratio, and range measurement stability.

C. Distributed target: Open ocean

We have conducted an analysis of the performance of
the FF-SAR omega-K algorithm over open ocean focusing
on two well-known geophysical parameters: the Sea Surface
Height (SSH) and the Significant Wave Height (SWH). The
objective of this validation is to compare the results of FF-SAR
algorithms (omega-K and backprojection) with the Sentinel-6
Mission Copernicus Operational L2 Product (delay/Doppler).
Approximately 12 kilometers of Sentinel-6 data were pro-
cessed: Three passes from 15 November 2021, 22 February
2022, and 14 January 2022, were selected in order to include a
representative set of different Significant Wave Heights, from
2.6 to 4.1 m. The latitudes covered by these passes range
between 25.0 and 28.6 deg.
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Fig. 10: Measured range bias with Sentinel-6 over the Montsec Cor-
ner Reflector computed with FF-WK closed-form, FF-WK numerical,
and FF-BP processors during 1 year of measurements.

Corner Reflector FF-WK CF FF-WK NM FF-BP
Range Bias STD (cm) 1.23 1.22 0.93
Range Bias Average (cm) 3.00 3.10 3.20
PSLR Left Across (dB) 11.5 11.90 11.90
PSLR Right Across (dB) 14.8 13.75 13.75
PSLR Left Along (dB) 13.20 15.20 13.75
PSLR Right Along (dB) 14.31 11.10 13.20
Across-track Resolution (m) 0.42 0.42 0.42
Along-track Resolution (m) 0.65 0.63 0.60

TABLE III: Corner Reflector range measurement stability val-
ues are presented for three processors: FF-WK Closed-Form,
FF-WK Numerical and FF-BP. Range bias measurements were
conducted for 28 passes between September 2021 and July
2022. The performance of PSLR and resolution has been done
for a single pass that occurred the 25 October 2021.

The processing integration time was set to 2 s. The FF-
SAR single look waveforms were multilooked in order to
achieve a final spacing of 306 m in along-track, making these
waveforms comparable to the DDP product. Finally, the range
samples were oversampled by a factor of 2. The retracking
stage was applied by adapting the delay/Doppler analytical
retracker defined in [38] to operate with FF-SAR waveforms
as done in [42]. This process was employed to derive the SSH
and SWH for each spatial point.

After that, we proceeded to compute the standard deviation
of SSH and SWH parameters as functions of the SWH. To
achieve this, we calculate the standard deviations by averaging
the variances of the obtained parameters from 20 consecutive
power waveforms, known as the 20-Hz standard deviations.
This calculation is performed after removing any trends and
outliers present. Likewise, we determine the averages of the
derived SWH, followed by sorting and grouping them into bins
of 0.2 m each. Figure 11 showcases the standard deviation
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Fig. 11: Analysis of Sentinel-6 over an open ocean scenario: (a)
Standard deviation of SWH and (b) Standard deviation of SSH as
functions of SWH using FF-WK, FF-BP, and delay/Doppler methods.
The standard deviation of SSH and SWH is consistent across all three
approaches.

for both parameters in function of the SWH bins, showing
consistent behaviour among all the processors.

V. APPLICATIONS

The reduced execution time of FF-SAR omega-K algo-
rithm in comparison to time-based backprojection processors,
coupled with its enhanced along-track resolution compared
to unfocused techniques like DDP, may be of interest for
applications where vast extensions of data must be processed
while maintaining high along-track resolution. In this section,
we identify two specific applications: swell retrieval and sea
ice monitoring.

A. Swell retrieval

One of the primary goals of the Sentinel-6 mission is to
monitor the evolution of the ocean over time, where radar
altimetry is used to gather crucial geophysical parameters such
as sea level and wind speed, among others. However, the vast
size of the ocean poses a major challenge when processing
large amounts data. Within this domain, one notable use is
the monitoring of swell [43]. While swell retrieval using SAR
techniques has been conducted for numerous years utilizing
satellites like Sentinel-1 [44], observing swells through radar
altimetry has been a pending research primarily due to the
unique nadir-pointing geometry characteristic of radar altime-
ters, along with the restricted spatial resolution that existed
prior to the development of FF-SAR algorithms. The utiliza-
tion of fully-focused algorithms now permits the examination
of swell waves through the analysis of intensity modulations in
the waveform tail. Given that the geometry of radar altimetry
diverges from that of other remote sensing systems such as
conventional SAR, the interpretations and limitations associ-
ated with swell retrieval also differ significantly, ushering in
new perspectives. Swell observations derived from altimetry
hold significance as they enhance the spatial-temporal sam-
pling of oceanic swell systems. Additionally, their monitoring
aids in the cross-calibration of swell observations originating
from various platforms [45]. In the context of radar altimetry,
the monitoring of swells assumes a critical role in discerning
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Fig. 12: FF-WK 2D image from a open ocean Sentinel-6 track. Swell-
induced intensity modulations can be appreciated. Normalised power
in decibels.

the influence of wind waves and swell within the sea-state
bias [46]. Moreover, the process of swell-flagging plays a vital
role in identifying potential biases present in retrackers [47].
Recent work [28] has demonstrated the FF-SAR capabilities
to map these spectra catching swell signals down to the meter
scale. Additionally, ongoing projects like SARWAVE by the
European Space Agency (ESA) [48] are currently involved in
research efforts to provide a more detailed understanding of
changes in swell intensity. This includes the incorporation of
sublooking and its associated cross-spectra analysis, aimed at
elevating the accuracy of retrieving swell-wave parameters.

In order to show the performance of the omega-K, a L1A
Sentinel-6 product from the 25 May 2022, has been analysed.
In this case, 2 s of processed time was utilized. Following
the single-look processing, along-track focused points were
multilooked at 30 m. Furthermore, range samples have been
oversampled by a factor of 2. Figure 12 illustrates the two-
dimensional response of an open ocean track with FF-WK.
The ripples observed in along-track at the tails of the ocean
waveforms are indicative of potential swell in the image.
Without delving excessively into intricate details, Fig. 13
illustrates the 2D omega-K cross-spectra derived from the
data shown in Fig. 12, following the methodology outlined
in [28]. Preferably, we would like to have a single bright
point indicating the direction of the swell. Instead, the 2D
cross-spectra exhibit ambiguities in both directions, originated
from the inherent characteristics of nadir-pointing antennas
employed in altimeter systems. This design necessitates the
altimeter to observe both sides of the ground track [28]. As an
introduction to one of the potential applications of the omega-
K processor, its capability to process open ocean scenarios
with swell is presented, while acknowledging that further
research is required to fully explore its capabilities in this area
for the potential achievements of omega-K in swell retrieval
applications.

Fig. 13: FF-WK 2D cross-spectra. The ambiguities that appear in the
image are due to the nature of the nadir-pointing antenna from the
altimeter.

B. Sea ice Applications

Another application that involves the processing of large
volume of data and will benefit from a high efficient FF-SAR
algorithm is the sea ice monitoring. Sea ice applications, such
as lead or iceberg detection, heavily rely on the utilization of
high-resolution algorithms and computationally efficient pro-
cessors to achieve optimal results. Although Sentinel-6 is not
specifically designed to study ice scenarios in polar regions,
an upcoming satellite mission, CRISTAL, will continue the
primary objective of the CryoSat-2 mission and take advantage
of an open burst scheme to produce high-resolution results
[49].

For this analysis, a Sentinel-6 L1A product from the 5
September 2021 has been selected. The pass crosses latitudes
between -65.05 and -65.01 degrees, near the Antarctic Penin-
sula. The data has been processed with the FF-SAR omega-
K algorithm, using 2 s of processed time. After processing,
the surface points has been averaged in order to obtain a
multilooked surface of 30 m. Furthermore, range samples
have been oversampled by a factor of 2. Figure 14 depicts
a two-dimensional image processed with FF-WK for a sea
ice scenario. As observed, leads can be easily distinguished
from the ice zones due to the different backscatter energy
of water compared to the energy reflected by ice. Leads can
have dimensions in the order of a few meters, thus making
high-resolution algorithms like backprojection and omega-K
crucial for such applications. Figure 15 presents a comparison
between the optical image and the FF-WK 2D radargram. The
nadir-pointing orientation of the antenna introduces across-
track ambiguities in the FF-WK 2D response, making it chal-
lenging to precisely geolocate leads within the same across-
track range. However, prominent leads are clearly visible, and
a correlation can still be established between the optical image
and the leads detected in the altimeter radargram. The impact
of the nadir-pointing antenna is evident in lead #1, as depicted

This article has been accepted for publication in IEEE Transactions on Geoscience and Remote Sensing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TGRS.2024.3367544

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License. For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/



IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. XX, 202X 13

Fig. 14: FF-WK 2D Image from a sea ice Sentinel-6 track, where the
distribution of off-nadir leads is clearly recognised. Normalised power
in decibels. The parabolic features observed above the leading edge
are caused by along-track replicas induced by periodic discontinuities
in the pulse transmission chain for calibration purposes [16].

in Fig. 15. The radargram is illustrating an image of the
latitude (x axis) and range (y axis), causing leads that intersect
the track, like lead #1 mentioned earlier, to appear ’folded’
in the two-dimensional altimeter radargram. It is essential to
note that this limitation does not render certain applications
impossible, and using image processing techniques should
allow for high-resolution classification. For instance, water
extent estimation from leads remains feasible [39]. Thanks
to that, we can quantify the total amount of water surface
and get better probability density functions of narrow leads,
which is crucial to calibrate sea-ice models [50], [51], [52].
Additionally, successful lead detection and iceberg detection
can still be achieved [29], [53]. Despite the challenges posed
by across-track ambiguities, the data obtained from the FF-
WK 2D radargram remains valuable for various analyses and
studies related to sea ice monitoring and characterization.

VI. COMPUTATIONAL EFFICIENCY

The main feature of the omega-K processor over the
backprojection algorithm is the reduction in the number of
operations required to obtain a single-look waveform. In the
case of backprojection, the process involves compensating the
phase of each received pulse and integrating them all in order
to obtain a single-look waveform. In contrast, the omega-K
processor necessitates the application of an FFT in the along-
track direction and the use of a two-dimensional frequency
filter to focus all the single-look waveforms covered during
the processed time at once. This fundamental distinction yields
a significant enhancement in computational efficiency. The
number of operations that FF-SAR backprojection algorithm’s
requires to correct the phase of the two-dimensional wave-
forms and focus the data can be expressed in terms of the
number of along-track points Nill and the number of samples
Nr as shown in [26]:

Fig. 15: Sentinel-2 image (top) and Sentinel-6 FF-WK 2D image
(bottom) corresponding to a zoomed area of Fig. 14. Many of
the leads in the optical image can be recognised in the altimeter
radargram.

NBP = Nill · (4 + log2 Nr). (30)

For the omega-K processor, we have a data block containing
Nill echoes that are processed at once. Therefore, the number
of operations required per sample and data block can be
expressed as follows:

NWK = 2 ·
(

Np

Nill
+ 1 + 2 · log2 Nill + log2 Nr

)
. (31)

In this context, Np represents the number of operations
required to compute essential input parameters such as equiv-
alent velocity or Doppler rate. The computation of the equiva-
lent velocity is straightforward and only needs 2-3 arithmetic
operations for each data block. On the other hand, determining
the Doppler rate requires about Nill operations for each data
block. Furthermore, the constant term of 1 accounts for the
multiplication of the RFM filter with the two-dimensional
frequency data. The second term corresponds to the Fast
Fourier Transform (FFT) and Inverse FFT operations applied
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to the along-track dimension. Lastly, the last term is for the
range compression process at the end of the focusing. The
multiplication factor of 2 applied to all operations originates
from the presence of transient zones at the start and end of the
data. These initial and final segments contain data points that
cannot be entirely utilized for analysis, as the satellite’s field of
view does not encompass the complete observational dataset
for those specific points. In this case, the FF-SAR omega-
K processor has been designed in such way that half of the
observed surface is erased in the end.

Just to provide an overview of the data scale we are
handling, let us consider the case of Sentinel-6. During an
processed time of 2 seconds, we have around 18,000 echoes of
256 range samples to process. In order to focus all the received
pulses, approximately 216,000 operations are required for the
FF-SAR backprojection processor, whereas for the omega-K
closed-form algorithm only 74 operations are needed. For the
case of the omega-K numerical approach, using [26, Eq. 16]
with Sentinel-6 parameters, 922 operations are needed. This
indicates that the FF-WK closed-form method requires around
three thousand times less operations than the FF-BP processor,
and around thirteen times less operations than the FF-WK
numerical algorithm. It is important to note that the three
algorithms could be optimized, for example using parallel
computing, which means that the number of operations could
be reduced. Even with that, the enhancement in the execution
time of the omega-K method is quite significant. It is essential
to note that in the backprojection algorithm, the number of
operations increases linearly with the number of along-track
pulses, whereas in the omega-K algorithm, the number of
operations increases on a logarithmic scale. This implies that
the omega-K algorithm becomes more efficient as we compute
more surface, which is intuitive since the main objective of the
FF-WK is to reduce the number of operations required to focus
one data block of echoes simultaneously.

In order to compare the computational efficiency of both
FF processors, a series of tests using a Sentinel-6 product
pass over the corner-reflector with different configuration
parameters has been done. The execution times for FF-WK
and FF-BP with varying configurations are presented in Table
IV. The tests have been done with an Intel(R) Core(TM)
i7-4600M 2.90GHz single-core CPU with 16 GB of RAM.
This experiment is presented to provide a general idea of
the computational efficiency of both algorithms, as the results
may vary depending on the code development, optimization
techniques applied and the parallelisation strategy if any. The
strong difference in terms of execution time is observed in
all the tests, where the FF-WK is faster at least with a factor
close to 2000 in the worst case. As we can observe in the
second and third columns, reducing the along-track step size
offers significant advantages to backprojection. By doing so,
we effectively decrease the number of received pulses being
processed. As mentioned earlier, the number of processed
pulses directly impacts the number of operations required for
backprojection, leading to a linear increase. Conversely, in the
omega-K algorithm, this effect is logarithmic, resulting in a
more gradual growth in processing operations with respect
to the number of processed pulses. It’s important to recall

Parameters
Range zero-padding 1 1 1 2
Along-track step (m) 0.68 0.68 1.37 0.68
Observation Time (s) 1 2 2 2

Ground track length (km) 6 12 12 12
Results

FF-WK execution time (s) 1.54 2.9 2.68 3
FF-BP execution time (s) 5520 10870 5515 11957

TABLE IV: Execution time of both FF processors for dif-
ferent testing parameters aimed at comparing the efficiency
of the omega-K algorithm versus the classic backprojection
alternative.

that these numbers may not align precisely with theoretical
expectations due to various execution implications, including
differences in code implementation for each processor.

VII. DISCUSSION

The FF-SAR omega-K algorithm presented in this paper,
validated with long series of point targets measurements,
shows the viability of this kind of algorithms for future radar
altimeter missions, and for the fast data reprocessing of current
ones.

Assessing the results of range measurements using a Corner-
Reflector, combined with observations taken from dispersed
targets like the open ocean, provides important insights into
the accuracy and precision capabilities of the omega-K system.
As shown, the omega-K algorithm closely reproduces the
results of the backprojection technique, showing slightly lower
performance, while still being a good option for remote
sensing purposes. The omega-K algorithm holds potential for
a wide array of applications that were once limited by the
slow computational performance of existing algorithms such as
the backprojection. The reduction in execution time achieved
by our algorithm unlocks opportunities for new applications.
Specifically, this improved computational efficiency opens the
door for the generation of global products in areas such
as swell retrieval and sea ice, where time and precise data
analysis is of importance. Also, other application such as
global-scale in-land water processing, may benefit from fast
algorithms [1], [18]. Finally, the almost real-time processing
capability shown in Section VI with just a single CPU core
opens the path for future in-flight real time processing of
radar altimetry data, which holds interest for many of the
applications introduced.

VIII. CONCLUSION

The FF-SAR omega-K algorithm presented in this paper
offers an alternative to current high-resolution radar altimetry
algorithms such as the FF-SAR backprojection [17] and the
2D frequency domain [26].

The algorithm proposed has undergone a full validation
process. The validation results over point targets, including
simulated data and real data from a transponders and and
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a corner reflector demonstrate a precision and an accuracy
comparable to its equivalent time-domain alternative. More-
over, the results show the algorithm’s versatility in various
environments (open ocean and sea ice) and its potential appli-
cations, including a better estimation of swell, as well as lead
and iceberg detection. Furthermore, it has been demonstrated
that a two-dimensional frequency-based omega-K algorithm
decreases substantially the execution time with respect to time-
based processors such as the backprojection algorithm.

Finally, there are still potential areas for improvement
and further investigation. Identifying limitations is crucial for
improving the algorithm’s performance and broadening its
abilities. It is important to study how orbit assumptions affect
the accuracy and precision of the algorithm. Additionally,
we should conduct an analysis of how to optimize algorithm
parameters such as the along-track windowing and the miti-
gation of replicas, taking into account the specific application
and any limitations inherent to the algorithm. Moreover, we
need to explore strategies for addressing issues such as the
synchronization of the PRF changes to have equispaced data
in each block of echoes that will be processed for the WK algo-
rithm. In terms of applications, exploring specific application
requirements is essential for enhancing the algorithm. Also,
future research efforts should also concentrate on refining
the implementation and optimization of the processor, as
operational applications where global products are crucial
poses a significant challenge in the future.
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