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Abstract—In the last decade researchers have increasingly con-
sidered eye tracking of the operators of cars and airplanes as a
means to address human error and evaluate operational effective-
ness. This article presents a systematic survey of recently published
papers about this approach in service to the question as to whether
eye tracking can be used to address operational safety in marine
operations. The surveyed papers are selected systematically and
were categorized according to several defined characteristics. Eye
tracking depends on defining operators’ areas of interest (AOIs)
and measuring operators focus on them over time. We identified the
method of defining AOIs as a key distinction between studies; the
papers fell into four categories, depending on whether researchers
relied on an expert, based it on the stimulus itself, or used an
attention map or a clustering algorithm to define the AOIs they
used. The article also summarizes and analyzes the design and
procedure of the eye-tracking experiments in the papers. Based on
the features of marine operation, instruction on AOI definition in
different scenarios is extracted; guidelines on experimental design
and procedure selection are provided. In the article’s conclusion
we apply the results to a case study of a heavy-lifting operation to
demonstrate the effectiveness of eye-tracking in marine operations.

Index Terms—Area of interest (AOI) definition method,
automobile and aviation, eye tracking, knowledge transfer, marine
operation.

I. INTRODUCTION

EYE tracking is a sensor technology that captures human
eye behavior. It has been widely used to gain insight about

automobile operation [1], [2], aviation [3], [4], web search-
ing [5], reading [6], drawing [7], medical surgery [8], energy [9],
mining [10], offshore [11], and the effect of depictions of healthy
and unhealthy foods on children [12]. Among these, automobile
and aviation are the two frequently studied fields with a wide
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range of research applications. Studies in these areas have fo-
cused either directly on safety or mental testing of drivers/pilots.
Those focused on safety measure hazard detection [13], steer-
ing [14], automated driving [15], luminance [16] by drivers;
and landing [17], conflict detection [18], air traffic control [19]
by pilots. Mental tests address mental workload [20], [21], and
fatigue [22], [23].

Results of eye-tracking studies show that human error causes
most accidents. With respect to automobiles, this reflects the
fact that driving virtually always consists of a series of complex
behaviors, such that deviation from intention, other drivers’ ex-
pectations, or desirability [24] may cause severe injury and even
death. Similarly, human error in aviation is also critical; it can
lead to catastrophic consequences that passengers have a slim
chance of surviving. In addition to eye tracking, researchers have
studied human error by means of electroencephalography and
electrocardiography. Among these, eye tracking is considered
one of the most effective if correctly recorded, because human
eyes are responsible for obtaining 70% of information humans
take in. When paired with rational analysis and visualization
methods, eye tracking can support significant engineering im-
provement.

Human error also affects marine operations. The growth of
demanding marine operations, such as offshore petroleum ex-
traction, subsea pipeline deployment, and wind turbine installa-
tion, has increased the threat human error poses to the safety of
people and property [25]. Attempts have been made to use eye
tracking to assess marine operations [25]–[28], but systematic
instructions for using the method and conducting experiments
and assessing its effectiveness remain sparse.

There are similarities between automobile, aviation, and ma-
rine operation in terms of research topic, experimental design,
and procedure in simulator. This suggests eye-tracking methods
for marine operation can be developed based on evidence of
the approach’s utility in automobile and aviation operation.
Fig. 1 shows the concept scheme of our work. Methodology
and experiment are the two concerns for knowledge transfer.
More specifically, efforts have been made to identify regions
of visual stimuli, that is, areas of interest (AOI) that draw
the human eye [29]. Likewise, analysis is conducted accord-
ing to methodology from experimental design to experimental
procedure development. Table I lists the terminologies fre-
quently used in implementations of eye tracking.
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Fig. 1. Transferring eye-tracking methodologies and experiments to marine operation from automobile and aviation research.

TABLE I
TERMINOLOGY IN EYE TRACKING

The objective of this work is to evaluate the eye-tracking
applications in automobile and aviation in order to transfer
knowledge from these applications to marine operations as a
way to better comprehend human error. The rest of this article
is organized as follows. Section II provides the literature search
approach and the categorization scheme used. Section III intro-
duces the state of the art of the current AOI definition methods.
In Section IV, the experimental design and procedure of eye
tracking in automobile and aviation are analyzed and discussed.
Section V offers guidelines on the selection of the AOI definition
method, as well as experimental design and procedure in marine
operation. Section VI concludes the article.

II. METHODOLOGY

A. Literature Search Approach

This work is structured and guided by the PRISMA statement
provided by Moher et al. [34]. Fig. 2 shows the process of

the paper selection following the PRISMA flow diagram. The
format and design were revised based on Monteiro et al. [35].
Papers reviewed here were published between 2010 and 2020,
all have the keyword listed in the figure in the title or abstract.
Further exclusions eliminated papers that did not provide the
full experiment and qualitative analysis.

B. Paper Categorization

A taxonomy describing the characteristics of the surveyed
papers is presented to highlight and categorize the surveyed
papers based on several characteristics. Fig. 3 shows the summa-
rized categorization of the surveyed papers separated according
to the defined characteristics. The columns depict the number
of papers in the separated groups. At the same time, Table II
shows the papers selected from the surveyed papers catego-
rized by the defined characteristics. These defined character-
istics are AOI-based stimuli and point-based stimuli; static and
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Fig. 2. PRISMA flow diagram.

TABLE II
PAPERS SELECTED FROM THE SURVEYED PAPERS CATEGORIZED BY THE

DEFINED CHARACTERISTICS

dynamic stimuli; temporal, spatial, and spatio-temporal visual-
izations; simulated scenario or real scenario; expert-novice and
nonexpert-novice. The categorization approach is inspired by
Blascheck et al. [29] and Andrienko et al. [36] and revised based
on the characteristics of driving and aviation.

1) AOI-Based Stimuli and Point-Based Stimuli: Several pa-
pers focus on these types of stimuli. Andrienko et al. [36]
termed such papers “AOI focused” and “movement focused,”
while Blascheck et al. [29] called them “AOI based” and “point
based.” Papers that examine eye movements in relation to AOI-
based stimuli focus on the transition and relation of AOIs the
researchers define [29]. Papers that examine point-based stimuli
use eye movement as the primary. In both cases the focus

is on transitions between the spatial or temporal order of the
eye-tracking data [36].

2) Static and Dynamic Stimuli: Static stimuli include static
visualizations and pictures [37]; they do not change [29]. Dy-
namic stimuli are changeable, such as videos projected in the
simulator or, in real-world scenarios, the view out the window
and in the head-up display.

3) Temporal, Spatial, and Spatio-Temporal Visualizations:
Blascheck et al. define graphical representations of data visual-
izations as temporal, spatial, or spatio-temporal [29]. Temporal
visualizations are often time-series plots meaning time is the pa-
rameter on one axis. Spatial visualizations focus on coordinates
of the gaze or fixation in space. Spatio-temporal visualizations
show both temporal and spatial aspects of the data [29].

4) Stimulated Scenario and Real Scenario: The research
theme, objective, cost, and other conditions will dictate whether
measures are conducted in a simulated scenario, a real scenario,
or both. Simulated experiments typically occur in a driving or
flight simulator, which have been well developed in recent years.

5) Expert-Novice and Nonexpert-Novice: Automobile-
related and aviation-related studies that use eye tracking can
either compare experts and novices or use only experienced
participants to study the influence of experience and expertise
on eye movements. Such studies can be used to improve training
programs for novices.

III. AOI DEFINITION METHOD IN EYE TRACKING OF

DRIVERS AND PILOTS

AOI refers to specific regions that have crucial meaning in
specific studies or tasks [108]. A total of 37 automobile-related
papers are AOI-based and 32 aviation-related papers are AOI-
based. The AOI selected for a study has enormous impact on its
findings. Studies reflect four approaches to defining the AOIs.
These methods can be described according to whether the AOIs
are defined by experts, generated by stimulus, or defined by an
attention map or a clustering algorithm.

A. Expert Defined AOIs

The use of experts’ opinions to define the AOI, the eye
tracking will measure, is based on the understanding that experts
have significant knowledge of what operators should be looking
at. Expert-defined AOIs can be used in various stimuli [30].
For example, Sarter et al. [109] and Dehais et al. [18], [110]
examined automation monitoring strategies and performance of
pilots through expert-defined AOIs. Koh et al. [111] studied
the eye behavior of scrub nurses during surgery through expert-
defined AOIs. A total of 25 of the surveyed papers (25.2%) use
an expert’s definition to determine their AOI, of which 10 were
related to automobile operation and 15 to aviation operation.

Conditions: The expert-defined method is frequently applied
in scenarios with the following three experimental conditions.
The first is that high fixation density areas cannot be predicted
before eye-movement data are acquired. For example, when
participants are asked to drive in rural areas [44] or city roads [64]
for a long time, it is difficult to predict the high fixation density
area in advance. The second is that there are similar studies to
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Fig. 3. Summarized categorization of the surveyed papers separated with the defined characteristics. (a) Static and dynamic stimuli. (b) Temporal, spatial, and
spatio-temporal visualizations. (c) Simulated scenario and real scenario. (d) Expert-novice and nonexpert-novice according to AOI-based stimuli and point-based
stimuli.

refer to for appropriate and quick AOI definition. The third is
that there is no clear way to separate the stimuli. In some studies,
the stimuli contain too much visual information for AOIs to be
defined and separated easily.

Processing: There are several ways to define AOIs by experts’
opinions. One way is to simply ask experts to define the AOIs.
Another is to ask them many questions about operations that will
lead to identification of the AOI. Finally, studies may use AOIs
experts have defined for previous similar studies. This generally
requires that the research questions be extremely similar. Reynal
et al. [82] and Dill et al. [83] used the AOIs defined in previous
works of Dehais et al. [18], and Dill and Young [47], respectively,
to study flight safety and mental workload of pilots. Some
studies use combinations of these three approaches. Fig. 4(a)
shows the AOIs studies that use expert-defined method rely on
in automobile experiments: The dashboard, the road ahead, side
views, and the rest of the view out the windshield.

Validation: The selected AOIs should be validated. This is
usually done by comparing the selected AOIs with the recorded
eye-movement data. If the defined AOIs overlaps with the high
fixation density area projected by the expert participants, their
definition is verified. In addition, feedback from experts is also
a good reference for validating the AOI definition.

B. Stimulus-Generated AOIs

The stimulus itself can be utilized to create AOIs [30]. Usually,
the AOIs are defined by separating the stimuli into several parts
according to defined visual boundaries and color, either manu-
ally or by computer analysis. This approach has the advantage
that the AOIs can be simply defined and generated in some

situations. This may be why it is the most common method
in the surveyed papers, appearing in 23 of the 37 AOI-based
automobile-related papers and 17 of the 32 aviation-related
papers.

Condition: Two conditions prompt researchers to generate
AOIs using stimuli. This first is that the research question con-
cerns a particular area of fixation. For example, fixations on spe-
cific road signs [38] or hazard indicators can be an important cri-
terion for determining whether a driver will be aware of a hazard
the sign references; fixations on specific panels are therefore an
essential standard to evaluate the performance of pilots [3], [48].
Another necessary condition of the stimuli-generated method is
that stimuli are easy to separate. For example, studies of drivers
have focused on the speedometer, the rear-view mirror [112],
billboards, the road ahead [54], and pedestrians [63].

Processing: Stimulus-generated AOIs can be applied to eye-
tracking studies in several ways. When the research theme and
stimuli are decided, the AOIs can be selected by the size and
shape of the stimuli [23], [68]. Sometimes for convenience, the
size of AOIs can be simplified into a rectangle [113]. Second,
the whole stimuli can be separated into several AOIs [20]. In
addition, there are dynamic AOIs defined by stimuli that changes
as time goes [20], [63]. Fig. 4(b) shows the typical AOI setting
for studies that use the stimulus-generated method. The AOIs
are defined as the dashboard and out the window.

C. Attention-Map Defined AOIs

An attention map, also called a fixation map or a heat map,
can also be an alternative way to define AOIs. Creating an
attention map involves two main steps: Cutting off the peak
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Fig. 4. Typical AOI setting definitions determined by (a) experts (adapted from [32]), (b) generation from stimulus (adapted from [68]), (c) attention map (adapted
from [40]), and (d) clustering algorithm (adapted from [75]).

of the Gaussian landscape model and taking the selected area as
the defined AOIs. Van der Laan et al. [114] used this method to
define AOIs by manually deciding the height when they cut the
peak of their attention map.

Conditions: The attention map can be used for any study,
but its main advantages emerge when other approaches are not
available, such as when the stimulus of interest has no clear
separation boundaries. When no similar research that might
guide the selection of stimuli exists, attention maps offer a
potential solution.

Data Preprocessing: For studies that use the attention map
defined method, experimental data are usually preprocessed by
correcting the eye-movement data. Such data can be mistakenly

recorded, and hence manual correction is needed. The manual
correction is usually undertaken by checking and correcting the
recorded coordinates of the eye-movement data based on the
experimental data frame by frame. Then initial data is divided
into multiple datasets.

Processing: In this method, first the attention maps of the
participants are plotted based on the obtained data, and then these
maps are overlapped into a new attention map. Through com-
parisons of all study participants’ maps, the density boundaries
emerge and determine the shape, margin, and size of the AOIs.
Winter et al. [72], Locken et al. [62], and Dolega et al. [40] used
attention maps to define AOIs in order to study the eye behavior
of the drivers or pilots. Fig. 4(c) shows the typical AOI setting
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using an attention map defined method. Attention maps are built
through the experiment instead of being used as a condition of
the experiment. The AOIs are defined based on the obtained
attention map. They are indicated with different colors to show
their priority sequence according to the eye-movement density.

D. AOIs Defined by Clustering Algorithm

As with the attention map method, clustering algorithms
define AOI after eye-movement data are collected. Clustering
algorithms are used to assign gazes or fixations into subsets in
a systematic and logical way. In most circumstances, scholars
divide the gazes or the fixations by spatial coordinates [30].

TheK-means clustering method is one of the most frequently
used methods. This involves clustering n data points into k
clusters based on counting the point to the spatially closest
cluster and revising the centroid of the points [108]. Another type
of clustering methods, such as the mean-shift algorithm [115],
is based on density of data points. The core of the algorithm is to
iteratively shift points to a higher density area, then cluster into
AOIs. Gu et al. [116] used a mean shift algorithm to group fix-
ation points into clusters. Other clustering algorithms exist. For
example, Goldberg and Schryver [117] presented an algorithm
to find fixation-like spatial clusters, the minimal spanning tree.

Conditions: Clustering algorithms are most often used to
define AOIs under circumstances similar to those in which atten-
tion maps are used (the conditions described in Section III-C),
but the clustering method is usually used when the AOI definition
emphasizes clustering.

Data Preprocessing: The data preprocessing method de-
scribed in Section III-C applies to the clustering defined method
as well as in cases when attention maps are used.

Initialization: Defining AOIs by clustering algorithms fre-
quently requires initialization of the parameters. Different algo-
rithms require initialization of different parameters.

For example, in a typical K-means clustering algorithm
method, the initial parameters are usually central coordinates
for datasets. Hyperparameters, such as the cluster number k
and the maximum iteration number n, can also be initialized;
Xu et al. [75] initialized the successive iterations for a given
cluster center and derivation parameter P in his research using
the improved affinity propagation algorithm. These numbers can
largely influence the clustering result and the performance of the
clustering.

Iterations: Iteration is an important part of the clustering al-
gorithm method. A machine must optimize the clustering result
step by step based on the selected clustering method and the
hyperparameters such as the cluster number k, and the maximum
iteration number n, etc.

Validation: The clustering result needs to be validated because
it is not always satisfactory, e.g., not consistent with research
expectation. If the clustering results do not align with the re-
quirements that the defined AOI number and AOI distribution
show consistency with driving common sense [75], the solution
usually is to change the initial value or some other parameters,
and repeat the clustering procedure until satisfactory results are
achieved [75]. Fig. 4(d) shows the typical AOI setting using a

TABLE III
PARTICIPANT-RELATED PARAMETERS FOR THE SURVEYED PAPERS

clustering algorithm method. The AOIs are defined based on the
clusters obtained from the selected algorithms.

IV. EXPERIMENTAL DESIGN AND PROCEDURE OF EYE

TRACKING IN AUTOMOBILE AND AVIATION

This section will analyze and compare the experimental de-
sign and procedure used in the surveyed papers. The subjects
addressed will include the proportion of papers that are based on
AOI stimuli or points stimuli, study participants, experimental
procedure, the types of graphics used, and frequency of use on
eye metric data.

A. AOI-Based and Pointed-Based Stimuli Proportion

Fig. 5 denotes the proportion of surveyed papers about au-
tomobile operation and aviation that are, respectively, based on
AOI stimuli and point stimuli. Clearly more papers are based
on AOI stimuli. The likely explanation is that driving and flying
both call for great focus on changes in AOIs and the relationship
between them.

B. Study Participants

Table III shows the participant-related parameters for the
surveyed papers: The mean number of participants, their mean
age, and their mean number of driving years or flying hours.
Years are listed in one case and hours in the other because most
of the surveyed papers for each type of vehicle operation used
these units.

All of the automobile-related papers recorded the mean par-
ticipant number (MPN), and 35 of 41 aviation-related samples
did. Across these papers, the MPN for both industries is very
close, 26.81 and 25.91, respectively, and both have a large
standard deviation. The greater MPN for the automobile papers
is unsurprising, given the relative prevalence of driver’s licenses
and pilot’s licenses.

Fewer of the surveyed papers reported mean participant age
(MPA): 49 out of 58 automobile-related papers, and only 23
of 41 aviation papers. However, the average age, where there
was report, was almost identical for each group, between 32 and
33. Perhaps, given the relative prevalence of driving and flying
and the greater number of hours of practice it takes to learn
to pilot a plane effectively, it is unsurprising that the standard
deviation in automobile-related studies is twice as wide as that of
aviation-related studies. Researchers studying driving can much
more readily select a bounded age group.

Driving years and fly hours, of course, are not readily compa-
rable. These also were recorded in a minority of both kinds of
papers: 24 of the 58 automobile-related papers and 15 of the 41
aviation-related papers.
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Fig. 5. Proportion of surveyed papers on (a) automobile operation and (b) aviation operation that are based on AOI stimuli and point stimuli.

Fig. 6. Stages of the experimental procedure in the surveyed papers.

C. Experimental Procedure

The experimental procedures, the papers described, generally
consisted of the same three parts, which are shown in Fig. 6. The
preexperiment, consists of the selection of stimuli, if applicable
the definition of AOI, and the selection of participants, apparatus,
etc. The experimental phase includes a prequestionnaire that
gathers demographic information, including age and experience
in those papers that reported those factors. It also includes
instructing participants in the task they were to perform and
giving them 5–20 min becoming familiar with the equipment,
including the eye tracker and, where applicable, the simulator.
The experiment then commenced, typically separated into sev-
eral short period scenarios or tasks. Some studies included as
part of the experimental phase a postquestionnaire or debriefing
for participant feedback on issues like difficulty ranking and
self-evaluation, etc. The postexperiment consists primarily of
data analysis.

D. Frequency of Use on Types of Graphics

All the surveyed papers used visualization in their works.
The frequency of use of each type of graphic is defined as the
number of times it appears across the papers divided by the total
number of the surveyed papers. Fig. 7 shows these numbers for
the automobile-related papers and the aviation-related papers.

Fig. 7. Frequency of use on visualization in the surveyed automobile and
aviation related papers.

TABLE IV
RECOMMENDED VISUALIZATION BASED ON THE DATA EMPHASIS

Tables appeared in the greatest number of papers and then, in
descending order, the line chart, the error bar.

There are many similarities in the selection of graphical
representations of data in the two sets of papers. Tables are
particularly common because they provide a visual grouping
of information; line charts show data variables and trends very
clearly and are easy to read and plot. The prevalence of the
error bar, bar graph, and boxplot, all of which intuitively depict
the differences between each parameter and the variance of
the differences reflect the importance of mean value, which is
essential in eye-tracking studies.

The main difference between the two sets of papers with
respect to graphical representation of data are that attention maps
are more favored in the automobile studies and scanpaths are
favored in the aviation studies. This may reflect relative emphasis
on fixation density distribution and the spatial distribution of
fixation and saccade of drivers and pilots, respectively. The
recommended graphical representation for particular focus is
summarized in Table IV.
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Fig. 8. Frequency of use on eye-metric data in the surveyed automobile and
aviation related papers.

TABLE V
RECOMMENDED EYE METRIC DATA BASED ON RESEARCH THEME

TABLE VI
RECOMMENDED CONDITION OF USE FOR THE AOI DEFINITION METHODS

E. Frequency of Use on Eye Metric Data

The frequency of use of each type of eye-metric data is defined
as the number of uses of each type across the papers, divided
by the total number of papers on each industry. All the surveyed
papers used eye metric data in their works. As the fundamental
element of the eye-movement data, gaze data should be recorded
before fixation becomes clustered. Therefore, gaze is counted
only when it is emphasized and documented in the surveyed
papers.

Fig. 8 indicates the frequency of use of each type of eye-metric
data in the surveyed papers. Most types of data appeared with
similar frequency in the two sets of papers, and fixation and gaze
are the most common in both sets. However, glance and dwell,
are an exception, as glance is more common in automobile-
related papers and dwell is more common in aviation-related
papers. Specific eye-metric data recommended based on the
research theme are shown in Table V.

V. FUTURE EYE TRACKING STUDIES FOR

MARINE OPERATIONS

Eye-tracking studies of marine operations have several sim-
ilarities with the reviewed studies in automobile and aviation.

Fig. 9. Proposed experimental procedure for the marine operation.

First, the experiment is usually conducted in a simulator. Second,
research topics and experimental design and methods such as
sampling are also similar across these fields. This makes it eas-
ier to transfer knowledge from automobile- and aviation-based
studies to marine operation studies. The sections below describe
how the knowledge assembled above about methodology and
experimental design can be transferred to eye tracking of marine
operators, addressing the AOI definition method, and experi-
mental design and procedure. A case study on marine operation
follows, that describes the impact of such knowledge transfer.

First, the experiment is usually conducted in a simulator.
Then, research topic, experimental design, and procedure such
as study participant are also similar across these fields. This
makes it easier to transfer the knowledge gathered here about
automobile- and aviation-based studies to marine operation
studies. The sections below describe how the knowledge assem-
bled above about methodology and experimental design can be
transferred to eye tracking of marine operators, addressing the
AOI definition method and experimental design, and procedure.
A case study on marine operation follows, that describes the
impact of such knowledge transfer.

A. Methodology Transfer

As discussed in Section III, AOI definition methods can be
tailored to experimental conditions and research theme. AOI
definition for marine operations is similar to AOI definition
for automobile and aviation in many respects. All three have
similar working scenarios and similar AOIs such as outside the
window and control panel. However, marine operations have
some key differences in AOI from the other two. First, an
operation may consist of several segments that operators must
perform in a particular sequence. Second, in each segment, the
focus is different, and thus the defined AOIs usually are different.
For example, in a crane-lifting application, the defined AOIs
can be crane-tip, payload when the payload is above the sea,
and switched to monitors when the payload is submerged. This
suggests an eye-tracking study in marine operation would have
to have different AOIs for each segment.

Table VI shows the recommended conditions of use for AOI
definition methods. Our review suggests that expert-defined and
stimulus-generated AOIs are the most common, and are probably
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Fig. 10. Flow chart of how the AOIs were defined and the experimental procedure used in the case study.

suited eye-tracking studies in marine operations. It also suggests
that the attention map method and clustering algorithm method
are good alternates to allow AOI definition through data analysis.
More specifically, for stimuli that have unpredictable high fixa-
tion areas such as marine crane lifting [25], mooring system re-
placement, ship maneuvering, and wind turbine installation, the
expert-defined method is the most appropriate. When the stimuli
are easy to separate, or the high fixation areas are easy to estimate
such as towing, dynamic positioning [118], navigation [26],
[27], and operation of underwater robots such as a remotely
operated vehicle, the stimulus-generated defined method is the
more suitable approach. In addition, the attention-map defined
method and algorithm-defined method can be used to define the
AOI according to the emphasis of the AOIs.

B. Experiment Transfer

The characteristics of the experiments surveyed are stimuli
selection, research theme selection, experimental procedure de-
sign, participant selection, visualization method selection, and
eye-metric data selection. Based on the analysis in Section IV,
we posit that AOI-based stimuli should be used more in marine
operation than point-based stimuli because, as with aviation
studies, the fixation areas are more likely to be specific areas such
as instrument panels and the transition between these areas. It
may make sense to emulate past studies with respect to number
of participants (25–27) and participant age (around 32 years)
in order to control for these factors while comparing insights
from marine operations studies and automobile and aviation
operations studies.

Fig. 9 depicts the proposed experimental procedure for the
marine operation based on the knowledge transfer. Red un-
derlining indicates the areas that differ from the experimental

procedure for the surveyed papers described in Fig. 6. Given the
fact that marine operations typically involve multiple segments
that must occur in a particular sequence, and the defined AOIs
for each segment are distinct, it is necessary to define and
distinguish several critical segments. For visualization method
selection, based on the result and discussion in Section IV, in
marine operation, the selection of eye-metric data can refer to
the concluded rules in Table IV. For eye metric data selection, in
marine operation, a similar method of eye-metric data selection
can be applied based on concluded eye-metric data selection in
Table V.

C. Case Study

A case study on marine operation using the recommendations
above is introduced to explore their impact in the marine oper-
ation industry. Mao et al. [28] experimented with crane lifting
on a marine platform in a simulator to study the similarities
and dissimilarities of eye behaviour between expert and novice
operators. This study aligned with the recommendations above
with respect to both the AOI definition and the experimental
design and procedure.

For AOI definition, the whole crane lifting operation was
divided into several stages and AOI was defined for each stage.
Fig. 10 shows how the AOIs were defined in the case study.
For one segment in a crane lifting operation, the AOIs were
defined based on a combination of expert opinion and an atten-
tion map. The former was obtained through a questionnaire the
participants completed, and the attention map was established
by the experts after the study area was determined. Then the
defined AOIs were validated through the feedback of the expert
participants and the analyzed data.
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The experimental design and procedure followed the pro-
posed experimental procedure shown in Fig. 9. The segment
definition was based on the prequestionnaire completed by the
participants, with special attention to the expert participants. For
other contents discussed in Section IV, the research theme for the
case study contains the expertise and experience issue, following
Table V, eye-metric data related to fixation related was used and
analyzed. Because the research focus is on the transition and
the relation of the defined AOIs, AOI-based stimuli were used.
At the same time, guided by Table VI, because the emphasis of
the data are the eye-movement percentage on specific AOIs,
we selected eye-movement density in spatial order and eye
movement in both temporal and spatial order, visualization of bar
chart, heat map, and scanpath, respectively. The results in [28]
showed comprehensive analysis of eye tracking in crane lifting
operations was successful, which demonstrates the effectiveness
of the experimental procedure depicted in Fig. 9.

VI. CONCLUSION

In this work, the recently published papers using eye tracking
in automobile and aviation were surveyed and categorized to
evaluate the application of this method in these two areas. The
objective was to seek potential knowledge transfer to marine
operations for better studying of human error. The surveyed
papers were categorized according to the defined characteristics
and were evaluated based on AOI definition method, experiment
design, and procedure. The result suggests that expert-defined
and stimulus-generated AOI definition methods are favored over
other methods. The analysis also extracted aspects of experiment
design and procedure. The implications for eye tracking in
marine operations were extracted based on the evaluation of the
surveyed papers in automobile and aviation. The instruction as to
how to apply an AOI definition method for specific scenarios in
marine operation was proposed; at the same time, in experimen-
tal design and procedure offered a guideline on AOI-based and
point-based stimuli selection, experimental procedure design,
participant selection, visualization method selection, and eye
metric data selection.
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