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Driving Skill Modeling Using Neural Networks for
Performance-based Haptic Assistance

Hojin Lee, Member, IEEE, Hyoungkyun Kim, and Seungmoon Choi, Senior Member, IEEE

Abstract—This paper addresses a data-driven framework,
modeling expert driving skills for performance-based haptic
assistance using neural networks (NNs). We have built a haptic
driving training simulator to collect expert driving data and to
provide proper haptic feedback. We establish an expert driving
skill model by training NNs with the collected data. Then, the
skill model is applied to performance-based haptic assistance to
provide optimized references of the steering/pedaling movements.
We evaluate the skill model and its application to performance-
based haptic assistance in two user experiments. The results
of the first experiment demonstrate that our skill model has
appropriately captured experts’ steering/pedaling skills. The
results of the second experiment show that our performance-
based haptic assistance can help novice drivers perform steering
as expert drivers, but cannot assist their pedaling performance.

Index Terms—Haptic assistance, haptic shared control, arti-
ficial neural networks, driving skill, simulated driving, motor
performance.

I. INTRODUCTION

HAPTIC assistance provides assistive feedback in the form
of tactile or kinesthetic stimuli in order to facilitate

the execution of or expedite the learning of motor tasks.
In particular, kinesthetic feedback is effective in delivering
mechanical momentum and moves the limbs of interest, sup-
plying more direct, detailed, and continuous information. A
number of studies have examined the effects of kinesthetic
assistance on a variety of tasks [1]. Driving is the represen-
tative area where haptic assistance has been actively studied
and adopted [2]. Modern vehicles are controlled by a manual
interface (steering wheel, accelerator/brake pedals, etc.) that
requires complex coordinated dynamic control of the limbs.
Therefore, while driving, the driver and the car are in a
continuous loop of human-machine shared control in which
both agents constantly interact with each other and share
a common goal to perform an effective, safe, and robust
driving together. Many studies have demonstrated that haptic
assistance can effectively improve the performance of basic
driving maneuvers (steering [3]–[6] and pedaling [7]–[9]) by
augmenting the shared control loop. This control mechanism
is also called haptic shared control because the augmented
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Fig. 1. Simplified diagram of our framework in human-in-the-loop. Dotted
lines represent the channels where a user can receive any sensory information.
In particular, the red color indicates the haptic modality.

information flows bidirectionally within the two agents via
haptic channels at the mechanical contact of the interfaces in
the loop [10], [11].

Haptic guidance, one of the effective haptic assistance
methods, is the most straightforward application using haptic
shared control. Haptic guidance provides the user with external
haptic stimuli to guide the desired movement during task
execution [12]. Here the haptic assistance system plays the
role of a collaborator that encourages appropriate maneuvering
movements and corrects the users’ performance. Therefore,
this approach is considered as a bridge to automated driving
with improved performance and reduced effort [13]. Auto-
mobile companies have begun to include haptic assistance
in an advanced driver-assistance system for lane keeping,
intelligent parking, and adaptive cruise control [14]. Another
major promising area that haptic assistance greatly contributes
is skill transfer regarding the long-term learning effects on
motor skill performance [15]. Several studies have investigated
the effects of various types of haptic assistance for learning
driving skills in simulated environments [16]–[18].
In both areas of shared control and skill transfer, the

present design is generally performance-based; the system
continuously monitors the user’s current driving performance
and then delivers adaptive haptic feedback. It requires the
process of quantifying the task performance in reference to
the desired driving, often called a modeling process. However,
the conventional modeling process essentially requires well-
parameterized physical formulas and their parameters, which
demand excellent prior knowledge earned from the tidy in-
vestigation about driving. Therefore, it is difficult to consider
realistic human behaviors thoroughly, and sometimes it is
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Fig. 2. Visual illustration of a driving simulation scene.

simplified without behavioral characteristics. As a result, it is
sometimes possible that the performance assessment is based
on an erroneous error measure, which is likely to degrade the
performance of shared control or skill transfer.
In this paper, we address a data-driven framework of

performance-based haptic assistance, especially for driving
skills (Fig. 1). First, we build an optimized black-box model for
the target skill and then use the skill model for performance-
based haptic assistance. We record how experienced drivers
perform driving (without haptic assistance) in realistic virtual
environments, and then train the adequate continuous model
of relevant variables from the collected data. The data-driven
approach is being popularly considered and adopted as a model
of driving skills, sometimes with advanced machine-learning
techniques [19], [20]. In this regard, we use shallow but cost-
effective (artificial) neural networks (NNs) in order to provide
real-time haptic feedback. Some researchers have suggested
the feasibility of NN models in accounting for human driving
skills of steering control [21]–[25]. In particular, Nechyba
and Xu used NNs to model human driving strategies from
data collected in simplified driving simulations using a mouse
interface [21]–[23]. Their NN models can produce predictive
trajectories of steering and pedaling, based on individual
data. However, because their research did not include realistic
driving hardware, the usefulness of their behavioral model and
its applicability to haptic assistance require further verification.
Consequently, the NN models trained with expert driving

data may compute and provide optimized device trajectories,
as an expert driving skill model. The expert skill model is then
integrated into performance-based haptic assistance to provide
appropriate haptic feedback as a reference of expert actions in
steering and pedaling. We assess the adequacy of the expert
skill model and its application to the framework, in two user
experiments. Experiment I validates the skill model in terms of
generalizability to complex environments and expressiveness
of expert driving skills. In Experiment II, we test if our
performance-based haptic assistance can actually enhance the
driving performance of novice drivers driving when the skill
models are used as a reference. To our knowledge, novel
contributions of this work lie with the introduction of data-
driven skill models that represent human expert skills for
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Fig. 3. Haptic driving training simulator.

haptic assistance.

II. SIMULATOR
We developed a driving simulator (Fig. 2 and 3) for data

acquisition and haptic assistance. For data acquisition, the
simulator records the driving data of users. It provides re-
alistic driving environments, including torque feedback to the
steering wheel and pedals. For haptic assistance, the simulator
generates torque feedback assisting driving skills. It renders
audiovisual driving environments using Vehicle Physics Pro
(VPP) [26], a commercial vehicle physics engine running in
Unity 5 (update rate 50Hz). For car dynamics, a specific
vehicle (Genesis, Hyundai Motors) is chosen to determine
the physical parameters of VPP, such as the mass (1900 kg),
dimension (1.8W× 4.6D× 1.5H, in meters), steering ratio
(12.0:1), gear ratios, and engine power curves [27].

A. Hardware
The simulator consists of a large visual display, a steering

wheel, an accelerator pedal, and a brake pedal (Fig. 3).
All devices are fastened to an aluminum frame to imitate a
real driving seat. We use a 55-inch LCD (55LW6500, LG
Electronics), and the distance from the display to the seat is
approximately 1.2m for a comfortable field of view of 60 ◦.
The simulator uses a commercial steering wheel (SENSO-
Wheel SD-LC, SensoDrive) to provide high-fidelity torque
feedback. The maximum instantaneous and continuous torques
are 16.58Nm and 7.5Nm, respectively.
We custom-designed the accelerator and brake pedals. Two

sets of AC servo motor (SGMGV-20A, Yaskawa Electrics)
and servo pack (SGDV-18011A, Yaskawa Electrics) are used
to provide independent torque feedback. The devices and PC
communicate using a MechatroLink-II network control board
(PCI-R1604-MLII, Ajinextek). The maximum instantaneous
and continuous torques of the two motors are 27.8Nm and
10Nm, respectively. For compact housing, both motors should
be mounted on the same side, maintaining the alignment of
the two rotation axes of the pedals. For this reason, while
the accelerator pedal is directly connected to one motor with
a coupler, the brake pedal is connected to the other motor
through a four bar mechanism. The steering wheel and the
pedals are controlled at a sampling rate of 800Hz.
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TABLE I
Constant values for driving torque feedback

Steering Wheel Accelerator/Brake Pedals
𝐺𝑠ℎ𝑎 𝑓 𝑡 (m) 0.75 𝐾𝑎 , 𝐾𝑏 (N·m/degree) 0.2

𝐷𝑠 (N·m·s/degree) 0.002 𝐷𝑎 , 𝐷𝑏 (N·m·s/degree) 0.001
𝑇𝑓 𝑟𝑖𝑐𝑡𝑖𝑜𝑛 (N·m) 0.1

B. Torque Feedback
The steering wheel angle 𝜃𝑠 is between 𝜃𝑠,𝑚𝑖𝑛 (-459 ◦) and

𝜃𝑠,𝑚𝑎𝑥 (459 ◦) with the built-in simulation of mechanical end
stops in both clockwise and counterclockwise directions. To
provide useful information about the road and vehicle status,
the simulated steering torque 𝑇𝑠 is implemented such that it is
similar to the real torque transmitted from the driving shaft:

𝑇𝑠 = 𝑇𝑠,𝑎𝑙𝑖𝑔𝑛 + 𝑇𝑠,𝑑𝑎𝑚𝑝𝑖𝑛𝑔 + 𝑇 𝑓 𝑟𝑖𝑐𝑡𝑖𝑜𝑛, (1)

where 𝑇𝑠,𝑎𝑙𝑖𝑔𝑛 is the self-alignment torque, and 𝑇𝑠,𝑑𝑎𝑚𝑝𝑖𝑛𝑔
and 𝑇 𝑓 𝑟𝑖𝑐𝑡𝑖𝑜𝑛 are the viscous and Coulomb frictions computed
from the car dynamics, respectively. In four-wheel drive, the
steering reactive torque can be estimated as follows [28]:

𝑇𝑠,𝑎𝑙𝑖𝑔𝑛 ≈ 𝐺𝑠ℎ𝑎 𝑓 𝑡 ·
1
2
(
𝐹 𝑓 𝑙 + 𝐹 𝑓 𝑟

)
, (2)

where 𝐹 𝑓 𝑙 and 𝐹 𝑓 𝑟 are the lateral forces applied to the
left and right front wheels obtained from VPP. 𝐺𝑠ℎ𝑎 𝑓 𝑡 is
the simplified gain of torque transmission from the shaft.
𝑇𝑠,𝑑𝑎𝑚𝑝𝑖𝑛𝑔 = −𝐷𝑠 ¤𝜃𝑠 , and 𝑇𝑠, 𝑓 𝑟𝑖𝑐𝑡𝑖𝑜𝑛 is a constant, both in the
opposite direction of the steering wheel rotation. From (2),
a user can perceive driving-like sensations on the road with
respect to the direction and velocity of the virtual vehicle.
The haptic pedals are controlled using a spring-damper

impedance control scheme. If the accelerator angle 𝜃𝑎 is
between 𝜃𝑎,𝑚𝑖𝑛 = 0◦ and 𝜃𝑎,𝑚𝑎𝑥 = 10◦, it is normalized and
sent to the throttle value of the virtual car engine in VPP. The
torque to the accelerator is computed as follows:

𝑇𝑎 = 𝑇𝑎,𝑠𝑝𝑟𝑖𝑛𝑔 + 𝑇𝑎,𝑚𝑎𝑥 + 𝑇𝑎,𝑑𝑎𝑚𝑝𝑖𝑛𝑔 + 𝑔 (𝜃𝑎) , (3)

where 𝑇𝑎,𝑑𝑎𝑚𝑝𝑖𝑛𝑔 = −𝐷𝑎 ¤𝜃𝑎 is the virtual damping torque
and 𝑔 (·) is for gravity compensation. The spring-like restoring
torque 𝑇𝑎,𝑠𝑝𝑟𝑖𝑛𝑔 is determined by

𝑇𝑎,𝑠𝑝𝑟𝑖𝑛𝑔 = −𝐾𝑎
(
𝜃𝑎 − 𝜃𝑎,0

)
, (4)

where 𝐾𝑎 is the virtual spring coefficient, and 𝜃𝑎,0 = 𝜃𝑎,𝑚𝑖𝑛 −
5◦ = −5◦ is the initial position of the accelerator pedal.
𝑇𝑎,𝑠𝑝𝑟𝑖𝑛𝑔 pushes the driver’s right foot upward to deliver infor-
mation about how much s/he is pressing the pedal from 𝜃𝑎,0.
𝑇𝑎,𝑚𝑎𝑥 is a unilateral feedback term to provide information
regarding the maximum angle such that

𝑇𝑎,𝑚𝑎𝑥 =

{
0 if 𝜃𝑎 < 𝜃𝑎,𝑚𝑎𝑥
−𝐾𝑎,𝑚𝑎𝑥

(
𝜃𝑎 − 𝜃𝑎,𝑚𝑎𝑥

)
if 𝜃𝑎 ≥ 𝜃𝑎,𝑚𝑎𝑥

. (5)

𝑇𝑎,𝑚𝑎𝑥 enables the driver to perceive the virtual endpoint at
𝜃𝑎,𝑚𝑎𝑥 = 10◦. We used 𝐾𝑎,𝑚𝑎𝑥 = 10𝐾𝑎.
The torque to the brake pedal, 𝑇𝑏 , is computed similarly for

the brake angle 𝜃𝑏 . The only difference was that the maximum
brake angle 𝜃𝑏,𝑚𝑎𝑥 = 5◦.
We carefully tuned all of the other parameters to achieve

realistic experiences, and their values are specified in Table I.

III. SKILL MODELING USING NEURAL NETWORKS
Performance-based haptic assistance requires an optimal

(desired) behavior as the ground truth for error computa-
tion [29]. In our case, the task performance can be represented
by the position error 𝒆𝜽 = 𝜽 − 𝜽𝑑 , for the current position (of
the steering wheel and the brake pedal) 𝜽 = [𝜃𝑠 𝜃𝑎]𝑇 and
the desired position 𝜽𝑑 =

[
𝜃𝑠,𝑑 𝜃𝑎,𝑑

]𝑇 . In our approach, the
desired position 𝜽𝑑 is generated by two respective NNs for
𝜃𝑠,𝑑 and 𝜃𝑎,𝑑 . This is the most distinctive feature compared
to prior schemes for performance-based haptic assistance. The
two NNs are trained with prerecorded trajectories of successful
driving runs by experienced drivers, which represent optimized
steering and pedaling actions.

A. Neural Network Structure
In [30], the dynamic nature of human control strategy is

abstracted into a static mapping between input and output
using feed-forward neural networks. In fact, a dynamic system
can be approximated using difference equations [31], such that

𝒖 [𝑘 + 𝜏] = 𝑓 [𝒖 [𝑘] , 𝒖 [𝑘 − 𝜏] , · · · , 𝒖 [𝑘 − (𝐷𝒖 − 1) 𝜏] ,
𝒙 [𝑘] , 𝒙 [𝑘 − 𝜏] , · · · , 𝒙 [𝑘 − (𝐷𝒙 − 1) 𝜏] ,
𝒛 [𝑘] , 𝒛 [𝑘 − 𝜏] , · · · , 𝒛 [𝑘 − (𝐷𝒛 − 1) 𝜏]],

(6)

where 𝑓 [·] represents a nonlinear function, 𝒖 [𝑘] is the control
vector, 𝒙 [𝑘] is the system state vector, and 𝒛 [𝑘] is a vector
that describes exogenous environmental features, all at time 𝑘 .
Then, (6) can be rewritten as

𝒖 [𝑘 + 𝜏] = 𝑓 [𝒖̄ [𝑘] , 𝒙̄ [𝑘] , 𝒛 [𝑘]] , (7)

where 𝒎̄ [𝑘] = [𝒎 [𝑘] ,𝒎 [𝑘 − 𝜏] , · · · ,𝒎 [𝑘 − (𝐷𝒎 − 1) 𝜏]]𝑇
for an arbitrary vector 𝒎.
We use a neural network to find 𝑓 providing the estimate

𝒖̂ [𝑘] = 𝑓 [𝒖̄ [𝑘] , 𝒙̄ [𝑘] , 𝒛 [𝑘]]. The network is trained on the
input-output data by minimizing the cost function

𝐶 = 𝑅𝑀𝑆

(
𝒅
)
,

𝒅 = 𝒖̂ [𝑘] − 𝒖 [𝑘 + 𝜏] ,
(8)

where 𝒎̃ is a time series of 𝒎, and 𝑅𝑀𝑆 (𝒎̃) computes the
root mean square of all data in 𝒎̃. In results, the output vector
𝒖̂ [𝑘] from the neural network estimates 𝒖 [𝑘 + 𝜏] (after 𝜏-
samples) from the current and previous states of 𝒖̄ [𝑘], 𝒙̄ [𝑘],
and 𝒛 [𝑘].

B. Data Acquisition
We designed 25 two-lane paths to collect driving trajec-

tories and other important variables for skill modeling. The
width of each lane is determined by the real standard of 3.8
m [32] which is enough to maintain the free-flow speed of
the vehicle [33]. Each path consists of three segments with
a total length of 600m. The first and the third are 200-
m straight segments. The second is a curve with curvature
𝜅 = 1/𝑅 = |𝜙|/𝐿, where 𝑅 is the radius, 𝐿 is the arc length,
and 𝜙 is the angle in radian (Fig. 4a). The value 𝐿 of the
second segment is 200m, but each path has varying 𝜙 from
-180◦ to 180◦ in 15◦-step (Fig. 4b). 𝜙 = 0◦ results in a 600-
m-long straight path.
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Fig. 4. Design of driving paths. (a) Variable definitions. (b) Three simple
driving path examples in three separated segments, the 𝜙’s of the second
curve segment of which are -75◦, 180◦, and 0◦, respectively.

Fig. 5. Five distances from the driver’s perspective. Each 𝑑𝑖 means the two-
dimensional Euclidean distance from the driver’s position to the road boundary
in five directions.

Five experienced drivers (E1–E5; all males; age 25–51 years,
M 37.6, SD 10.8; driving experience 5–30 years, M 15.2,
SD 10.3) participated in the data acquisition. They were
instructed to complete driving while staying only in the first
lane of the path and maintaining 60 km/h velocity on the
speedometer. Each trial took about 36–40 s, and each driver
completed six trials for each path (150 trials per driver). All hu-
man experiments in this paper (data acquisition, Experiment I,
and Experiment II) were approved by the Institutional Review
Board at the authors’ institution (PIRB-2017-E066).

C. Neural Network Design and Implementation
During the data collection, the experienced drivers did

not use the brake pedal for lane keeping and speed control.
So we exclude 𝜃𝑏 from the control vector. In addition, we
do not consider the interdependence in control between the
steering wheel and the accelerator pedal and train separate
neural networks for each. This allows us to use more compact
networks with accurate modeling results. Hence, in the model
for steering, 𝒖 = 𝜃𝑠 , and in the model for pedaling, 𝒖 = 𝜃𝑎.
For the vehicle state, we use 𝒙 = [𝑣 𝜔 𝑟]𝑇 , where 𝑣 is the
longitudinal velocity (m/s), 𝜔 is the angular velocity (degree/s),
and 𝑟 is the engine revolutions per minute (RPM) of the virtual
car.
The environmental features are defined by using 𝑑𝑖 (𝑖 =

1, · · · , 5; Fig. 5). Total five directions in relative angles of -
30◦, -15◦, 0◦, 15◦, and 30◦ to the frontal direction are selected.

The angles are determined considering the driver’s vision
capability based on the field of view (60◦) within the simulated
vehicle. The maximum value of 𝑑𝑖 is set to 60m. Then, the
environmental feature vector 𝒛 = [𝑧1 𝑧2 𝑧3 𝑧4 𝑧5]𝑇 , where

𝑧𝑖 =
1

1 + 𝑑𝑖
. (9)

𝑧𝑖 represents the future hazard of collision in the 𝑖-th direction.
The two NNs, 𝑓𝑠 and 𝑓𝑎, for the steering wheel and the

accelerator pedal are trained with the prerecorded input-output
data as follows:

𝜃𝑠 [𝑘 + 𝜏] = 𝑓𝑠
[
𝜃𝑠 [𝑘] , 𝒙̄ [𝑘] , 𝒛 [𝑘]

]
, (10)

𝜃𝑎 [𝑘 + 𝜏] = 𝑓𝑎
[
𝜃𝑎 [𝑘] , 𝒙̄ [𝑘] , 𝒛 [𝑘]

]
. (11)

The trained outputs 𝜃𝑠 and 𝜃𝑎 then approximate the control
action that the experienced drivers would make after 𝜏 given
the current and previous states of 𝜃𝑠 , 𝜃𝑎, 𝒙, and 𝒛.
Considering that the human motion bandwidth is less than

5Hz [34], we use the same constants: 𝜏 = 10 and 𝐷𝒖 =

𝐷𝒙 = 𝐷𝒛 = 5. Then, the NNs simulate 0.2-s future values
of execution from the five current and previous variables in
50 Hz. Before training, all input-output vectors, 𝒖, 𝒙, and 𝒛
are normalized.

D. Training Results
We trained all NNs using MATLAB (R2017a, MathWorks).

Specifically, we use gradient descent backpropagation with an
adaptive learning rate and a transfer function of the hyperbolic
tangent sigmoid. The initial learning rate is 0.5. Each NN
consists of four hidden layers with 32, 24, 16, and 8 nodes.
The input-output data of all the experienced drivers are pooled
for training. The data are partitioned into training, validation,
and test sets in the proportions of 70%, 15%, and 15%,
respectively. Training is terminated if the cost function 𝐶 < 𝛿

(see (8)), where 𝛿𝑠 = 1.0% for 𝜃𝑠 and 𝛿𝑎 = 4.5% for 𝜃𝑎.

IV. Performance Measures
In this section, we introduce feasible metrics to analyze and

evaluate driving performance.

A. Modeling Performance
The modeling performance of the NN models can be eval-

uated by comparing original steering/pedaling trajectories (𝜃𝑠
and 𝜃𝑎) and predicted output trajectories (𝜃𝑠 and 𝜃𝑎), which are
generated by the NN models from the original trajectories. The
following error metrics indicate the error differences between
predicted driving actions estimated by the NNs and a driver’s
real driving actions at a discrete time sample 𝑘:

𝑒𝑠, 𝑝 [𝑘] = 𝜃𝑠 [𝑘] − 𝜃𝑠 [𝑘 + 𝜏] , (12)
𝑒𝑎,𝑝 [𝑘] = 𝜃𝑎 [𝑘] − 𝜃𝑎 [𝑘 + 𝜏] . (13)

The normalized RMSEs, 𝐸̄𝑠, 𝑝 and 𝐸̄𝑎,𝑝 , for each individual
driving data are defined as:

𝐸̄𝑠, 𝑝 =
𝐸𝑠, 𝑝

𝜃𝑠,𝑀 − 𝜃𝑠,𝑚
=
𝑅𝑀𝑆

(
𝑒𝑠, 𝑝

)
𝜃𝑠,𝑀 − 𝜃𝑠,𝑚

, (14)

𝐸̄𝑎,𝑝 =
𝐸𝑎,𝑝

𝜃𝑎,𝑀 − 𝜃𝑎,𝑚
=
𝑅𝑀𝑆

(
𝑒𝑎,𝑝

)
𝜃𝑎,𝑀 − 𝜃𝑎,𝑚

, (15)
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Fig. 6. Driving errors (𝑒𝑑 , 𝑒𝛿 , and 𝑒𝑝) used in Experiment I and II. In our
simulation, 𝑑 = 𝑣Δ𝑡 , where 𝑣 is the current vehicle speed and Δ𝑡 = 1 s is the
look-ahead time.

where 𝜃𝑠,𝑀 , 𝜃𝑠,𝑚, 𝜃𝑎,𝑀 , and 𝜃𝑎,𝑚 are the maximum and min-
imum device angles obtained from the data of the experienced
drivers used for the NN modeling (these values were also used
for the training data normalization in Section III-C). 𝐸̄𝑠, 𝑝 and
𝐸̄𝑎,𝑝 quantify the similarity of the participant’s driving skills
to those of the experienced drivers captured in the NN models.

B. Trajectory-based Skill Performance

The driving skill of each participant is broken down into
steering and pedaling performance. The steering performance
is evaluated by a distance error 𝑒𝑑 and an angular error 𝑒𝛿
(Fig. 6). 𝑒𝑑 is the lateral distance between the virtual car
position and the closest point on the (invisible) midline of
the first lane. 𝑒𝛿 is the angle between the car heading and the
road frontal direction at the closest point on the midline. We
use 𝐸𝑑 = 𝑅𝑀𝑆 (𝑒𝑑) and 𝐸𝛿 = 𝑅𝑀𝑆 (𝑒𝛿) as indicators of the
steering performance.
For the pedaling performance, we define a vehicle velocity

error as 𝑒𝑣 [𝑘] = 𝑣 [𝑘] − 𝑣𝑑 , where 𝑣𝑑 = 62.64 km/h. In our
simulator, the target speed of 60 km/h corresponds to the actual
speed of 𝑣𝑑 when the speedometer needle reaches 60 km/h
from the driver’s viewpoint. So 𝐸𝑣 = 𝑅𝑀𝑆 (𝑒𝑣 ) is a measure
for the pedaling performance. 𝐸𝑣 is computed using only the
velocity samples obtained after the vehicle speed first reaches
𝑣𝑑 . In addition, as a measure for the pedaling efficiency, we
compute Ω𝑎 = 𝑅𝑀𝑆 (𝜔̃𝑎), where 𝜔𝑎 [𝑘] = | ¤𝜃𝑎 [𝑘] |, focusing
on the pedaling speed. Ω𝑎 increases if the participant operates
the pedal more abruptly.

C. Driving Behavior Performance

Although the trajectory-based metrics can indicate average
driving performance, analysis relying on them may overlook
drivers’ behavioral characteristics closely related to the drivers’
decisions and negotiations under the circumstances. Therefore,
we need to analyze and display individual driving performance
via behavioral analysis of human factors using the relevant
field metrics, which are commonly used [35], [36]. In [37],
Öslund et al. have recommended useful driving behavioral
metrics to assess the driving performance of intelligent vehicle

systems. We decided to adopt these metrics to further ana-
lyze driving performance. Among the feasible metrics, three
of them are selected to analyze behavioral performance in
addition to trajectory-based metrics: steering wheel reversal
rates (SRRs), acceleration reversal rates (ARRs), and time-to-
line crossing (TLC), measuring steering efficiency, pedaling
efficiency, and safety behavior in terms of time margin, re-
spectively.
The reversal rate is used to analyze the efficiency of driving

behavior. It is defined as the number of device reversals per
minute, where the total number of reversals divided by the
total driving time. A device reversal is counted up when the
device angle rotates more than the specific angle gap after the
direction of control is reversed. For SRRs, we calculate 𝑆𝑅𝑅1◦ ,
𝑆𝑅𝑅4◦ , and 𝑆𝑅𝑅8◦ according to the three gap sizes of 1◦, 4◦,
and 8◦ to show the efficiency of microscopic, mesoscopic,
macroscopic steering movements, respectively. For ARRs, we
select 𝐴𝑅𝑅0.25◦ , 𝐴𝑅𝑅1◦ , and 𝐴𝑅𝑅2◦ considering that the
accelerator pedal has a smaller control range than the steering
wheel.
We also examine the data with a safety metric called time-

to-line-crossing (TLC). It is defined as the available time mar-
gin before any part of the vehicle reaches the lane boundary
condition assuming the vehicle remains in its current state. The
TLC computation depends on the current vehicle state [38].
The vehicle is assumed to continue on a straight, counter-
clockwise or clockwise rotational trajectory when 𝜃𝑠 [𝑘] = 0◦,
𝜃𝑠 [𝑘] < 0◦ and 𝜃𝑠 [𝑘] > 0◦, respectively. The time margin is
then obtained by dividing the length of the assumed trajectory
from the current location to the first intersection on the
left/right boundary by the vehicle speed 𝑣 [𝑘]. For our lane-
following task on the first lane, we selected the centerline as
the left boundary and the dividing line between the first and
second lane as the right boundary, respectively. We separately
compute 𝑇𝐿𝐶 𝑓 𝑙 [𝑘] and 𝑇𝐿𝐶 𝑓 𝑟 [𝑘] according to the relative
positions of the left/right front wheels, and the actual safe time
margin at 𝑘 will be 𝑇𝐿𝐶 [𝑘] = min

(
𝑇𝐿𝐶 𝑓 𝑙 [𝑘] , 𝑇𝐿𝐶 𝑓 𝑟 [𝑘]

)
.

We select 𝑇𝐿𝐶<1 as representative safety performance. 𝑇𝐿𝐶<1
is defined as the driving time with TLC less than a second
divided by the total driving time, meaning the percentage of
dangerous driving time.

V. EXPERIMENT I: MODELING VALIDITY
Experiment I aims to logically show that our NN models

( 𝑓𝑠 and 𝑓𝑎) can capture expert driving skills.

A. Data Acquisition
The first goal of Experiment I is to validate whether

the models work in generalized environments. To this end,
we designed longer, more complex paths by concatenating
randomly-generated straight and curved segments, similar to
[39]. Each straight segment has one parameter, length 𝐿. Each
curved segment has two parameters: the radius of curvature 𝑅
and the sweep angle 𝜙 (Fig. 4). The parameters are randomly
chosen from 100–150m (𝐿 and 𝑅) and ±45◦–135◦ (𝜙; positive
for left curves). A straight segment is followed by a left or
right curve with an equal probability. A left (right) curve is
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Start
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Fig. 7. Driving paths used in Experiments I (left; 23 segments) and II (right;
22 segments). Total length: 4 km.

followed by a straight segment with a probability of 0.4 and
a right (left) curve with a probability of 0.6. The total length
of each path is 4 km.
We randomly generated many paths and selected one rep-

resentative path (Fig. 7, left). Compared to the short and
simple paths used for the training of NNs (Section III-B), this
path is considerably longer and more complex with arbitrary
parameters of 𝐿, 𝑅, and 𝜙.
The same five experienced (EX: E1–E5) and 18 novice

drivers (NO: N1–N18; all males, age 18–28 years, M 22.8,
SD 3.0) participated in collection of new driving data for
the experiment. The novice participants either did not have
driving licenses or had licenses but very little actual driving
experience1. We controlled the novice drivers’ gender and age
as these are important factors for human motor skill studies.
Only the novice participants had three practice trials in

three 600-m short paths (𝜙 = −90◦, 0◦, and 90◦). They were
instructed to drive the car close to the center of the first lane
while maintaining the 60 km/h speed. Then they proceeded
to the main trial. Both the experienced and novice drivers
completed the main trial on the 4-km long path (Fig. 7, left).

B. Results
Fig. 8 shows exemplar results for an experienced (E4) and

a novice (N11) driver. They exhibited median performance
for 𝐸̄𝑠, 𝑝 and 𝐸̄𝑎,𝑝 in the respective groups. The experienced
driver’s trajectories appear to be more consistent with the
desired trajectories generated by the NNs.
The means of the 13 performance measures are shown in

Fig. 9. We applied Welch’s 𝑡-test (due to unequal sample sizes
and unequal variances) to assess the effect of participant group
(EX and NO) on each measure. The means and the results of
Welch’s 𝑡-tests are also shown in Fig. 9. All metrics showed
that the EX group performed better driving than the NO group.
The EX group showed significantly better performance than
the NO group in 𝐸̄𝑠, 𝑝 , 𝐸̄𝑎,𝑝 , 𝐸𝛿 , and Ω𝑎, and but not in 𝐸𝑑
and 𝐸𝑣 . In the behavioral analysis, the EX group demonstrated
significantly better performance than the NO group in 𝑆𝑅𝑅8◦ ,
𝐴𝑅𝑅0.25◦ , and 𝑇𝐿𝐶<1, but not in 𝑆𝑅𝑅1◦ , 𝑆𝑅𝑅4◦ , 𝐴𝑅𝑅1◦ , and
𝐴𝑅𝑅2◦ .

C. Discussion
There are three main findings we can acquire from the

experiment. First, our models built with experienced drivers’

1Young individuals who had not owned or driven a car/motorcycle in the
past two years.

actual driving data on short and simple paths still predict
their driving actions effectively on longer, complicated paths.
The normalized RMSEs of the EX group (𝐸̄𝑠, 𝑝 = 1.55% and
𝐸̄𝑎,𝑝 = 2.18%) were similar to or less than the termination
conditions of training (𝛿𝑠 = 1.0% and 𝛿𝑎 = 4.5%) (Sec-
tion III-D).
Second, our models provide the skilled driving trajectories,

the performance of which are similar to experienced drivers,
and distinguished from superior to novice drivers. The EX
group produced smaller normalized RMSEs (𝐸̄𝑠, 𝑝 and 𝐸̄𝑎,𝑝)
than the NO group with statistical significance. The EX group
also achieved better driving performance in every trajectory-
based metric than NO, having statistically significant differ-
ences in 𝐸𝛿 and Ω𝑎. In the behavioral analysis, the EX group
was shown to have more efficient behavior in macroscopic
steering movements (lower 𝑆𝑆𝑅1◦ ) than the NO group. The
EX group also had more efficient behavior in microscopic
(𝐴𝑅𝑅0.25◦ ) and mesoscopic (𝐴𝑅𝑅2◦ ) pedaling movements. It
is also observable that the EX group performed safer driving
than the NO group, maintaining longer time with enough TLC
margins. All these results indicate that the trained models can
represent the specific driving skills of the experienced drivers,
different from but better than those of the novice drivers.
Third, however, it should be noted that the NN models

can also induce human-like characteristics, which are shared
between experienced and novice drivers. Although the EX
group and the NO group demonstrated a large difference in
𝑆𝑅𝑅8◦ , the difference between the two groups was diminished
as a smaller gap was applied. The efficiency of microscopic
steering movements (𝑆𝑅𝑅1◦ ) of the EX group and that of the
NO group was almost same. A similar result was already
reported by a previous study [40]. Therefore, no difference
in the efficiency of microscopic steering movements can be
regarded as a common, humane attribute regardless of a
driving skill level. This kind of natural human behavior could
have been captured by our NN-based expert model.

VI. EXPERIMENT II: HAPTIC ASSISTANCE

Experiment II aims to assess the overall validity of the
framework, that integrates our expert skill models with
performance-based haptic assistance. We compare three shared
control methods, two of which are performance-based haptic
assistance implemented in the form of haptic guidance. Both
guidance methods utilize the performance error 𝒆𝜃 = 𝜽 − 𝜽𝑑 .
However, our approach obtains 𝜽𝑑 estimated by the NN models
(𝜽), whereas the conventional one deterministically formulates
𝜽𝑑 with environmental variables.

A. Shared Control Methods

1) No Guidance (N): A driver receives only realistic haptic
feedback (Section II-B) while driving without any guidance.

2) Haptic Guidance with Neural Networks (G): A driver is
assisted by performance-based guidance feedback, where the
desired angle is computed by the expert skill model (NNs) in
real-time. 𝜃𝑠 [𝑘] and 𝜃𝑎 [𝑘] estimated at 50Hz are upsampled
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(a) Experienced E4. Right-sided figures demonstrate the magnified view at 𝑡 = 0–40 (s).
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(D) TLC < 1 s
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(b) Novice N11. Right-sided figures demonstrate the magnified view at 𝑡 = 0–40 (s).

Fig. 8. Examples of the recorded driving data in Experiment I. From the top of each driving data, (A) demonstrates the original steering wheel trajectory
(𝜃𝑠 (𝑡); black, solid), steering wheel reversal points (blue markers; gap size = 4◦), and the desired trajectory predicted by the NN (𝜃𝑠,𝑑 (𝑡); red, dotted). (B)
illustrates the curvature profile of the nearest road points from the current vehicle positions. (C) demonstrates the original accelerator trajectory (𝜃𝑎 (𝑡); black,
solid), accelerator reversal points (blue markers; gap size = 1◦) and the desired trajectories predicted by the NN (𝜃𝑎,𝑑 (𝑡); red, dotted). (D) demonstrates
𝑣 (𝑡) (black, solid) and 𝑇 𝐿𝐶 (𝑡) (blue, dotted); red colored parts indicate the TLC values less than 1 s.

and smoothed to 𝜃𝑠 (𝑡) and 𝜃𝑎 (𝑡) by moving average filters for
800-Hz torque feedback. The total steering torque feedback is

𝑇𝑠 = 𝑇𝑠,𝑎𝑠𝑠𝑖𝑠𝑡 + 𝑇𝑠,𝑠𝑡𝑎𝑏𝑙𝑒, (16)

where 𝑇𝑠,𝑠𝑡𝑎𝑏𝑙𝑒 = −𝐷𝑠𝑡𝑎𝑏𝑙𝑒 ¤𝜃𝑠 with increased viscosity but
without Coulomb friction for stable feedback (𝐷𝑠𝑡𝑎𝑏𝑙𝑒 = 5𝐷𝑠).
Aiming 𝜽𝑑 = 𝜽 , the assistive torque 𝑇𝑠,𝑎𝑠𝑠𝑖𝑠𝑡 is computed using

PID control such that

𝑇𝑠,𝑎𝑠𝑠𝑖𝑠𝑡 (𝑡) = −
(
𝐾𝑝𝑖𝑑𝑒𝑠 (𝑡) + 𝐼𝑝𝑖𝑑

∫ 𝑡

𝑡0

𝑒𝑠 (𝑡 ′) 𝑑𝑡 ′ + 𝐷 𝑝𝑖𝑑 ¤𝑒𝑠
)
,

(17)

𝑒𝑠 = 𝜃𝑠 − 𝜃𝑠,𝑑 = 𝜃𝑠 − 𝜃𝑠 , (18)
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Fig. 9. Means of all skill performance measures in Experiment I. Error bars represent standard errors. The results of Welch’s t-tests are also shown, with
asterisks indicating significant differences (𝛼 = 0.05). (a) Modeling performances (𝐸̄𝑠,𝑝 and 𝐸̄𝑎,𝑝), (b) Trajectory-based performances (𝐸𝑑 , 𝐸𝛿 , 𝐸𝑣 , and
Ω𝑎), (c) Behavior performances (𝑆𝑅𝑅1◦ , 𝑆𝑅𝑅4◦ , 𝑆𝑅𝑅8◦ , 𝐴𝑅𝑅0.25◦ , 𝐴𝑅𝑅1◦ , 𝐴𝑅𝑅2◦ , and 𝑇 𝐿𝐶<1).

where 𝑡0 is the most recent time when 𝑒𝑠 was zero. 𝐾𝑝𝑖𝑑 =

0.60N·m/degree, 𝐼𝑝𝑖𝑑 = 0.12N·m·s−1/degree, and 𝐷 𝑝𝑖𝑑 =

0.06N·m·s/degree. Those assistance gains in this PID control
are adjustable. Therefore, this control logic can change the
shared autonomy level between a driver and the driving system
depending on the corresponding situation.
In this experiment, we allowed the gains to be strong

enough to let the novice drivers effectively follow the path by
enhanced feedback and even finish driving with proper pedal
maneuvers even without holding the steering wheel (i.e., like
autonomous steering). However, to prevent the driver from the
complete loss of human autonomy, the magnitude of gains is
not excessively strong (mostly less than 10Nm; smaller than
human steering torque capability [41]), so that the driver can
also overpower the wheel to fine-tune its angle. We decided
not to fix the driver’s foot to the accelerator so that the driver
can move the foot freely. The driver’s foot and the accelerator
cannot always be in full contact, so unlike the steering wheel,
we use unidirectional torque feedback for pedaling. The total
pedaling torque feedback is

𝑇𝑎 = 𝑇𝑎,𝑎𝑠𝑠𝑖𝑠𝑡 + 𝑇𝑎,𝑠𝑝𝑟𝑖𝑛𝑔 + 𝑇𝑎,𝑑𝑎𝑚𝑝𝑖𝑛𝑔 + 𝑔(𝜃𝑎). (19)

To aim 𝜽𝑑 = 𝜽 ,

𝑇𝑎,𝑎𝑠𝑠𝑖𝑠𝑡 (𝑡) =
{
0, if 𝜃𝑎 (𝑡) < 𝜃𝑎 (𝑡)
−𝐾𝑎,𝑚𝑎𝑥 · 𝑒𝑎 (𝑡) , if 𝜃𝑎 (𝑡) ≥ 𝜃𝑎 (𝑡)

, (20)

𝑒𝑎 = 𝜃𝑎 − 𝜃𝑎,𝑑 = 𝜃𝑎 − 𝜃𝑎, (21)

which replaces 𝜃𝑎,𝑚𝑎𝑥 in (5) with 𝜃𝑎. With (20), the acceler-
ator presses the driver’s foot upwards when the driver pushes
the pedal deeper than 𝜃𝑎. This control mechanism enables the
driver to feel the desired pedal angle as an endpoint when
pushing it.

3) Conventional Haptic Guidance (C): A driver is assisted
by the conventional performance-based guidance feedback,
where the desired angles are determined from the vehicle
configuration relative to the driving environment, i.e., the
path. As such, G and C share the same torque feedback
equations (17) and (20), but differ in how to determine 𝜽𝑑 .

For steering, we compute 𝑒𝑠 (= 𝜃𝑠 − 𝜃𝑠,𝑑) as in the
conventional predictive form of haptic steering guidance [16],
[18]. The rationale is that guidance should be based on the
future observation that a driver relies on to decide his/her
current action. This method considers two error terms, a look-
ahead direction error 𝑒𝑝 and the distance error 𝑒𝑑 (Fig. 6).
The desired angle 𝜃𝑠,𝑑 is

𝜃𝑠,𝑑 = 𝐾𝑝𝑒𝑝 + 𝐾𝑑𝑒𝑑 . (22)

Using 𝐾𝑝 = 7.65, 𝐾𝑑 = 1.00 degree/m, and the same PID
gains of (17) in G, the driver can also finish driving with
proper pedaling even without holding the steering wheel.
In the past, a few algorithms for pedaling feedback have

been successfully implemented for specific goals such as
safe car-following [8], safe curve initiation [42], or fuel ef-
ficiency [9], but they are not yet generalized for performance-
based haptic assistance. In Experiment I, we realized that a
novice driver could mistakenly accelerate due to little focus on
pedals. Thus, we designed haptic feedback that only provides
overspeed cues for drivers to keep the same velocity. We
compute 𝑒𝑎 as follows:

𝑒𝑎 = 𝜃𝑎 − 𝜃𝑎,𝑑 =

{
𝜃𝑎 − 𝜃𝑎,𝑚𝑎𝑥 , if 𝑣 < 𝑣𝑀 ,
𝜃𝑎 − 𝜃𝑎,𝑚𝑖𝑛, if 𝑣 ≥ 𝑣𝑀 .

(23)

This equation replaces 𝜃𝑎,𝑑 with 𝜃𝑎,𝑚𝑎𝑥 or 𝜃𝑎,𝑚𝑖𝑛, concerning
the criterion of overspeed2 𝑣𝑀 = 66.0 km/h. When the vehicle
velocity exceeds 𝑣𝑀 , a constant magnitude of torque gener-
ated from the instantaneous change of two constant endpoint
positions from 𝜃𝑎,𝑚𝑎𝑥 to 𝜃𝑎,𝑚𝑖𝑛 is added to the feedback. As
a result, the driver can feel immediate torque feedback from
the foot as a warning sign of overspeed.

B. Experimental Protocol
We recruited the same 18 novice participants who par-

ticipated in Experiment I. To this end, we selected another
randomly generated complex path (Fig. 7, right) to test three

2Exceeding 10% from the target speed 60.0 km/h.
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methods. Each participant completed three driving trials on
the path with one of the three methods in each trial, in
a within-subject design. The three methods were presented
differently in a fully balanced order using all permutations
across 18 participants. Each participant was paid KRW15,000
(' USD13) after the experiment.
After each trial, the participants were asked to answer the

following questions for both steering and pedaling feedback
on a seven-point continuous scale: (1) (Effectiveness) Was the
training effective for your driving?; (2) (Comfort) Was the
training comfortable?; (3) (Fun) Was the training fun?; and
(4) (Helpfulness) Would the training be helpful to improve
your skill?

C. Results
Fig. 10 shows exemplar results of different assistance con-

ditions. The resulted driving trajectories in every trial were
analyzed using the same quantitative metrics used in Experi-
ment I. For statistical analysis, we applied a repeated-measures
ANOVA with guidance method as the within-subject factor.
Tukey’s test was conducted as a post-hoc test for significant
effects.

1) Behavioral Similarity: We computed the normalized
RMSEs as predictive errors, 𝐸̄𝑠, 𝑝 and 𝐸̄𝑎,𝑝 , for each trajectory.
These metrics indicate how similar the participant’s driving
maneuvers are to the estimated outputs from the expert skill
models. Their means are shown in Fig. 11a.
The ascending order of 𝐸̄𝑠, 𝑝 was G < C < N. The data

of 𝐸̄𝑠, 𝑝 violated the assumption of sphericity (Mauchly’s test,
𝜒2 (2) = 29.04, 𝑝 < 0.001), and we applied the Greenhouse-
Geisser correction (𝜖 = 0.54). Then we observed the significant
effect of guidance method on 𝐸̄𝑠, 𝑝 (𝐹 (1.09, 18.51) = 34.27,
𝑝 < 0.001). The results of Tukey’s test were G < N and C < N
with statistical significance.
The order of 𝐸̄𝑎,𝑝 was N < C < G. The assumption

of sphericity was not violated (𝜒2 (2) = 5.92, 𝑝 = 0.052),
and there existed a significant effect of guidance method
(𝐹 (2, 34) = 5.55, 𝑝 = 0.008). Tukey’s test showed that N < G
and N < C with significance.
The shared steering control in G/C became similar to the

predicted output from the expert skill model. When G/C
assisted the novice drivers, the drivers achieved small pre-
dictive errors similar to the termination condition of training
(𝛿𝑠 = 1.0%). However, the shared pedaling control in G/C was
in discord with the output from the expert skill model. The
drivers exhibited larger predictive errors of pedaling compared
to the condition (𝛿𝑎 = 4.5%).

2) Trajectory-based Skill Performance: The trajectory-
based skill measures (𝐸𝑑 , 𝐸𝛿 , 𝐸𝑣 , and Ω𝑎) were calculated
for each driving trajectory. Their means are shown in Fig. 11b.
The ranking of 𝐸𝑑 was N < G < C, and the assumption of

sphericity was not violated (𝜒2 (2) = 1.74, 𝑝 = 0.418). There
existed significant differences (𝐹 (2, 34) = 4.73, 𝑝 = 0.015),
and according to the post-hoc test, N < C. The ranking of
𝐸𝛿 was C < G < N. Because the assumption of sphericity
was violated (𝜒2 (2) = 25.68, 𝑝 < 0.001), the Greenhouse-
Geisser estimate of sphericity (𝜖 = 0.56) was used for

correction. As a result, there existed significant differences
(𝐹 (1.11, 18.90) = 30.60, 𝑝 < 0.001), and the post-hoc test
showed G < N, C < N, and C < G. The ranking of
𝐸𝑣 was C < G < N. The assumption of sphericity was
satisfied (𝜒2 (2) = 1.24, 𝑝 = 0.538). Guidance method had
significant effects (𝐹 (2, 34) = 5.74, 𝑝 = 0.007), and the
post-hoc test showed that C < N. The ranking of Ω𝑎 was
N < G < C, and the assumption of sphericity was not violated
(𝜒2 (2) = 3.15, 𝑝 = 0.207). Guidance method was significant
(𝐹 (2, 34) = 8.08, 𝑝 = 0.001), and according to Tukey’s test,
N < G and N < C.
In summary, G exhibited better performance than N in

terms of 𝐸𝛿 but worse performance in Ω𝑎. Between C and
N, C showed better performance in 𝐸𝛿 and 𝐸𝑣 but worse
performance in 𝐸𝑑 and Ω𝑎. Comparing the two guidance
methods, C achieved better performance than G in 𝐸𝛿 No
other combinations showed significant differences.

3) Driving Behavior Performance: The behavioral mea-
sures (𝑆𝑅𝑅1◦ , 𝑆𝑅𝑅4◦ , 𝑆𝑅𝑅8◦ , 𝐴𝑅𝑅0.25◦ , 𝐴𝑅𝑅1◦ , 𝐴𝑅𝑅2◦ , and
𝑇𝐿𝐶<1) of human factors in driving were calculated for each
driving trajectory. The means are shown in Fig. 11c.
The ranking of 𝑆𝑅𝑅1◦ was G < C < N, and the assump-

tion of sphericity was violated (𝜒2 (2) = 6.06, 𝑝 = 0.048).
After the correction by the Greenhouse-Geisser estimate of
sphericity (𝜖 = 0.76), there existed significant differences
(𝐹 (1.52, 25.85) = 24.70, 𝑝 < 0.001), and the post-hoc test
showed G < N, C < N, and G < C. The ranking of 𝑆𝑅𝑅4◦
was C < G < N. The assumption of sphericity was violated
(𝜒2 (2) = 12.88, 𝑝 = 0.002), so the Greenhouse-Geisser
estimate of sphericity (𝜖 = 0.64) was used for correction.
There existed significant differences (𝐹 (1.29, 21.90) = 48.55,
𝑝 < 0.001), and according to the post-hoc test, G < N, C < N,
and C < G. The ranking of 𝑆𝑅𝑅8◦ was also C < G < N.
Because the assumption of sphericity was violated as well
(𝜒2 (2) = 25.67, 𝑝 < 0.001), we applied the Greenhouse-
Geisser estimate of sphericity (𝜖 = 0.56). In results, there
existed significant differences (𝐹 (1.11, 18.90) = 27.44, 𝑝 <

0.001). In the post-hoc test, G < N and C < N were shown to
be statistically significant.
The ranking of 𝐴𝑅𝑅0.25◦ was N < C < G, and the

assumption of sphericity was not violated (𝜒2 (2) = 1.72, 𝑝 =

0.423). There existed significant differences (𝐹 (2, 34) = 4.30,
𝑝 = 0.022), and according to the post-hoc test, N < G. The
rankings of 𝐴𝑅𝑅1◦ and 𝐴𝑅𝑅2◦ were also N < C < G. Both sat-
isfied the assumption of sphericity (𝜒2 (2) = 3.54, 𝑝 = 0.171
and 𝜒2 (2) = 1.79, 𝑝 = 0.408), but there existed no significant
differences (𝐹 (2, 34) = 2.42, 𝑝 = 0.104 and 𝐹 (2, 34) = 2.16,
𝑝 = 0.130).
In 𝑇𝐿𝐶<1, the ranking was C < G < N. The assumption of

sphericity was not violated (𝜒2 (2) = 1.74, 𝑝 = 0.419). There
existed significant differences (𝐹 (2, 34) = 209.30, 𝑝 < 0.001),
and the post-hoc test showed that G < N, C < N, and C < G.
In summary, both G and C showed better performance in all

SRR metrics, 𝑆𝑅𝑅1◦ , 𝑆𝑅𝑅4◦ , and 𝑆𝑅𝑅8◦ . However, G showed
the best performance in 𝑆𝑅𝑅1◦ , whereas C showed the best per-
formance in 𝑆𝑅𝑅4◦ and 𝑆𝑅𝑅8◦ , all with statistically significant
differences. The ARR metrics showed that G and C were not
efficient. In particular, the results of 𝐴𝑅𝑅0.25◦ demonstrated
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Fig. 10. Examples of the recorded driving data in each method in Experiment II (magnified at 𝑡 = 0–60 (s)). From the top, (A) demonstrates the original steering
wheel trajectories (𝜃𝑠 (𝑡); black, solid), steering wheel reversals (blue markers; gap size = 4◦), and the desired trajectories predicted by the NN (𝜃𝑠,𝑑 (𝑡); red,
dotted). (B) illustrates the curvature profile of the nearest road points from the current vehicle positions. (C) demonstrates the original accelerator trajectory
(𝜃𝑎 (𝑡); black, solid), accelerator reversals (blue markers; gap size = 1◦), and the desired trajectories predicted by the NN (𝜃𝑎,𝑑 (𝑡); red, dotted). (D)
demonstrates 𝑣 (𝑡) (black, solid) and 𝑇 𝐿𝐶 (𝑡) (blue, dotted); red colored parts indicate the TLC values less than 1 s.
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Fig. 11. Means of all skill performance measures for each method in Experiment II. Error bars represent standard errors. The results of Tukey’s test are also
shown in boxes, and asterisks (and red texts in each box) indicate statistically significant differences acquired from Tukey’s test (𝛼 = 0.05). (a) Modeling
performances (𝐸̄𝑠,𝑝 and 𝐸̄𝑎,𝑝), (b) Trajectory-based performances (𝐸𝑑 , 𝐸𝛿 , 𝐸𝑣 , and Ω𝑎), (c) Behavior performances (𝑆𝑅𝑅1◦ , 𝑆𝑅𝑅4◦ , 𝑆𝑅𝑅8◦ , 𝐴𝑅𝑅0.25◦ ,
𝐴𝑅𝑅1◦ , 𝐴𝑅𝑅2◦ , and 𝑇 𝐿𝐶<1), (d) Subjective responses obtained from the questionnaire.

that G significantly degrades the pedaling performance of
N. Both G and C showed that they could significantly help
drivers drive safely with increased 𝑇𝐿𝐶<1. This effect was

more significant in C than in G.
4) Qualitative Results: We computed the mean scores for

each subjective question (Fig. 11d). For the steering wheel, the
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ranking of effectiveness score was N < G < C. The assumption
of sphericity was violated (𝜒2 (2) = 10.87, 𝑝 = 0.004), and
the Greenhouse-Geisser correction (𝜖 = 0.67) was applied.
Significant differences were observed (𝐹 (1.34, 22.77) = 22.53,
𝑝 < 0.001) and according to the post-hoc test, N < G and N <

C with significance. For comfort, the ranking was N < C < G,
and the assumption of sphericity was not violated (𝜒2 (2) =

0.09, 𝑝 = 0.957). There existed a significant effect of guidance
method (𝐹 (2, 34) = 3.41, 𝑝 = 0.045), and the post-hoc test
showed N < G. Both for fun and helpfulness, the ranking was
C < G < N. Because they violated the assumption of sphericity
(𝜒2 (2) = 7.41, 𝑝 = 0.025 and 𝜒2 (2) = 6.28, 𝑝 = 0.043),
the Greenhouse-Geisser correction was used (𝜖 = 0.73 and
0.76). Significant differences were found in only helpfulness
(𝐹 (1.51, 25.67) = 6.06, 𝑝 = 0.012), and in the post-hoc test,
C < N with significance.
For the accelerator pedal, N < G < C in the effective-

ness score. The assumption of sphericity was not violated
(𝜒2 (2) = 1.19, 𝑝 = 0.550). There existed significant differ-
ences (𝐹 (2, 34) = 5.38, 𝑝 = 0.009), and the post-hoc test
revealed that N < G, and N < C. The rankings of the comfort,
fun, and helpfulness scores were C < N < G, C < G < N,
and C < G < N, respectively. However, no difference was not
significantly observed in any of these three scores.
In summary, for the steering feedback, significant differ-

ences were observed for effectiveness, comfort, and helpful-
ness. The participants reported that the two haptic guidance
methods were more effective than N. However, they reported
that only G was more comfortable than N, but C was less
helpful than N. The participants reported that the two haptic
guidance methods were more effective for the pedaling feed-
back than N. However, there existed no significant differences
in comfort, fun, and helpfulness scores.

D. Discussion
For all behavior metrics, the performance of the novice

drivers in Experiment I and the performance of N in Ex-
periment II were similar, because the same novice drivers
participated in both experiments.
Two haptic guidance methods to enhance the steering

performance of novice drivers were both effective. Both G
and C could achieve smaller predictive errors (𝐸̄𝑠, 𝑝), smaller
angular errors (𝐸𝛿), lower reversal rates (𝑆𝑅𝑅1◦ , 𝑆𝑅𝑅4◦ ,
𝑆𝑅𝑅8◦ ), and higher effectiveness scores, all of which are
significantly discriminated from N. In particular, C showed
better performances than G in reducing angular errors and
inducing efficient steering behavior in macroscopic movements
with the lowest 𝑆𝑅𝑅4◦ , 𝑆𝑅𝑅8◦ .
Interestingly, however, the proposed method G induced the

most efficient steering behavior in microscopic movements
with the lowest 𝑆𝑅𝑅1◦ , also with the best comfort score. In
Experiment I, both expert and novice drivers seem to have
similar 𝑆𝑅𝑅1◦ , showing a natural human behavioral character-
istic. However, in this experiment, G was shown to compensate
the novice drivers’ steering wheel reversals, resulting in more
effective steering movements. The compensation effect was
more significantly shown in G than C. Therefore, this is a

unique characteristic of G, which is likely to be induced from
the NN’s output.
However, all guidance cannot enhance the pedaling per-

formance, and even sometimes can deteriorate the pedaling
performance. G and C exhibited large predictive errors (𝐸̄𝑎,𝑝),
unstable pedal controls (Ω𝑎), and low effectiveness scores, all
of which were significantly discriminated from no assistance
condition. G also had a significant detrimental effect on the ef-
ficiency of microscopic pedaling movements (high 𝐴𝑅𝑅0.25◦ ),
compared to the no assistance condition.
Both G and C achieved lower 𝑇𝐿𝐶<1 than N, indicating that

the novice drivers could drive with increased safe time margins
under haptic guidance conditions. Although G showed higher
𝑇𝐿𝐶<1 than C, G could achieve similar 𝑇𝐿𝐶<1 performance
to that of the expert drivers in Experiment I. It indicates that
the novice drivers were able to drive as safely as the experts
drive under the proposed method G.

VII. GENERAL DISCUSSION

Our driving task consists of two sub-tasks: lane keeping
and speed control, and each sub-task focuses more on one
of steering/pedaling skills, respectively. All limb movements
in steering/pedaling actions for our task can be abstracted
and generalized to human point-to-point movements. Point-to-
point movements consist of two phases in the speed-accuracy
tradeoff [43], [44]. The first phase is a transfer motion, moving
the body part close to the target point in a large displacement.
A gross motor skill of the human within a feedforward mech-
anism is mainly relevant to perform this phase. The second
is error-corrective movements added to the transfer motion
when the body part reaches close enough to the target. A fine
motor skill in a visuo-motor feedback loop is mainly required
to execute these movements with faster and more accurately.
The four trajectory-based metrics and the reversal rates with

different gap sizes were separately designed to quantify the
performance of two phased sub-skills (gross/fine motor skills).
The angular error 𝐸𝛿 and the macroscopic steering wheel
reversals quantify the performance in planning and initiating
turns, which is reflected by the controllability of gross motor
skills using arm joints. In contrast, the lateral error 𝐸𝑑 and the
microscopic steering wheel reversals reflect the driving ability
in immediate visuo-motor responses using hands and wrists.
Similarly, the velocity error (𝐸𝑣 ), the pedaling rate (Ω𝑎), the
macroscopic or microscopic accelerator reversal rates are also
correlated to each performance of gross/fine motor ability in
pedaling.
Haptic guidance is considered adequate for gross motor

skills [17]. Because the experts show superior performance
in gross steering skills (Experiment I), haptic guidance, which
haptically demonstrates optimized skill execution, can be di-
rectly expected to enhance these motor skills (Experiment II).
However, it is still controversial whether haptic guidance can
benefit fine motor skills (such as straight line-following) that
require quick responses during execution [17], [45], so the
enhancement of fine steering skills (Experiment II) is not a
common benefit of haptic guidance. Therefore, this effect can-
not be interpreted as a general effect of haptic guidance. In this
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regard, it is highly likely a particular result of inherent motor
adaptation [46] that the novice drivers collaborate with the
assistive haptic feedback on fine error-corrective movements of
experts. Further investigation into motor adaption is required
to clarify this phenomenon.
The experts also show superior performance in fine

pedaling skills (Experiment I). However, our method (and
also conventional haptic guidance) can enhance neither gross
nor fine pedaling skills (Experiment II). There exist several
interpretations of this finding: First, haptic guidance usually
helps to execute gross motor skills; haptic guidance may
not have worked efficiently for this task. Second, the motor
adaption of pedaling may not have occurred since the cognitive
resources of novice drivers are usually limited [47]. Hence, it is
difficult for them to interpret the assistance from both steering
wheel feedback and pedal feedback at the same time. Third,
some adjustments to the NN-based models should have been
considered to induce better enhancement in pedaling skills.
The third interpretation may infer that the NN-based models

can be improved by taking human factors and practical driving
skill characteristics into account based on the design flexibility
of NN. We currently use the same training parameter 𝜏 = 10
(0.2 s) for both steering and pedaling models. However, the
sensing accuracy and dexterity of lower limbs are often
regarded as less than those of the hands [48]. Thus, a longer
time step (𝜏 > 10) with reduced movement bandwidth can
be utilized for NN training to induce improved pedaling
assistance. We may also leverage specified behavioral metrics
for the input of NNs, such as safe time margins (TLC or
time-to-extend-tangent-points (TETP) [42]). These metrics
include human behavioral characteristics, so they can replace
the environmental feature vectors (𝒅 or 𝒛) that also manage
hazardous driving conditions.

VIII. CONCLUSIONS

This paper proposes a data-driven framework that consists
of two parts: modeling expert driving skills from data to
provide performance errors, and incorporating the model
into performance-based haptic assistance to provide assistive
haptic feedback to novice drivers. We developed a haptic
driving simulator to collect expert driving data, and trained
NNs with the data to build an expert skill model. Experiment I
validated that the expert models can provide an optimized
reference for expert steering/pedaling actions, even when new
and complex data is applied. In Experiment II, we found that
the performance-based haptic assistance utilizing our models
can assist novice drivers’ steering skills, but not pedaling
skills. All of these results show that while our framework
has some potentials to haptically assist driving skills, it is
currently limited to only steering support. As a next step,
we plan to conduct a long-term user study to investigate the
educational effects of the framework.
As a final remark, we note that our approach can

be improved through integration with other models and
algorithms. First, our framework can be regarded as an
approach that applies Learning from Demonstration (LfD),
widely used in robotics, to end users [49]. Thus, several

machine-learning techniques based on human decision-making
behavior, such as the Hidden Markov Model (HMM) [22],
would be a novel addition to our approach, especially for more
complex driving tasks. Second, many other haptic assistance
variations using performance error vectors can be candidates
for applying the NN-based expert model. For example,
progressive haptic guidance (or, guidance-as-needed) adjusts
the amount of guidance feedback as the overall performance
error changes [16]. Error amplification provides concurrent
haptic feedback that amplifies performance errors [50], and
haptic disturbance extends error amplification by adding
random and unpredictable noise [45]. Facilitation of such
methods is also the intended direction in our future research.
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