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Rebeca Marfil, Antonio Bandera, Karine Lan Hing Ting, Dimitri Voilmy, Álvaro Dueñas and
Cristina Suárez-Mejı́as

Abstract—The introduction of robots in the real world requires
previous evaluation of the envisaged performance. Factors like
usability, user experience, social acceptance or societal impact
among others have been taken into account in evaluation frame-
works defined during the last years. However, one of the most
important factors that needs to be evaluated in any kind of
interaction is whether all the users are able to work with the
system with the same opportunities and easiness, and none of the
current Human-Robot Interaction (HRI) evaluation frameworks
include this factor yet. This paper proposes an extension of
a popular HRI evaluation framework, including accessibility
as a new evaluation factor. The proposed approach, named
AUSUS, considers Accessibility, Usability, Social acceptance, User
experience and Societal impact. This paper presents a use case
of the framework, which is evaluated through a socially assistive
robotic platform created to perform Comprehensive Geriatric
Assessment: the CLARC - system. The details of the evaluation
process in a hospital and a retirement home are reported and
the main difficulties and recommendations of using AUSUS are
discussed.

I. INTRODUCTION

During the last two decades, the high rise of technology
innovation in Information and Communication Technologies
(ICTs) and Robotics, has resulted in products that have the
potential to play an important role in assisting people with
different necessities: older adults, people with temporal or
permanent disability, etc. [1]. According to the 2002 United
Nations (UN) survey [42], robotics can be grouped into three
categories: industrial robotics, professional service robotics
and personal service robotics. Assistive Robots are those
designed to provide personal service or assistance to people.
This paper is focused on Socially Assistive Robots (SAR),
defined as robots whose main goal is to provide assistance to
human users through social interaction [43].

Nowadays, SAR are being integrated in different healthcare
services, having an impact on health and well-being of older
adults [56].
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The integration of SAR into human healthcare environments
is not a self-evident, and reveals to be a complex task.
Users in human-robot interaction can face many problems
and difficulties related to different factors like usability, social
acceptance, user experience or societal impact [31]. All these
factors have been studied in Human-Robot Interaction research
field (HRI) as detailed in section II-C. One of the factors
that most influences the interaction between humans and
robots is accessibility. For instance, older people generally
have limitations in interacting with software/robots or other
technologies, mainly due to the alterations that accompany
aging (vision, dexterity, hearing and cognitive impairment) and
the ability of people to use the new technology. However, this
essential factor has not been studied in depth yet in the HRI
research field nor it is included in any of the existing evaluation
frameworks, as we analyze in Section II.

For instance, USUS, a popular HRI evaluation framework,
considers Usability, Social acceptance, User experience, and
Societal impact factors [30]. But some people as older adults
could face accessibility barriers, which directly impede the
interaction between the human and the robot, even with
systems that have received a positive HRI USUS evaluation.

The main contributions of this paper are firstly, the iden-
tification of accessibility as a necessary dimension to take
into account in HRI evaluation (Section II-B). Secondly, the
extension of USUS, one of the most complete evaluation
frameworks for HRI, with the accessibility factor to create
AUSUS (Accessibility, Usability, Social acceptance, User ex-
perience and Societal impact). AUSUS leverages tools and
guidelines from Human-Computer Interaction (HCI) research
field and provides information about the accessibility indica-
tors, as well as recommendations of measures and methods to
assess the accessibility of socially assistive robots (Section III).
Finally, AUSUS is used in a case study to evaluate CLARC,
a socially assistive robot to perform Comprehensive Geriatric
Assessment (CGA) in retirement homes and hospitals. The
paper details the evaluation setup, the recruitment process
followed, the materials, the mechanisms used to evaluate the
performance indicators, and finally reflexively discusses the
main difficulties faced during the evaluation. The objective is
to detail as much as possible the evaluation framework and
the insights gained - both pragmatic and methodological -
while presenting the specificities of our use case, in view of
a possible generalization.
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II. LITERATURE REVIEW

This section presents relevant previous work concerning
three topics which are important for our research object. First,
Socially Assistive Robots (SARs) are presented in resonance
with a definition of ”robots”. Knowing the main characteristics
of SARs allows a contextualized understanding of the most
used HRI evaluation frameworks, which appear as essential,
and is presented second. Third, this literature review presents
accessibility as an important factor that influences the success
of robotic systems before they are introduced in the real world.

A. Robots and Socially Assistive Robots

One of the difficulties in reaching a clear definition of what
a robot is, is the wide range of types and uses – from industrial
to service robots – and the fact that research has initially
focused on the former. The European consortium Robolaw,
in its Guidelines on Regulating Robotics [44], proposes, a
taxonomy of robots. Aiming at inclusion rather than exclusion,
and based on robots’ main characteristics, takes into account
the plurality of uses and applications: (i) Use or task, (ii)
Environment, (iii) Nature, (iv) Human-robot interaction, and
(v) Autonomy.

Social robots are characterized by understanding and com-
municating in a human-like way, allowing them to behave as
social actors and be understood as such by their users [46].
Feil-Seifer and Mataric [47] propose a taxonomy of social
robots, and identify 3 main categories: (i) Assistive Robotics
(AR), which gives aid or support to a human user (reha-
bilitation, wheelchair and other mobility aides, companion,
manipulator arms for the physically disabled, or educational
robots). (ii) Socially Interactive Robotics (SIR), whose main
goal is to develop close and effective interactions with the
human for the sake of interaction itself. (iii) Socially Assis-
tive Robotics (SAR), which also aims to create close and
effective interaction with humans but in this case with the
goal of giving assistance and achieving measurable progress
in convalescence, rehabilitation, learning, etc.

This study is focused on Socially Assistive Robotics (SAR),
because their performance does not only rely on the classical
aspects of robot behaviour (mobility or speech capabilities)
but also on social abilities, including more complex scenarios
to be evaluated. Also it is more likely that people using them
will face accessibility barriers during interaction.

B. Accessibility

Today, the importance of developing accessible and usable
software is well known in the HCI field [4]. The concepts
of software accessibility and usability are related, but they
are not the same [22]. Accessibility addresses discriminatory
aspects related to the equivalent user experience for all people,
regardless of their cognitive and functional abilities and/or
disabilities. The software usability addresses the aspects of
ease of use and learning. In general, accessibility requirements
improve usability for all.

Accessible software is, therefore, a software that all peo-
ple (people with disabilities, older adults, people in special

environments, etc.) can perceive, understand, navigate and
interact with. Accessibility and design for all is currently being
studied in depth in HCI. However, in HRI, just some research
project are focused on specific disabilities. For example, [59]
is focused in visually impaired needs when interacting with
robots; [25] details a case study for accessible interface
for telepresence robots; or [60] is focused on usability and
accessibility issues for an autonomous humanoid robot living
with elderly people. However, none of this studies introduce
a methodological framework to evaluate the interfaces acces-
sibility.

C. Evaluation frameworks for Human-Robot Interaction

Attending to the characteristics of SARs presented above,
evaluating HRI is a key issue. This necessity of defining
metrics to measure the success of robotic systems in the
HRI research field made theoretical and methodological eval-
uation frameworks rise. The theoretical taxonomy of Yanco
et al. [32] addressed multiple research areas like HCI or
Computer Supported Cooperative Work (CSCW) and social
sciences to offer a holistic picture of research aspects, setting
therefore the first steps in generalizing the HRI research.
The evaluation framework of Erfanian et al. [2] provides
metrics to measure user satisfaction in collaborative Virtual
Environments. The first attempt to define metrics was made by
Steinfeld et al. [23], based on an HCI perspective, to measure
navigation, perception, management, manipulation and social
acceptance for mobile robots. Sung et al. [41], define the
Domestic Robot Ecology (DRE) framework, evaluating the
long-term acceptance of robotic technologies at home. Heerink
et al. [40] assess the acceptance of assistive social agent
technology by older adults, describing the Almere model,
adapting and extending theoretically the Unified Theory of
Acceptance and Use of Technology (UTAUT) model [26],
which investigates which factors influence the intention to use
the new technology.

The USUS methodological framework [31] consists of a
mix of methods derived from various research fields: HRI,
HCI, Psychology and Sociology. It addresses usability, social
acceptance, user experience and societal impact of humanoid
robots used in collaborative tasks, giving a holistic view of
robot evaluation.

However, none of the existing frameworks includes acces-
sibility as an evaluation factor in HRI. The key point of this
paper is that accessibility emerges as an indispensable factor
when people with special needs interact with robots. The use
of complete evaluation frameworks of HRI could help the
designers and developers to improve the system, guaranteeing
the success of the robot’s development and integration in the
society. This is the reason why the paper proposes to enrich the
USUS HRI evaluation framework by including accessibility as
a complementary factor.

III. INCLUDING ACCESSIBILITY IN AN HRI EVALUATION
FRAMEWORK: AUSUS

The USUS methodological framework [31] takes into ac-
count most of the difficulties and problems that users face
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when interacting with a robot, so it has been chosen as basis
of our proposal. The evaluation factors included in USUS are:

• Usability: effectiveness, efficiency, learnability, flexibility,
robustness and utility.

• Social Acceptance: performance expectancy, effort ex-
pectancy, attitude towards using technology, self efficacy,
forms of grouping, attachment and reciprocity.

• User Experience: embodiment, emotion, human-oriented
perception, feeling of security and co-experience.

• Societal Impact: quality of life, working condition and
employment, education and cultural context.

The framework proposes different methods to assess these
evaluation factors, such as expert evaluation, user studies,
questionnaires, physiological measures, focus groups and in-
terviews [31]. The framework has been successfully used and
enhanced with User eXperience (UX) goals [45]. However,
Accessibility is not part of this methodological framework and
therefore, as explained above, our proposal includes this factor
into the USUS evaluation framework to create AUSUS. The
remaining of this section describes Accessibility as an HRI
evaluation factor and specifies different methods to assess it.

A. Accessibility as Evaluation Factor

The term accessibility is defined in ISO 26800, ISO/TR
9241-100 and ISO/TR 224111 as the “extent to which prod-
ucts, systems, services, environments and facilities can be
used by people from a population with the widest range of
characteristics and capabilities to achieve a specified goal in
a specified context of use”. Using this term from an inclu-
sive perspective in HRI, accessibility would benefit everyone
interacting with robots, avoiding the presence of accessibility
barriers and recognizing that no two people have exactly the
same abilities/disabilities and interaction characteristics, which
are influenced by their gender, age, health condition, body size,
temporal or permanent impairments, training and experience.

As aforementioned, the position adopted in this paper is
based on Petrie’s research work, who claims that software
accessibility and usability are related, but they are not the
same [22]. On the one hand accessibility addresses discrim-
inatory aspects related to the equivalent user experience for
all people, regardless of their cognitive and functional abili-
ties and/or disabilities. On the other hand, software usability
addresses the aspects of ease of use, related to effectiveness,
efficiency and satisfaction, according to its definition in ISO
9241-11:1998 standard. The indicator for the accessibility
factor is based on the detection of accessibility barriers during
the interaction, taking into account the requirements included
in standards and guidelines related to hardware, software and
safety of products and services. Therefore, the new factor of
USUS (Accessibility factor) can be defined as:

Detection of usage barriers that users could face when
interacting with robots because they are not properly
designed. This factor is related to hearing, visual, motor
or cognitive disabilities, affecting the use of new tech-
nologies.

In order to evaluate the accessibility factor we propose
the HCI indicators specified by the W3C Consortium at

the WCAG guidelines [14], adapted to HRI evaluations by
Qbilat [58]:

• Perception: the information presented by the robot must
be perceivable by all the users and must be adapted
to their needs, providing: multiple interaction modalities
(alternatives to non-textual content, location of interaction
devices, etc.); synchronized media equivalents for time-
dependent content (captions for the robot’s voice and
any other relevant sound, audiodescription, sign language,
etc.); adaptable content (meaningful sequence of contents,
assurance of the user’s orientation during the interaction,
identification of the purpose of any interface, etc.); dis-
tinguishable content (adequate color contrast; proper use
of color, audio and video control, content resizing)

• Operation: the interface components must be operable,
by: providing an accessible control mechanism or access
to assistive technology and enough time to interact (ad-
justable timing, pause/stop/hide components, etc.); avoid-
ing negative physical reactions, like seizures produced by
blinking and flashing contents, etc.; ensuring navigable
contents (focus order, multiple navigable ways, use of
proper headings, labels and titles, clear link purposes,
etc.); and allowing multiple input modalities (pointer
gestures and cancellation, target size, etc.)

• Understanding: the information must be understandable
by providing: readable and audible content (known lan-
guage, avoiding unusual words and phrases and abbre-
viations, proper reading level and pronunciation, etc.);
predictable content (consistent navigation, components
focus and identification, etc.); and input assistance (for
error identification, prevention and suggestion, including
labels/instructions and help, etc.)

• Robustness: the interface must be robust, by providing
compatibility with current and future technology and par-
ticularly assistive technologies. Moreover, the interface
should provide the option to communicate with a human
to help the users if they need to.

Figure 1 shows the AUSUS framework evaluation factors
and the methods proposed to assess them.

B. Methods to Assess Accessibility

In line with the core principles of the broadly termed user-
centered design, i.e human-centred design [48], participatory
design [49] and iterative design, users have to be involved in
the accessibility evaluation of the robot’s interface during the
whole product’s development, from the needs analysis to the
pilot evaluation of a fully functional prototype [50].

Due to the very nature of accessibility, characterized by both
requirements included in standards and guidelines, and barriers
linked to specific individual impairments, the classical (quan-
titative) metrics of evaluation frameworks for HRI appeared
insufficient to address the complexity of the issue. Instead, as
explained in the Evaluation set-up (Section V below), we used
what we would term ”measures”, which include both metrics
and qualitative indicators. Indeed, if expertly conducted, as
we believe is the case in this study, qualitative descriptions
and judgments can be as valuable as, or more valuable than
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Fig. 1. AUSUS framework evaluation factors and methods.

measurements. In complex multifactorial circumstances, like
evaluating accessibility, metrics can be misleading. Therefore,
relevantly adopting this mixed methodological approach is
central for assessing accessibility. The authors are convinced
of the complementarity between qualitative and quantitative
approaches, allowing a more meaningful, in-depth and con-
textualized understanding of the quantitative results [57]. The
objective of using this mixed methodological framework is
twofold: on the one hand, triangulation, which ensures the
validity of quantitative analyses [51], and on the other hand,
the complementarity of quantitative and qualitative methods,
the latter allowing for a more refined and contextualized
understanding of quantitative results [52]. Indeed, the un-
derlying logic of the combination is that neither quantitative
nor qualitative methods alone are sufficient to capture trends
and details. Indeed, mixed methods studies in the health
domain can access knowledge that would not emerge from
a qualitative study, or from a quantitative study that would be
conducted independently of each other [53]. This argument
about complementarity will be demonstrated in the evaluation
set-up and analyses (section V).

Of course, adopting this mixed methodological approach
has consequences on the usual practices of HCI evaluations,
including the number of participants. The choice of the number
of participants for these preliminary user tests is both method-
ological and practical. Indeed, studies on usability tests [54]
show no significant correlation between the number of users
and the number of severe problems identified. Nielsen [55]
recommends having tests with ideally 3 users, and a maximum
of 5: “Elaborate usability tests are a waste of resources. The
best results come from testing no more than 5 users and
running as many small tests as you can afford ”, he says.
Therefore favoring in-depth iterative testing and following
the guidelines for qualitative evaluations, few users could
sufficient to form a representative sample of the population,

in terms of IT use and functional and cognitive abilities.
Different methods can be used to assess accessibility in

HRI, based on the HCI research field. Focusing on Web
accessibility, the W3C/WAI model of accessibility assumes
that to get Universal Accessibility in Web pages/sites, the
key precondition is the conformance to WCAG (Web Content
Accessibility Guideline) [14]; the tools used by the web devel-
opers must conform to ATAG (Authoring Tools Accessibility
Guidelines) [12]; and the browsers and assistive technology
used by the end users must be compliant with UAAG (User
Agent Accessibility Guidelines) [13].

The World Wide Web Consortium (W3C) proposes a
methodology to perform accessibility conformance evaluations
of web pages/sites; the WCAG-EM [15], carried out by
accessibility experts. The methodology involves several steps:
defining the evaluation scope, exploring the target website,
selecting a representative sample, auditing the selected sample
and reporting the findings. The activities within the method-
ology steps are influenced by aspects like the main objective
of the evaluation, the type of website, the website size, its
complexity, or the technology used to create the website. Petrie
and Bevan also propose a range of accessibility, usability
and UX evaluation methods for interactive electronic systems
(eSystems) [3].

Based on the methodologies, methods and techniques cur-
rently applied in HCI, a combination of analytic and user
evaluation methods is recommended for AUSUS framework,
to ensure that accessibility is provided considering a wide
range of disabilities and situations:

• Analytic methods are based on inspections of the system
carried out by experienced accessibility experts.

• Empirical methods are based on interaction experiences
where accessibility experts and potential users (users with
functional diversity and older adults) interact with the
robot, following an inclusive user-centered design.

1) Analytic methods: The use of these methods helps to
identify many accessibility issues that can be fixed before
involving people with disabilities in the evaluation phase using
empirical methods (which have a greater cost). Moreover,
the analytic methods help to focus on special accessibility
issues, therefore, decreasing the cost of the evaluation. On the
one hand, the Expert Evaluation methods include Heuristic
Evaluations, also known as Conformance evaluations [15],
where experts analyze how well the robot’s interface meets
accessibility standards and guidelines, resulting in a list of
accessibility problems ranked according to their severity. A
recommendation is to use automatic tools for checking the
conformance with standards and guidelines as long as it
is possible. For instance, if the robot includes displays, its
accessibility can be checked with some automatic tools, as the
508checker1 tool, which checks web-pages for 508 Rehabil-
itation Act compliance. Another example of automatic tools
are those which check the accessibility of the colours used
in the interfaces, as the Accessible Colour Evaluator (ACE)2,
which helps web developers and designers to balance aesthetic

1http://www.508checker.com [last accessed August 2021
2http://daprlab.com/ace/ [last accessed August 2021
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and accessibility constraints when choosing a website’s colour
scheme. The automated checking and expert evaluations can
be performed when initial prototypes or full implementations
are available. This will ensure that the software meets the
accessibility guidelines and standards. Expert evaluations are
needed; none of the existing automatic tools detect all the
accessibility barriers that users could face.

The analytic evaluation must take into account relevant laws
and regulations, at national or international levels, protecting
the rights of people with disabilities or trying to avoid age dis-
crimination. In addition, there are several standards addressing
the basic accessibility conditions of the products, environments
or services, which experts should take into account. For exam-
ple, the European UNE 170001:2007 standard, which includes
the criteria to facilitate Universal Accessibility Management
of the places in which one can enjoy goods or services; the
UNE-EN 301549:2015 standard that regulates the accessibility
requirements suitable for public procurement of ICT products
and services in Europe; the ISO 26800:2011, which presents
the general ergonomics approach, its principles and con-
cepts; ISO/TR 9241-100:2010, which identifies ergonomics
standards particularly relevant to software development; the
ISO/TR 22411:2008, which is focused on ergonomics data
and guidelines for older persons and persons with disabilities;
or the ISO/IEC Guide 71:2014, which provides guidance to
standards’ developers on addressing accessibility requirements
and recommendations in standards that focus on systems used
by people, among others.

In HCI, there are numerous recommendations, guidelines
and standards that summarize the main problems that people
with disabilities can face when interacting with software
products, such as those provided by the W3C Consortium [14],
accessibility research groups such as Funka Nu or companies
such as IBM [21]. Some of them are becoming international
standards in which, in some cases, the laws of different
countries rely to preserve the rights of people with disabilities,
such as ISO/IEC 40500:2012 and UNE 139803:12, which
include accessibility guidelines for web content, based on
the previously introduced W3C guidelines. These recommen-
dations and standards serve as a guide for designers and
developers of systems to build accessible systems for all.
However, there is a lack of specific guidelines for HRI. Indeed,
after a thorough review of the literature, only two guides
related to accessibility in HRI have been found, one for robot’s
displays [58] and the other for hardware, software and safety
issues [36]. According to robot interface’s characteristics, the
selection of the proper guidelines and standards is necessary to
carry out the heuristic evaluation. As aforementioned, AUSUS
relies on the HRI guidelines of Qbilat [58] to focus on the
specific evaluation of human-robot interfaces.

On the other hand, accessibility experts can also use meth-
ods as cognitive walkthrough, imagining how users would
solve some tasks [10], and employ models or technology to
simulate the functional diversity of the potential users. For
instance, the use of screen-reader technology can simulate the
experience of a person with visual disabilities.

2) Empirical methods: User studies involve persons with
functional diversity in the accessibility evaluation of the

robot’s interfaces, first in a laboratory-based context, when
potential disturbances to the user interaction are reduced to
the minimum, and later in field-based context [31]. The user
studies are particularly important in accessibility evaluations
because they help to identify accessibility issues that are
not discovered by experts alone: people with disabilities use
products differently.

Disabilities are sometimes grouped into four high-level
categories: visual, hearing, physical and cognitive, but there
is a vast variability within each category. For instance, older
adults whose sight is deteriorating but who can interact without
assistive technology, persons with low vision, who can use
screen magnification software, or blind persons, who need
screen readers or similar software to interact with the robot.
Due to this variability within a category, is it important to
identify a realistic range of participants, taking into account
their abilities/disabilities and their interaction mode. Petrie and
Bevan summarize the main issues to take into account when
designing user evaluations in an inclusive way [3].

Finally, both objective, like interaction issues (time to com-
plete tasks, systems’ errors, accessibility barriers, etc.), and
subjective, like satisfaction surveys, data are recommended to
be collected.

Analytical methods should be used when user testing is not
practical or viable, for instance, when the time to implement
the software is critical and/or for economic or safety reasons,
evaluations using models and simulations could be performed.
Using this kind of evaluations, we could predict accessibility
barriers as the time or cognitive difficulty to complete a
task. On the other hand, evaluations with users are always
recommendable (at all the stages of development, if possible)
and at least when the full system is developed. This kind of
evaluations provides evidence of the system accessibility and
the real use by the target audience.

IV. USE CASE OF AUSUS: CGA AND THE CLARC ROBOT

CLARC [27] is a robot aimed to perform Comprehen-
sive Geriatric Assessment (CGA) in hospitals and retirement
homes. CGA is a medical evaluation process to assess the
capabilities of older adults [16] by means of a series of tests
of different nature. Performing such tests requires to endow the
robot with many capabilities, from classical low level skills,
like reactive obstacle avoidance, to high level ones like speech
recognition or user adaptation. Figure 2 shows the external
aspect of the CLARC robot and a patient interacting with it
at a retirement home during the evaluation process.

The robot is equipped with a Microsoft Kinect V2 sensor, a
shotgun microphone, a touch screen, speakers, and a web-cam
for recording the sessions. The robot is also fully connected
to an external device: a tablet equipped with large buttons
to facilitate the interaction of older adults. The voice of
CLARC is generated from text using the Text-To-Speech
(TTS) software provided by the Microsoft Speech Platform
SDK. This software is also used for voice recognition, with
the help of specific grammars that are loaded for each question,
in order to maximize recognition rates.

Several of the software modules within the architecture are
in charge of providing a multi-modal interface for HRI. Users
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Fig. 2. Patient performing a test interacting with CLARC robot in the
retirement home.

can interact with the robot using voice, the touchscreen or
the external device, which allows the patient to hand-write or
draw, as required in some tests.

For autonomous behavior the robot relies on the CORTEX
architecture, which maintains a central inner representation for
internalizing the outer world. This representation is collabora-
tively constructed by all the components on the architecture,
whether they are reactive, like those detecting and tracking
people in the scene or recognizing the speech, or deliberative,
like the one that uses Automated Planning to determine a
course of actions or the one that takes care of path planning.

V. EVALUATION SET-UP

It is important to note that the goal of this evaluation is
not to assess the CLARC platform itself. Instead, from a
reflexive and methodological perspective, the objective is to
check whether the AUSUS evaluation framework is accurate
for its purpose, and whether the user test protocol is adapted
to older adults and is efficient in gathering the necessary data
(especially qualitative). With this mixed methods framework,
the aim of the qualitative approach is to take into consideration
the specificities of the context of use. Indeed, the objective
of the proposed AUSUS framework is to achieve a holistic
and situated evaluation of HRI of socially assistive robots,
considering the needs of specific users, older adults, in a
given task, CGA, in a concrete organisational context, the
hospital or retirement home. Through evaluating the viability
of our method, and the conclusions obtained, we expect to
make new contributions to the evaluation process of HRI
of CLARC, and eventually to the evaluation methodology
of other interactive technologies designed to fit older adults
specific needs. Generalization should be possible, considering
at the same time the situated and specific characteristics of
this case study.
A. Evaluation Environment

The evaluation was carried out in Seville, Spain, in two
different scenarios: a retirement home and at the Virgen del

Rocı́o University Hospital. In the retirement home, the focus
of the evaluation was to determine how the CLARC robot
performs a CGA test with older adults. The CGA test chosen
for the evaluation was the Index test (BI) [6][19] (Barthel test).
It is a clinical application instrument to evaluate older adults’
daily living activities through 10 multiple choice questions.
Barthel test questions have between two and four options of
different complexity each. In the hospital, different types of
clinicians could interact with CLARC robot and observe how
other clinicians or patients completed the Barthel test.

One of the authors, a clinician specialized in geriatric eval-
uation at the Virgen del Rocı́o University Hospital, prepared a
case study as close as possible to a real procedure of a Barthel
test in his daily practice. Characteristics and peculiarities of
his own behavior during the medical consultation had been
translated and implemented into interaction design functions
in the robot. The robot was able to: introduce the test to the
user, ask the clinical test questions (by voice and showing
the question and possible answers in a display), and receive
the answer from the user (by voice, touchscreen or remote
control).

For the evaluation in the retirement home, two alongside
rooms were used; one for the interviews with the patients,
and the other to perform the Barthel test with the robot. The
rooms were spacious and familiar for all the patients. Figure
2 shows a photo of a patient interacting with CLARC robot
while performing the Barthel test at the retirement home.

For the project presentation and evaluation at the Hospital,
a large conference room was used. Patients and voluntary
clinicians could perform the Barthel test with the robot, while
their colleagues could watch the procedure.

B. Recruitment of Participants

Two categories of end-users were involved in the study:
patients and clinicians. Patients were volunteers, over 55 years
old and with a Minimental State Examination (MMSE) score
greater than 20 [17]. Clinicians were volunteers too, with a
professional category of doctors or physiotherapists who, in
their daily clinical practice, work with geriatric patients.

Eight patients were involved in the evaluation. They had
different age-related impairments: three of them with light
hearing impairments and one with medium hearing impair-
ments; three of them with light visual impairments and one
with medium visual impairments; and three of them with light
cognitive impairments. They formed a representative sample
of the retirement home’s population, in terms of IT use and
functional and cognitive abilities.

Table I describes the main characteristics of the patients
who participated in the evaluation. The mean age was 81.37±
12.07 years. There were seven women (87.5%) and one man
(12.5%).

Seventeen clinicians participated in the evaluation, of whom
six were primary care doctors (35.3%), four were rehabilitation
specialists (23.5%) and seven were physiotherapists (41.2%).
The clinicians presented a mean age of 32.35 ± 7.13 years.
Out of the 17 clinicians, twelve were women (70.6%) and five
were men (29.4%).
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TABLE I
USER’S CHARACTERISTICS AT THE RETIREMENT HOME EVALUATION

User ID Gender Age Motor Impairments Hearing
Impair.

Visual
Impair.

Cognitive
Impair.

New technologies skills

user1 Woman 86 In a wheelchair from a recent hip
fracture

no no no Cell phone and tablet (phone calls
and photos).

user2 Woman 75 Uses a walker to move around due
to senile impairment

light no no Cell phone (phone calls and pho-
tos) and computer (Internet naviga-
tion)

user3 Woman 84 Uses a walker to move around due
to senile impairment

light medium light Cell phone (phone calls and pho-
tos)

user4 Woman 55 In a wheelchair due to lower limb
impairments

no light light Cell phone and tablet. Advanced
user (continuously).

user5 Man 93 Light impairments related to age medium light no Cell phone (phone calls and pho-
tos)

user6 Woman 84 Uses a walking stick to move
around due to senile impairment

no light light Cell phone (phone calls and pho-
tos) and computer (Internet naviga-
tion)

user7 Woman 82 Light walking impairments but
without technical assistance

no no no Cell phone (phone calls and pho-
tos) and computer (Internet naviga-
tion)

user8 Woman 92 Uses a walking stick to move
around due to senile impairment

light no no Cell phone (phone calls and pho-
tos)

C. Materials

Quantitative and qualitative methods were complementary
combined to answer the research questions, examining both
the patients’ and the clinicians’ perspectives:

• Heuristic Evaluation: accessibility evaluation of the robot
interface made by experts according to accessibility
guidelines, recommendations and standards. Automatic
tools were also used.

• Test and structured interviews: user tests and interviews
were performed with the patients in the retirement home.
Simple tests and a structured interview to the clinicians
who participated in the observations collected clinicians’
point of view and requirements. Interviews were used
before and after interacting with the robot. Before inter-
acting, sociodemographic variables and technology use
and skills (cell phone and computer skills among others)
were surveyed. After the interaction with the robot, ques-
tionnaires and structured interviews were conducted to
measure subjective usability criteria and future intention
to use the robot. The test, questionnaire and structured
interviews contained questions on a Five-point Likert
scale [5] (from 1 = do not agree to 5 = fully agree), ex-
amining users’ perception of usability, social acceptance,
user experience, impact of the CLARC robot (see details
on the description of the results, Section VI), as well as
questions related to accessibility barriers found during the
interaction.

• Objective data: During the user tests, the robot recorded
objective accessibility and usability criteria about the
interaction, in terms of success in achieving the planned
tasks: percentages, mean average time per test / question,
standard deviation, total number of answered questions,
etc. Also, as a useful assistant performing the evaluation
autonomously, the robot also saved the score for each
answered question. These quantitative data were comple-
mented with knowledge about how the tests were actually
achieved. E.g: Log analysis revealed that user2 failed in

answering questions 1 and 3.
• Observations: observation of the interaction with the

robot during the test (in situ or videotaped) allowed
an identification of the exact difficulty and accessibil-
ity barrier found: interaction with the interface, hearing
problems, not knowing what option to answer, Automatic
Speech Recognition (ASR) or touchscreen not consider-
ing the answer given by the user, etc.

D. Defining the Evaluation Procedure

As stated, eight older adults interacted with the CLARC
robot to perform the Barthel test one after each other, and were
interviewed by the researchers before and after the interaction.
Each test with the robot lasted (in total) about 30 minutes.

The pre-test interview focused on three aspects: 1) the
patient was explained the study protocol in detail as well
as his/her rights, and signed the informed consent document;
2) sociodemographic variables were collected: users’ age, IT
tools use and proficiency; 3) user’s opinion was sought about
his/her perception of robots. The objective was to acquire
knowledge about a possible link between familiarity with
technological interfaces and a better performance in interacting
with the robot; and whether an a priori positive/negative
attitude towards robots influenced performance. This pre-test
interview took place in the first room.

Then, the patient was taken to the second room, where
the robot was introduced. The patient was invited to sit
comfortably, and the robot’s main features were explained.
The patient performed the Barthel test with the robot. As
explained above, one of the authors, the physiotherapist having
designed the interaction with the robot for the Barthel test,
was present in the room and proceeded with his own Barthel
Test evaluation, while observing the interaction of patients and
robot. He coded his usual grid based on his observation and
the patient’s answers to the robot. However, with the aim
of reflecting as objectively as possible the patient’s current
functional state, after the sessions, the clinician compared and
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completed his scores with a previous Barthel Test made a few
days before in the retirement home, as part of the medical care
facilities of the institution.

Once the test was finished, patients were accompanied back
to the first room. The post-test interview and satisfaction
questionnaire was built according to the USUS framework and
the new accessibility factor (see aspects examined and results
below).

On the other hand, clinicians who participated in the eval-
uation were summoned in a room of the Virgen del Rocı́o
University Hospital in Seville. After reading and signing the
informed consent, a clinical session was carried out in which
participants could visualize a Barthel test performed by the
CLARC robot on a patient. After the Barthel test visualization,
an AUSUS framework-based questionnaire specific to clini-
cians’ needs and practices was distributed. All the clinicians
filled the questionnaire and submitted it before leaving.

VI. EVALUATION OF THE PERFORMANCE INDICATORS

This section summarizes the evaluation process and methods
used to asses the performance indicators. The main difficulties
faced by the users are also summarized.
A. Evaluating Usability, Social Acceptance, User Experience
and Societal Impact

A in-depth analysis of the robot’s performance factors ac-
cording to USUS was carried out: usability, social acceptance,
user experience and societal impact. For the usability factor,
the following performance indicators were considered:

• Effectiveness: CLARC robot is effective if the robot is
able to successfully perform the Barthel test, properly
processing patient’s answers and providing an adequate
evaluation and recommendation to the doctor. Therefore,
objective data related to the number of successful ques-
tions answered by the users were evaluated to asses this
performance indicator. Moreover, one clinician super-
vised evaluation and recommendation given by the robot
after the Barthel test for each user. Finally a clinician
completed the Barthel test with the same users a few days
after the interaction with the robot, in order to compare
the results of CLARC robot and the results obtained by
the clinician.

• Efficiency: a comparison between the time spent by the
robot to complete a Barthel test and the time spent by
a clinician was done. The robot is efficient if the users
do not spend more time interacting with the robot than
necessary.

• Learnability: to evaluate this indicator, firstly, the users
were asked about their skills related to the use of new
technologies (smart phones, computers, tablets, robots,
etc.) and if they were familiar with this kind of robots
and/or the Barthel test before the interaction. Secondly,
the interaction sessions were observed by a clinician
and an engineer. Finally, after the interaction session
and through a structured interview (questions q1–q4 in
Table II, the subjective opinion of the patients related to
the system’s learnability was surveyed in a 5-point Likert

scale from 1 (strongly disagree) to 5 (strongly agree).
Finally, correlations were studied.

• Flexibility: it evaluates the different ways the patients can
use to communicate with the system: voice, a touchscreen
tablet and a remote control with physical buttons. Each
patient could choose the interaction modality that better
corresponds to his/her abilities and capabilities. Firstly, an
expert evaluation was carried out to evaluate the multi-
modality of the system. Secondly, observations were done
to check which ones were preferred by users. Finally,
question 5 in the structured interview revealed if they
found the robot to be flexible.

• Robustness: it evaluates if CLARC is able to correct and
prevent novel user’s errors. Firstly observations of the
interaction sessions were analyzed. Secondly, the number
and type of errors in each interaction session was stored
and analyzed objectively taking into account the func-
tional diversity of the patients. Finally, the patients were
asked about their subjective opinion after the interaction
through an open-question (question 6 in Table II).

• Utility: to asses this indicator and taking into account
the results of the effectiveness indicator, the patients
were asked if they think the robot is useful for CGA
assessments (question 7 in Table II).

Due to space limitations the resulting data for the remaining
USUS factors are not detailed. To study if CLARC robot is
accepted by patients and clinicians (social acceptance), the
attitude towards using technology, the self efficacy and reci-
procity was analyzed through pre-test and post-test, personal
interviews and observations. The performance expectancy and
effort expectancy indicators were not evaluated, because the
patients had no idea about the functionality of the robot until it
was introduced during the interaction session. In the same way,
the indicator related to forms of grouping was not evaluated
because the interaction should be individual for the Barthel
Test in the CGA assessment. Finally, the attachment was not
assessed because users could not interact with the system
enough time to evaluate this indicator.

To study if patients and clinicians have good experiences
interacting with CLARC robot (user experience), the embodi-
ment, user’s emotions, human-oriented perception and feeling
of security were assessed through session observations and
structured interview analysis, similar to previous assessments.
The only indicator that was not evaluated in this study is
the co-experience with robots, because it is related to how
individuals develop their personal experience based on social
interaction with others.

Finally, the societal impact of CLARC robot was evaluated
through quality of life, working conditions and employment
indicators in a similar way. Education and cultural context
were not assessed in this study, because these indicators were
out of the main aims of the study.

B. Accessibility

This indicator is related to the accessibility barriers found
during the interaction process. During the design phase,
heuristic evaluations of the prototypes were performed by
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TABLE II
PATIENT’S STRUCTURED INTERVIEW DEALING WITH USABILITY

Question ID Description Mean SD
q1 I could hear and understand the robot clearly 4.14 1.21
q2 Learning to operate the robot was easy for me 4.28 1.11
q3 I found the robot easy to use 5.00 0.00
q4 The robot’s explanations of what I had to do were clear and understandable 5.00 0.00
q5 The robot is flexible for me to interact with 4.57 1.13
q6 I found errors during the interaction 2.00 1.57
q7 I think the robot is useful for CGA assessments 4.71 0.48

an accessibility expert, taking into account specific recom-
mendations based on accessibility guidelines for HRI [35],
[36], [58], guidelines for HCI [14], [21] and standards ISO
9241-171, 2008 and ISO/IEC 13066-1, 2011 dealing with
accessible interfaces. Details related to the heuristic evaluation
are provided as supplementary documents of the paper.

Automatic tools were used by the experts to help them
to evaluate the accessibility heuristics of the robot’s display
program, such as Contrast Checker3 tool, which checks the
compliance with the heuristics related to the color combi-
nations, according the W3C content guidelines [14], or the
Readability Grader1.04 which is a tool that allows people to
check whether their content is easy-to-read. Errors found by
the accessibility expert were fixed before the beginning of the
user evaluation, ensuring an accessible interaction from the
experts and guidelines point of view.

Two formal expert evaluations were performed during the
design process, where the accessibility indicators were ana-
lyzed. During the interaction sessions in the pilot studies, ob-
jective data like the number of successful questions answered
by the users, or if an accessibility error or incidence occurred,
were collected. Moreover, the interaction sessions were ob-
served by a clinician and an accessibility expert, who detected
problems dealing with accessibility. A structured interview
(questions q1–q4 at Table III confirmed and extended the
information obtained during the observations. The subjective
opinion of the patients related to the system’s accessibility was
surveyed in a 5-point Likert scale from 1 (strongly disagree)
to 5 (strongly agree). Finally, correlations were studied.

Some accessibility barriers found by the analytic methods
during the design process and solved before user studies were:

• Operation: A button to pause the interaction in the remote
control was needed. On the display this button was
available at every moment.

• Understanding: an echo produced by the robot case made
the voice difficult to understand. It was recommended to
open new sound exits in certain parts of the robot’s case.

• Understanding: the buttons’ look was different on the
display and the remote control, so the correspondence
was not easy for users with cognitive disabilities. It was
recommended to use similar colors and shapes in both
devices and to highlight the option buttons to be pressed
in each moment in the control device (those which are
shown at the display at that moment).

3http://contrastchecker.com/ [last accessed August 2021
4https://jellymetrics.com/readability-grader/ [last accessed August 2021

As a result of the analytical and empirical studies, the final
version of the robot’s interface was:

• Perceivable: It provided multiple modalities to interact
(voice, touch screen, remote control) in order to adapt to
user’s needs. Moreover, alternative to non-textual content
was always provided. Robot voice was captioned, with
some exceptions. The robot’s interface followed a mean-
ingful sequence of contents, and headings, labels, and
other components were used to ensure the orientation of
the users during the interaction, identifying the purpose
of any interface. The content was distinguishable, by
providing a proper use of color and contrast, and resizing
it was also allowed.

• Operable: It provided multimodality to operate with the
robot and the robot allowed time enough to answer the
questions (providing two opportunities to answer before
skipping each question/task). Moreover, blinking and
flashing contents were not present in the interface. Fur-
thermore, the touch screen interface provided navigable
contents: proper focus order, multiple navigable ways,
proper headings, labels and titles, etc. and multiple input
modalities were provided.

• Understandable: The interface used readable text and
audible content using common language and avoiding un-
usual words, complex sentences or abbreviations. More-
over, the content was predictable and input assistance
was provided (highlighting potential physical buttons
to press in the remote control, disabling buttons and
content which is not available for specific tasks, etc.).
Moreover, users were able to ask the robot to repeat
phrases and instructions.Error prevention and suggestions
were always taken into account.

• Robust: the interface presented a button to communicate
with a clinician at any time and no interaction errors were
found.

However, some limitations, which must be addressed before
deploying the robot in daily routine, were found:

• Perception (adaptation): The location of some hardware
components is not configurable and cannot be adapted to
the users’ needs. Just the remote control can be located
wherever the user wants.

• Perception (synchronized media equivalents): Some cap-
tions were missing. Moreover, sign language or audio-
description were not provided.

• Perception (distinguishable): there was no way for the
user to pause/stop the robot’s speech when a new task
started.
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• Operation (assistive technology): the robot does not pro-
vide any way to plug other input devices or assistive
technology.

• Operation (time): the timing was not adjustable and the
users were not able to pause/stop the task.

• Operation (input modalities): other input modalities
should be considered if the robot would allow connection
of other devices.

• Understanding (pronunciation): The robot voice was not
very natural (robotic voice) and the pronunciation was
not the best for some specific sentences. The use of
a better and more human-like text-to-speech model is
recommended.

• Robustness: the interface was implemented in C# lan-
guage, which is a standard language, but new imple-
mentation and software updates should be done to be
compatible with future and assistive technology.

The insights gained from both the expert analysis and the
observational analysis confirm the usefulness of considering
accessibility in our use case of HRI for older adults.

C. Difficulties Met

One of the main difficulties found during the evaluation pro-
cess was the high cost of organizing and doing the evaluation
itself, due to the mixed methodological approach. Next, the
main difficulties are summarized:

• Users recruitment. One of the main difficulties in case
studies involving users with functional diversity is to
recruit enough users of each type of ability/disability
for the study to get statistically significant results. The
difficulty is not only to involve the users in the research,
by explaining the test simply and honestly, but also to
make sure the users can come to the place where the
evaluation is carried out (usually involving caregivers or
relatives) and prepare everything according to their needs.

• Duration of structured interviews. Taking into account
that the CLARC robot’s users are older adults, they
could get tired and lose concentration if the evaluation
session is too long. To recall, the interaction sessions
include: the user test itself (interaction with the robot
for the Barthel test), a pre-test interview and a post-
test AUSUS questionnaire-based interview. When the
authors designed the evaluation process, they realized the
situation and tried to reduce to the minimum the number
of questions of the structured interview. But, even taking
this into account, the authors realized that the sessions
with the patients became too long. If the authors would
evaluate each of the factors thoroughly, including more
questions in the questionnaire, it would be very likely
that some users could not finish properly the evaluation
sessions.

• Methods’ cost. The methods used during the evaluation
process require the presence of at least one expert (clini-
cian, engineer, field researcher, etc.). Also, the time spent
during the evaluation process and the a posteriori analysis
of the results is considerable. Apart from being time
consuming, qualitative methods imply the engagement of

the researcher. Contrary to quantitative methods, doing
user studies, or more generally fieldwork, is not just ”data
collection”. The researcher is required to actively interact
with the users, from welcoming them and presenting
the tests, to competent interviewing. The validity of the
data collected depends on these skills, which require that
computer scientists are familiar, favorable or a minima
trained to these methods.

• Number of guidelines/heuristics/recommendations. The
large number of accessibility, usability and UX guide-
lines, heuristics, recommendations, etc. requires a high
effort to learn and apply them appropriately. Moreover,
the heuristic evaluations are very time consuming, so a
selection of the main interaction tasks types is recom-
mended.

However, despite the cost, the authors are convinced of the
usefulness of this mixed methodological approach to gather
relevant insights about socially assistive robots’ use. Indeed,
through our approach, and in particular through the proposal of
the AUSUS framework, the aim is an in-depth understanding
of situations involving robots and older adults. This includes
the HRI dimension for sure, but considers design of HRI as
part of a broader research aim. Thus, our proposal of the
AUSUS framework - that makes the users’ specific needs
become the central concern - is part of an effort to go a
step further in adopting a human-centred approach [38], an
approach to the design of technologies that is focused on older
adults’ abilities (rather than dis-abilities), which corresponds
to the latter’s needs and values, and aims at empowering them.

VII. RECOMMENDATIONS FOR USING AUSUS

AUSUS is a methodological framework which takes into
account a considerable number of evaluation factors, each
one with different qualitative and quantitative indicators to be
considered. This makes AUSUS a very complete evaluation
framework for HRI. However, the relative high cost of apply-
ing this framework, as compared to mainstream quantitative
methods, requires a strategy to be followed during the robot’s
development. The main recommendation is to apply different
evaluation methods during the robot’s iterative design process:
start with qualitative methods which allow to collect and
analyze the main user needs, use this in-depth understanding
of users’ needs and values to inform design, and continue with
methods that allow to refine and extend the user requirements.
Despite of the techniques used, the approach to design - of HRI
or any other technology intended for older adults - is human-
centred, giving primacy to older adults needs, values and
abilities, at all times during development and evaluation. From
a procedural perspective, research could move forward starting
with the lower cost methods such as heuristic evaluations, to
the higher cost methods, such as complete user studies.

In order to reduce the cost of user studies for accessibility
evaluations, for example, it is recommended to carry out
informal evaluations of specific accessibility issues during
the robot’s interface development, by testing even small im-
provements and iterating often, following Nielsen’s recom-
mendations for user testing [39]. For instance, ask someone
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TABLE III
PATIENT’S STRUCTURED INTERVIEW DEALING WITH ACCESSIBILITY

Question ID Description Mean SD
q1 I could hear and understand the robot clearly 4.14 1.21
q2 I could see everything in the robot’s tablet (text, buttons, images, etc.) 4.28 1.11
q3 I could easily interact with the robot by speaking 2.00 1.57
q4 I could easily interact with the robot by using the touch screen 4.28 1.11
q5 I could easily interact with the robot by using the remote control 4.85 0.37
q6 I could understand the robot easily 4.14 1.21
q7 I found errors during the interaction 2.00 1.57

to execute a specific task, observe the interaction and dis-
cuss the issues with him/her. Then, a formal evaluation of
accessibility issues can be carried out once the system seems
to be accessible (after conformance evaluations and informal
user studies), gathering both quantitative and qualitative data
from representative users performing specific tasks. These
evaluations would then involve a fairly large number of test
subjects, and the accessibility indicators would be measured
carefully in several different ways, so that the results can be
generalized to other situations. This can be also applied to
evaluate other factors of AUSUS framework.

Considering the wide range of functional diversity when
working with users with special needs or presenting any kind
of disability, as older users, the recommendation is to focus
the evaluations on the target users. If they include a higher
percentage of people with disabilities, focus on those relevant
characteristics. For example, if the target users are seniors and
the robot’s main aim is to interact with persons with diabetes,
even if most of them would have age-related disabilities, the
most important disability to take into account is the visual
disability directly related to diabetes.

Finally, the last recommendation is to reduce the time
spent by each user in the evaluation. As explained, one
of the difficulties met is the risk of fatigue and loss of
concentration. From a pragmatic perspective, this could result
in incomplete/biased data. From an ethical perspective, tests
that are too long could tire older adults uselessly and put
them in a failure situation. Therefore, to avoid these risks,
it could be helpful to plan the experiments according to issues
under investigation at a given moment. The research could be
organized to evaluate one of the five factors of the AUSUS
framework, in different evaluation tests during the whole
robot’s design process, taking into account that designs go
through several iterations of interface testing. Then, the nearly
final version of the HRI design (which is likely to receive less
”to-be-improved” feedback, shortening the test length) could
be evaluated in a formal way, based on the whole AUSUS
framework. Combined by the quantitative aspect (adequate
number of representative test subjects / participants), the rigour
and generalizability of the results produced by the AUSUS
framework will be guaranteed.

VIII. CONCLUSIONS

The paper discusses and proposes to improve classical
Human-Robot Interaction (HRI) evaluation frameworks. The
HRI accessibility factor is identified as a necessary evalua-
tion item to take into account in systems where users with

functional diversity are interacting. Therefore, a classical HRI
evaluation framework has been relevantly chosen to be com-
plemented with the accessibility factor. The framework chosen,
USUS, is one of the most complete evaluation frameworks
for HRI, combining methods derived from various research
fields: HRI, HCI, psychology and sociology, and therefore,
providing a holistic view of the evaluation of robots. The
extension of USUS has been named AUSUS. A use case of
the application of AUSUS in real scenarios is presented, eval-
uating the performance indicators of CLARC robot, a socially
assistive robot interacting with seniors in a retirement home
and in a hospital. The paper presents in detail the evaluation
setup, the recruitment process followed, the materials and the
mechanisms used to evaluate the performance indicators. The
main difficulties faced during the evaluation are summarized
and recommendations about the use of AUSUS are discussed.
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