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Delta-Modulation Coding Redesign for Feedback
Controlled Systems

Carlos Canudas-de-Wit, Fabio Gomez-Estern, and Fram&sdrubio

Abstract—This paper investigates the closed—loop properties of as a means of connecting plants and actuators is easily
the differential coding scheme known as Delta-Modulation £-  ynderstood, the set of problems arisen by the technological
M) when used in feedback loops within the context of feedback convergence is complex. In one sense, stability of comtrsll

controlled systems. We propose a new modified scheme of the b ised by the inclusi f work d
original form of the A-M algorithm which is better suited for may be compromised by he Inclusion of a network, and new

applications where the sensed information is used in feedok. Closed—loop analysis must be done, with specific quantizati

A state feedback controller is implemented with the state es modulation considerations, (see, for instance, [7] and the
timated by a predictor-based differential decoder. Stabity of  references therein). Another approach is to monitor the net
the resulting closed—loop systems (controller—coder—deder) are work quality of service (QoS) parameters, to consequetial

studied. These properties (stability and performance) depnd on ¢ th troll ins f . tabl ;
the quantization parameter A, which is assumed constant in the une the controfler gains for maximum stable performance,

first part of our work. In a further step, parameter A is made as is presented in [22]-[23]. Finally, co—design approaete
adaptive, by defining an adaptation law exclusively in termsof [18]) addresses simultaneously the modification of the robnt
information available at both the transmitter and receiver side. strategy and the message transmission schedule for beatlove
With this approach both stability and performance is improved. results.
Applications concerned with real-time wireless networked
Index Terms—Differential coding, Delta modulation, Net- controlled systems, as shown in Figure 1, seek for data-
worked controlled systems, NCS, Wireless Sensor Networks. compression algorithms aiming at reducing the amount of
information that may be transmitted throughout the communi
) ] ) _cation channel, and therefore permitting a better resaaitoe
ELTA modulation A-M) is a well-known differential ¢a¢on and/or an improvement of the permissible closegs-loo
coding technique used for reducing the data rate requirgtsiem bhandwidth (data-rate). Moreover, recent advarnces i
for voice communication, see [20]. The standard techniaygs field are strongly focused on energy consumption, which
is based on synchronizing a state predictor on emitter apdpy ohaply the key to cheap distributed sensing. Vendors of
receiver and just sending a one-bit error signal correspgndyechnologies like ZigBee and Bluetooth now claim that desic
to the innovation Qf _the. sampled data with re.spect to .t.r}ﬁay be powered on the same battery for years, leaving a way
pred|ctor._ The pred_|ct|on is thgn updated by _addlng a pa@sitlyg non replaceable battery devices into the market. Energy
or negative quantity (determined by the bit that has beegnsumption is thus a goal together with bandwidth when-deal
transmitted) of absolute valua, a known parameter shared,g yith modern sensor networks, and new communications
between emitter and receiver. __technologies. The search for minimal data transfer deviites
This paper studies different aspects of the use of diffelyhtro| has also been motivated by underwater applications

ential coding as a means for transmitting sensing signals {jere data rates are normally bounded below 100 b.p.s. due
feedback controlled linear systems. In particular we focys ihe strongly dissipative medium.

on the stability issues that appear when themodulation
scheme is embedded in a control system between the device

|I. INTRODUCTION

measuring the state and the control signal. The problem is of bigs = Avg + Buf ! %
interest in the area of Networked Controlled Systems (NCS) :

calling for data-compression algorithms, but also in digit ur o
control applications where sensed information is conderte Adanie Communication
using analog-to-digital converters (ADC) with few bitse(i.

1-bit ADC). K Tk differential Ok ‘

decoder

A. Delta-modulation as a coding mechanism in NCS

Networked Control Systems is a multidisciplinary fieldkig. 1. Block diagram of the problem set up studied in thisgpap
where Control and Communications technologies and Infor-
mation theory meet. Whereas the advantages of using nesworkThe Delta modulation&-11 ) algorithm can also be under-
C. Canudas-de-Wit is with CNRS, GIPSA-Lab, UMR-5528, Giep St00d as the coarsest two-level (1-bit) quantizer. Opatiun
FRANCE. Email:car | os. canudas- de- wi t @i psa-| ab.inpg.fr. of the quantization levels is mandatory in large-scaleesyist
Fabio Gomez-Estern, Francisco R. Rubio and José Fomewih the  gnd may be of great interest while designing low cost trans-
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mitter/receiver components. Differential coding in feadk
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fornes@r aj ano. us. es, system is thus a simple alternative to reported controlreeise



concerning the use of quantizers in the context of NCS, ithe limiting case of the discrete-time formulation (finitata
[12], [7], [17], [14], [27], [16]. More precisely, the use ofrate transmission), and provides a better understanding of
delta—modulators for networked control has been reporiedthe maximal stability properties that can be attained. $bal
[15], as a practical implementation without theoreticabdity shows the substantial simplification that can be reached in
analysis. the stability analysis, as well as the separation propertie
The modified formof the (A-M') algorithm proposed here, between states and estimation obtained by using the prdpose
has the ability of enforce theeparation principlebetween the A-M modified form. In this part, we study the closed—loop
control law and the estimation process (coding strategg)aA stability properties of the original form of th&-M algorithm.
result, the (linear) feedback law is first designed disréigar Then, we propose a new coding law that improves over the
the coding algorithm £ = ). Then, the coding schemeoriginal form of the A-M algorithm, and it allows for the
is designed in order to preserve stability when embeddsédparation principlementioned previously.
in the feedback loop. It is also worth to mention that this Based in this modified form, we then study the discrete-
modified formof the A-M coding structure explicitly containstime case, which permits a more clear assessment of the data
information about the model plant and the controller feelbarate constraints. It is shown that the system states coaverg
gain. a ball enclosing the origin, and that the result is semi-gjlob
Others works leading with some variants of the Delt@he size of the attraction region and the system precision,
modulation coding in feedback systems can be found in [dkpends on the coding gaih linearly, and is also a function
for energy-aware coding, [3] for the combination of Deltaf the location of the unstable discrete—time open—loogsol
modulation with entropy variable length coding, [11] foeth These results show that the stability properties improvihas
use of more than one bit, and [5] for multivariable coding iBampling time is reduced, or equivalently as the transwoissi

the fixed quantization case. data rate is increased.
) ) Finally, the last part of the paper illustrates an adaptatio
B. Delta-modulation as 1-bit converter mechanism, consisting of making time variant the quaritizat

The other possible scenario where our results will be afterval A. In our adaptive approach, closed—loop global
interest, concerns embedded control systems where thersenasymptotic stability is proved for the noiseless case. Tleee
and digital controller are embedded in the same electronigbrandom noise in the performance of the adaptive quantiza-
(system on chip, SoC). With the aim of saving energyion scheme is also analyzed via numerical simulations.
cost, and space in the silicon layers, low-resolution agalo
to-digital converters are preferable to high-resolutiores . .
Numerous examples of the use of Delta—modulators embed(jPedComloarlson with other approaches
in general microelectronic devices have been reporteden th The problem of quantization with time—varying resolution
literature. For instance, [1] and [24] use FPGAs and ASIGs feedback loops has been addressed in [10] and [2]. The
for implementing Delta and Sigma—Delta—modulation A/Dirst of these works presents, in the case of fixed resolution,
converters for current and voltage measurement. The needcheme similar to [6], in the sense that the state estimatio
for oversampling the analog signals, is compensated by fisecomputed trough a filter built upon the closed—loop system
technological advantage of reducing the number of ADfatrix. However, the extension to variable—scale quatitiza
channels and comparators. is only defined in thezooming—indirection, and hence the
Interesting applications using Delta-modulation insid@-c initial states are upper bounded by the initial choice of the
trol loops are also found in gyroscopic and acceleratios@en zoom factor. As a consequence, only semi—global statidizat
in MEMS, which are configured as shown in Fig. 2. Thés achieved. Here we propose &-update law that works
principle, as described in [13]-[19], is based on feedbackvell for bothin—and-eut zooming directions, thus providing a
sensing the capacitive mass displacement produced by maeans to capture unbounded initial states inzbeming—out
acceleration on the device. In [13] and [9], this analogowstage and guaranteeing global asymptotic stability. Maggo
mass displacement is converted to a digital signal by usingldy defining an explicitA—update law in both directions, if
bit Sigma—Delta modulation encoders. Then, 1hkit signal the state is driven temporarily out of the domain of atti@acti
is decoded and used in feedback to “cancel” the exterralany time due to unattended disturbances, the system will
acceleration that disturbs the small mass motion. If therobn recover stability, unlike the case of [10].
is successfully designed, then the control signal equads th On the other hand, the work of [2] also guarantees global
external acceleration providing the desired measure. Matie asymptotic stability with time—varying full—state quazatiion
this example is similar to the framework displayed in Figlirein two subsequent stages. Although our approach can be
with the difference that the encoder signals are transthiife roughly understood as a particular case of the Theorems

wire. provided there, an important new feature introduced here is
_ o a state predictor that reduces the amount of data transimitte
C. Main paper contribution per sample by only sending the quantized prediction error.

The paper contributions are presented in the following orddhis reduces the data—rate to a minimum of 1 bit per sample,

First we study the case of the Delta-modulation algorithmvhile the data—rate in Theorem 3 of [2]lisg,(2M), a value
underfixed-gainA. To begin with, we address the continuousthat cannot be taken arbitrarily low/ is actually defined as
time formulation case, which is relevant because it captura function of the matricesl,B,K of the control system, and
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Fig. 2. Block diagram of MEMS accelerometer usidgM both in the inner analog capacitance—to—digital convarsiod in the outer force—feedback loop.

it must be large enough to make the (thereby defined) scale 4= Az + Bu z differential | O

factor small. In Theorem 4 of [2] a 1-bit per sample data—rate encoder
transmission scheme is also discussed, but here the deparat

principle is not present, as the feedback= H(g(x)) is no u Communication
longer a linear feedback of the state estimated on the receiv channel
side. But probably the most significant difference betwdsn t

approach and the one presented here is the zooming factor. In A 2 siferontia J
[2], it is calculated in terms of the convergence of the state Ki decoder

an attractive ellipsoid, whose geometry depends in a comple

way on the system matrices. In our approach the zoom factor is
updated at all times with a simple law that only depends on thd: >
last two state estimations, irrespective of the systemioestr
(and hence not subject to the side effects of bad identificati

Block diagram of the continuous-time version of thielgpem.

with heat flow or energy consumption models to design
optimal control strategies. In those cases, the actuators

E. Definitions and notation are normally few and large in size (air conditioning units,

Let z € R", A € R"™". The following definitions and window openers...) and they are wired to the controller
notation are in order: (when not directly built—in).
o Jlz]|? =30 2? « Another application where a great research effort is being
o 2| =300 |zi], where|z| > ||z]| done is in underwater vehicle control. In a scenario where
e sgn(z) = [sgn(z1),sgn(z2), - ,sgnz,)]*, a set of underwater explorer robots are remotely con-
with sgn(0) = &1 arbitrarily!, and trolled and coordinated by a surface vessel, the limitation
« ||A]|| is the induced Euclidean norm of. on data rate appear exclusively on the upward link, as the
surface ship enjoys a significantly larger source of energy
F. Control setup for transmitting.

The control setup under study is shown in Figure 3, which
describes a closed-loop systen_"n under one-way commumcage Assumptions
channel. The control computations are assumed to be done at )
the plant side, whereas the sensor is remotely locatedr-Info The hypotheses used all along the paper, are the following:
mation from sensor to controller is then transmitted thioug « The coding strategy is assumed to be scalar, i.e. each

a data communication network, and coded by the differential componentx}; of the vector signalr;, is coded inde-

encoder/decoder magsg : z — §, and®p : 6 — %, where pendently of each other. Therefore, the encoding (re-
d(t) is the encoded signal vector of dimensionwith only spectively decoding®p) process is defined as a-
two-valued elementg‘(t) € {—1,1}, Vn = 1,2...,n, and dimensional map®y = [®},®%,...07]T, with ele-
Z(t) € R™ is the estimated value of as obtained from the ments®, : 2% — ¢,

decoding mapbg. « The encoded system outputs are binary,diec {—1,1}

This architecture is commonly found in the NCS literature « The maximum bit rate per unit of time B [b.p.s.],
where a common actuator is used for controlling a system. Transmission and ADC delays are neglected. Aspects re-
with distributed sensors (probably a large number of lowt cos  lated to transmission delays have been studied elsewhere,
wireless devices). Some practical applications wheresésisi see for instance [26], and [25].
clearly justified are:
« Energy—efficiency control in buildings. In such applica-
tions, it is quite frequent to distribute a set of low—power Il. CONTINUOUS-TIME FORMULATION

temperature and humidity sensors all over the premises, inTO simplify matters, we first consider in this section a

order to gather distributed information and use it togethﬁg"y continuous-time formulation. The more realistic cliste-

Iwhen our encoding algorithm requires that value, we withalit to issue time case, 'nCIUC_j'ng data-rate constraints, will be stuidre
a +1 or -1 arbitrarily. subsequent sections.



d d z B. Coding separation principle
f The complete coding process can be seen as an estimation

A process defined by the coding mdp: : « — z, for the
problem of state feedback stabilization In the case of bidia
noiseless channel transmissidg is simply defined a®¢ =
q)E o q)D
Encoder A Decoder

Behind the separation principlethat will be advocated
Fig. 4. Block diagram of standard continuous-time versidntte A- h?re‘ IIeS. the idea (.)f first d§5|gn|ng the. feedbacAk gailn
M coding scheme. The encodér is depicted at the left, where the decoderdisregarding the coding algorithm; assuming that #, and
@ p is shown at the right. Fon > 1, & is defined as§ = [6%,62,...,67]T, then designing the coding mal- in such a way to preserve
with &* € —1,1. stability when®c is embedded in the feedback loop. In fact,
the feedback law design is separated from the design of the
. . . . coding algorithm, while the converse is not true, as it wél b
We.conS|de-r linear systems, with a linear feedback of ﬂ&%monstrated later.
following form: ) With this in mind, we first consider here that the linear
@(t) = Az(t) + Bu(?) (18)  feedback gaink is designed so that the matrix
u(t) = —Ki(t) (1b)
A.=A- BK
wherex(t) € R", A € R™*", B € R"*™ are controllable
matrices,u(t) is the input vector. is strictly stable under the controllability assumption thé
pair (A, B). Then, we will see that some modifications on
the standardA-M algorithm are in order, for this separation
principle to be possible. Before introducing the modifiethio
There exists a large class of source coding algorithro$the A-M algorithm, we first discuss the stability properties
aiming at compressing information for a more efficient datachievable with the standard form.
transmission.
Differential coding schemes belong to the temporal wave- . ) .
form coding class of algorithms. In differential codingffeii- C- StandardA-M coding algorithm in feedback
ences between successive samples are encoded ratherghan #@onsider the problem of finding a suitable value forso
samples themselves. Since the difference between sansplessito stabilize system (1), under the coding law (2)-(3)slt i
expected to be smaller than the actual sample amplitudesfewasy to see that the error equations read as:
bits are required to represent the differences. Delta nadidul

A. Differential coding

(A-M ), shown in Figure 4, is the simplest form of differential i o= A.x + BK# (4a)
coding (see [20]), in which a two-level (1-bit) quantizeuised ¥ = A.x+ BKi—Asgni) (4b)
%'/_/

in conjunction with a first-order predictor.

The continuous-time version of th&-A coding algorithm . ~ ) ) _
is: with & = = — &, and sgifz) as defined in Section I-E. A

first observation is that this system is fully coupled, anat th
the control and coding law can not be designed independently

x

o Encoder mapbg : x — §

50(,5) = A(t)-6(b), #0)=0 (2a) of each other. In particular we note that the gdinshould,
5(t) = sgn(z(t) — 2(t)). (2b) somehow, be chosen large enough to locally dominate the rate
of change of the system state, Clearly, this can be done
where sgi¢) = [sgn(¢1),sgn(Cz), - - -, sgnéy)]”, only under relatively “high-values” foA.
« Transmitted informationé®(¢) € {—1,1}, Putting aside technicalities in the sense of existence of
o Decoder mapbp : § — & solutions (i.e. Filippov’s type, etc.) due to the discontas

. right-hand side of Equation (4), which are not central for
@(t) :/ A(T) - 8(7)dr, #(0) = 0. (3) the discussion here, the computation details given in Ap-
0 pendix VIII-A, show that if A is constant, and of the form
A(t) € R"™ " is the step size matrix, which in general
is chosen to be constant (time-varying, or adaptive gains
can also be considered, as shown later in this paper). kfith A, being a scalar, one can select a sufficiently large
designing simplicity A(t) is frequently chosen to be diagonal A, such as to ensure that the state and error trajectories

A mandatory choice is that the gaik(t) must be strictly the (27, z7)7 tend to zero. That isA, must satisfy a condition
same on both sides of the coding process, in order for thethe type:

decoder to work properly. Ao > c- ||C(0)]]

To simplify notation, time-arguments will be dropped in
this section in all variables when its explicit mention istnowhere ¢ > 0 is a constant depending on the system and
necessary. controller parameters.

A:AO'IHX'ru Ao >0



. T L] 6==+1 ¢ f x and thatA, fulfills the following inequality,
z

* N 1
A A A0>a~||a:(0)||, a = 5)\sup {A+AT},
f & Ac then,((t) = (27(¢), :ET(t))T is bounded and tends to zero as
t — oo.
Ac Decod Proof: The proof is straightforward. Lét = 77z /2, and
Encoder ecoder from equation (6b), we have that
Fig. 5. Block diagram of standard continuous—time versibthe A- M coder . 1. . . 1, . T ~
with the proposed modification. Vo= §5CT (Az — Asgn(@)) + BY (AZ — Asgn(@))” &
1
< “Aolal+5at (A+AT)a
D. A new structure for theé\-A/ codin 1
J < —AOWHL+55T(Af%AT)j

The previous discussion (summarized in Proposition 5) . s ~ ~
shows that relatively large gains fax, will be required to < =Aol|Z|[ +al|Z|]” = —[Z]] (Ao — al|Z]])

stabilize the system, as the estimation of the boundAgn where we have used the relationiz| < —||z||. From here
would tend to be conservative, and the size of the region of... pe seen that the conditiah, < 4. 112(0)]], with a

attraction is s_uned tp be I_arge. Be_S|des,_ in this cor‘1‘t|r$u41me given as in the last Proposition, makésdecrease, and hence
fr;mew?]rk, high gains V‘r’:n resultin an important “chattet o q\ e that 7 (1)|| < ||7(0)|], and thaté(t) remains bounded
effect, thus increasing the estimation error variance when .,y tends to zero in finite time. Finite-time convergence is

a_lgorithm is discretized, or a(_jding noise _to the measur ical in switching systems of the form (6b), and will not be
signal. Although the analysis is conservative, and probaljemonsirated here. From this analysis we can also conclude
lower valuesA, may still be possible, it is interesting to -
; thatz(t) € L2 N L.

study new structures of th&-A/ coding such as to reduce the 4 complete the proof note that equation (6a) describes an
necessary gain for stablllzgt_lon. The algorithm prese_nted strictly stable linear system with ingUE(t) € £2N Lo, hence
is a modification of the original form of th&-M algorithm, \ye can conclude that(t) is also bounded and tends to zero,
ad most importantly, it yields an estimation error equatiofs the Proposition states. -
decoupled from the system state _ Remark 1:Note that the proposed new coding form, in

Consider now the following modifieds-A7 algorithm addition to simplify the stability conditions by making the

: N only depend on the estimation initial error, the new strrectu
t) = A+ A(t)-6(t 5) . ) I .

() o + A1) - 3(1) ®) introduces a side effect of a low pass filtering action that
together with system (1), anfi(t) as defined before. Note Will improve the filtering properties of the decoding dynami
that a new termA,2 has been included in this case. As &quations.
consequence, the coding algorithm depends explicitly @n th

system model and the feedback gain used. I1l. DISCRETETIME ALGORITHM
This equation describes both: the encoder and the decodeyp, this section we present the extension of the continuous—
as shown in the block diagram of Figure 5. time differential coding to the more realistic case of a dite-

It can be shown that the new error equation resulting frofiine framework. We first introduce a simple case of a one-
this new structure is described as two systems in cascafigiensional unstable system for which the optimal ghiand

interconnection, i.e. the attraction domain are easily found. Then, we extend this
I f high i ion.
i = A+ BKF (6a) result to systems of higher dimension
r = Az —A-sgn(i) (6b)

A. One-dimensional system example

note that equation (6b) describes an autonomous systemewho<Consider the following one—dimensional discrete—time sys

solution is the input of the stable linear system (6a). tem, together with the control law, and the differential iood
The stability properties of this algorithm are simpler tenodified law:

analyze than the one presented previously. They are alsq Open-loop system, and encoder:

more tractable, and certainly less conservative. They iasng

next, and also result in a system (6) which is semi-globally Tpy1 = awp+buy (7)
asymptotically stable. Tkr1 = la—bK]&r + A (8)
Proposition 1: MODIFIED A-M CODING. Consider system 5, = sgr@y) (9)

(1) together with the modified\-M coding scheme (5). As _ _ _
before, assume thath € R"*™ is constant and has the ¢ Transmitted informations, € {—1,1},

following form: 2 o . -
Becausez(t) is bounded and tends to zero with Lyapunov functidn<

A = Ay ILyxn, Bllz||? for someg, locally.



« Decoder and control law: This inequality is satisfied if and only i < 2, which is the
well known necessary and sufficient condition for stabilaa

Tpt1 = Ja—bK]|&p + A -0k (10) (see [21]).
up = —Kip (11)  Summarizing, we have that if the initial error coding vari-
with, K € R, a > 1, ac = (a — bK); |ac| < 1, and iy, = able verifies|Zg| < 7, then the error coding statey| is

T — Bk locally attracted to a threshold delimited by the valuerof

The modified differential coder (8)-(10) differs from its After that, the statdzy| is ultimately bounded byA, which
standard form in that the term within the square brackets Pelowr as long as: < 2.
depends on the system model parameterand b, and on It is |mportapt to remark that the va_lge ak plays an
the control gaink. In the standardform this term is equal to IMPortant role in both; the system stability and the system
one, i.e. the encoder is described by a delayed integral tefffECISION:
As mentioned before, the advantages of this modification is® |7x| < &=7A defined the domain of attraction (DOA)
that the coding error equations become decoupled from the Of the trajectories delimiting the system stability domain
system state equations, making the design of the feedbatk ga It is enlarged by increasing.

K independent of the coding structure. e |Zr| < A is an invariant set (included in the previous
This algorithm gives the following error equations, in cas- DOA) defining the system precision. Better precision is
cade form: reach with small values for.

B i 1 Therefore, larger values foA will make the system more
Tet1 = GcTk + KTk (12) stable but less precise; conversely, the reduction of thie ga
Tpp1 = alp — Asgn(dy) (13) A will lead to small estimation errors, but at the same time it

stability of the whole system can thus be tackled by OnQill red_uc_:e the dom_ain where the system remains stable. This
studying the stability of the coding error equation (13). nalysis is summarized below.

_ 2 _ N Proposition 2: DISCRETE ONEDIMENSIONAL SYSTEM.
Let Vi = 3. andVVi = Vi1 — Vi then Consider system (7)-(11), with constahtanda < 2. Then if
VVi = &4 — & = (a® = )T} — 2aA|Z| + AX14)  the initial conditions of the coding error are such tfiat < r;
The right hand side of the equality defines a second ord8f": the following holds:
polynomial of the formar? + Br + A% = 0, with r = || o |Z| <712 VEZ0,
and rootsry, o given by: . 3’“0 2| < A, VEk > ko, and
a—1 a4 1 ] hmkﬁoo d(l‘k,By) =0.
n= g 1A, o= 5 1A wherery = A(a+1)/(a® — 1) andd(zy, B,) is the minimum

distance fromzy, to any point within the interf\éal

Note thaftf for _unstable systefghese roots are alwgys real B, :={zeR:|z| <7}, N = A
and positive sincer > 1, and that these values define three 1-ac
zones, wheré&/Vj, changes sign, i.e. Proof: See Appendix VIII-B ]
>0 if [Tkl <m Remark 2: This result displays an inherent trade—off be-
VVi=< <0 if r<|& <rs tween stability and precision for discrete—-time differaht
>0 if 1y < [Ty coding when the gain\ is fixed. This suggests the search

For some constant,, this means that if the initial condition Of other coding strategies with varying gains. Note alsd, tha
7| is taken within the region wher&'V; is negative, then @S the sampling tinfeis chosen smalla approaches and

the functionV;, will decrease untilz| enters in the region the precision is increased. Indedih,—., 71 (a) = 0, thus by

|#x| < r1, where VV, changes sign. At the next samplind_“ak'”ng |.nf|n!tely small, the limit case of the continuous—
time, the system is pushed away from the regign< |7,|. UMe Precision is approached.

Due to the discrete nature of the problem, special care must . .

be taken in order to check that this repulsive jumpiat 1) B: Noisy one-dimensional system

does not lead the system state out®f, ;| < ro, and hence  The above analysis will be extended to the case where the
guarantee that the regidfi| < 7 is indeed an invariant set. open—loop model is affected by bounded noise. In this case,
The condition ensuring such a property dependsi@nd A the state equations turn into

as follows.

. . x = arg + bur +w
From (14) we have that the maximum possible jump of; S I];’ ko Wk
obtained from any value ifi;| < 1 happens afy- = 0, and Ug = —HBTk
has a magnitude equal th. Therefore, it is straightforward Tpp1 = acdp + Asgniy)
to see that the state remains within the regjiop < ro for where wy, is a bounded noiseli| < ). With the
all k> k" +1, as long as the following relation holds: proposed feedback, the dynamics of the error variapleirns
a+1 into
A = A - - -
s a?—1 Ti41 = ATk — ASgI’(:Ek) —+ W

3The case of stable systems is simpler. We will only discuse tie more 4The pole of the discrete-time systenis related the open—loop continuous
involved case of unstable ones. one asa = e¥otTs,



Using again the Lyapunov functiol, = 7%, and VV,, = C. n-dimensional systems

Vi1 — Vi, then The previous study can be generalized to systems with

vV, = higher dimension of the form
(a® — 1)@} — 2(aZy, + wy)ASgN(F,) + 2adpwy + A? + w? Tpr1 = Az + Buy (18)
< (a? = 1)FF — 2a|Tk|(A — W) + (A + W)?(15) up, = —Kuxp (19)

There is an interval ofz,| such thatVV;, is negative as long where z,, € R", A € R"*", B € R"*!. (A, B) are
as the last second order polynomial 6¥;| has real roots stabilizable pair.
(otherwise it would be an everywhere positive parabola)s Th For the sake of space, the noise considerations will be

condition is implied by spared for simplicity. We consider systems whose mattix
0 0 9 0 has distinct and real eigenvalues, i.e. there exists aftmans
a’(A=W)" —4(a” = )(A + W) >0 matrix T’ such that\ = TAT ! = diag{);}, with \; # 0, 1.
for which it is necessary that The differential encoding modified law is:
A-Wp -1 1 (16) T = Acki + Asgn(Tzy) (20)
(A+W)2"  a? a*’ with, A. = (A — BK); |MN{Ac} < 1, and @y, = xy, — g, €

Itis clear that the right hand side of the inequality is lesant R", A € R"*". Note that the sign function depends on the
one for alla € IR. Now we will consider thatA is a tuning transform coordinates, = 7'z, and

M ~ ~ ~ ~
parameter andima oo {xzyr = 1 sgr(z,) = sgrT'#) = [SgN(Z1,), SAMZ2 k), - - - SANZnie)] "

Hence, the left hand side of (16) can be made arbitrarily
close to 1, and greater than any value of the RHS. Rearrangiftte error equations in they, andZ; coordinates are:
terms, we have that the set of values &f such that the

—1~
polynomial (15) has real roots is Tpy1 = Acry + BET™ 2 (21)
Zry1 = AZp —TAsgnZ) (22)
1+4/14+ 2 y
A>W—F—— (17) Proposition 3: DISCRETE N-DIMENSIONAL SYSTEM. Let
14+4/1— a% Am and \p; be the smaller and the larger eigenvalues\of

respectively. Consider the differential encoding law (28)

This inequality makes sense for unstable open-loop plamégdback with system (18)-(19), with the gaingiven as
(a > 1). Otherwise, (16) is trivially satisfied for alh.

The roots of polynomial (15) determine the region of A = Ao-T7'-A
attraction inz of the proposed scheme, and its steady state A = diag{sgnA1),sgnA2), -+ ,sgnA,)}

error. These roots are; o = _ -
whereA is a positive scalar constant. Then\if, > (A3, —

a(A —=W) £ /a2(A-=W)2 - (A+W)2) + (A + W)2 1), and the initial condition of the coded state is such that
2(a? — 1) |Z0]] < ro the following holds:
|Z&|l < 72, VE >0,
o dkg: |Zk| <ry, Vk > kg, and
. hmk—»oo (xk,Bﬁ) =0.
where0 < r; < ro are given as:

From the analysis of this expression, the following obser- *
vations are in order:

i) considering that the variable of polynomial (15) is the
absolute valuef |Z|, the existence of positive real roots"

guarantees the existence of an interval ®rsuch that Ag N2 2 11
AV . "2 = T3 = Am £ )‘m )‘M +1
<0 A — 1
ii) a necessary condition for the polynomial to have positive
real roots is (17): andd(zy, Bg) is the minimum Euclidean distance fram to
iii) if the latter holds, there are real valueg r» such that &N Point within the ball
ro< 7] < rg_lmplles: AV <0, i.e. the domain of By :={z €R": ||z]| < A},
attraction is defined byi| < r9, and the estimation error
is ultimately bounded byz| < ;. and g is a constant that can be computed as in the proof of

Regarding the variable;;, an analysis analogous to theProposition 2.
previous subsection can be made by observing the following Proof: The proof follows along similar steps to the
expression,z;, = (Kb:ck + wy) = Z_la w,. Now Previous proof. Introduc}, = zk Zk, andVVy, = Vi — Vi,
considering that the new input;, is ultimately bounded as then
|wg| < 1 + W (from the upper bounds ofwy| and |Zx|),
the same arguments of the previous subsection lead to the
conclusion that the state asymptotically approaches the — 2sgr(Z;) ANz, + Afsgn(z,) " A%sgn(zy)

interval |z | < 7 with 4 = £tV = Z (A —T) 2, — 2sgn(z,) ANz, + AF

—Qc

~T ~ ~T ~ ~
VVi = Zpi12k41 — Zj 2k = 2 ( )



Note that Ty _ Tp| 11— 0 = *+1
—sgn(z) ANz = = AolZik] - i : — 1

Gain selection

S _AO)\'rn Z |2i,k| = _AO)\m|5k| S _AO)\‘UL”ng ) Qbk
7

Then, Ak = Ak

- - - A
Vi < (A = DI = AoAmllZl| + AF = @(]12]]) 1 l §

©(||Zk||) = 0 defines a second order polynomial with roets, Z—0c
andr,, as defined previously. A necessary condition for this
polyno[mal to have real ,rOOFS' or equwalemly' for the mioim Fig. 6. Adaptive coding scheme (only the encoder strucsidepicted). The
of ¢(]|Zx||) to be negative is thak?, > (A%, — 1). However, figure shows the case of onedimensional systems. Theieglegin block
this condition is only sufficient for making V;, negative in the toggles the value of;, according to Equation (24).
domainry < ||Zk|| < re. Other less conservative conditions
may be found.

We have, as before, three regions:

step to the amplitude of the state results in global asyrtptot
convergence of the estimation error and the system states to

>0 af |zl < zero. This is a significant achievement with respect to the
VVi=4 <0 if ri <[|Z] <re fixed-gain scheme presented before, which was limited ttefini
>0 if ro <[z domains of attraction and convergence to finite BallEhe

and hence, the first two properties invoked in PropositidR@in ideas of the adaptive scheme will be introduced here,
3 follow exactly the same arguments than the ones used'jfile the details and the stability proof has been reponted i

previous sections. They are in consequence omitted heee. 8- o )
last statement follows from the relation, = G(z)%,, and ~ One possibility is to make the adaptation law far be

assuming that the-subsystem (21) may also be diagonalize(?,Xp”Cit'y st_ate d_epended. However, the stﬁ_ﬁs not available_
the diagonalization leads to a set ofperturbed systems of &t the receiver side. Therefore, the adaptation law mustetfi
the form (12) in new coordinates, from which we conclugéxclusively in terms of the information availabb®th at the

boundedness of the staffe:|| based on the same argumentieceiver and transmitterwhich is not the state itself, but the
as in Proposition 2. m coding signab, and also thestimationof the state;. This

is an additional difficulty resulting for the hypotheses mad
this work.
D. Data-Rates A reasonable approach is to enlarge for large values

It is assumed here that samplesugt), are digitalized with of the estimated error prediction, and decrease it for smnall
large enough resolution such that digitalization errors are values, in the same way as used in the standard adaptive delta
neglected. As the transmission is done by only one bit, th& danodulation for open-loop scenarios [20], i.e.
transmission rate (number of bits transmitted per unitrog))i
associated to this scheme fis = Q1€ DIt ¢ in [Bits/sec]
where fs = 1/T is the sampling fréquency, and the systerith this adaptation law, the value ak, increases when
precision is determined by the size &, the minimum two consecutive signalg,,d,_; have the same signk is
quantization step in the decoding process. then selected to minimize the total distortion. There exist

Let R, in [Bits/sec|, be the network data-rate. Then if theother variations to this law, like the continuously var@blope
maximum network capabilities are used, i&.= R = f,, the delta modulation (CVSD). However, it is important to stress
system precision and the domain of stability can be rewritt@ut that in the context of feedback systems, instabilitiesy m
as a function ofR. For instance, in the one-dimensional cas@ccur if rate of variation ofA; does not accommodate to
the expression for; andry is rewritten as: the maximum (or minimum) rate of variation of the dynamics
of the system to be controlled. This is the main difficulty in
designing adaptive Delta-modulation laws for control.

Under these considerationsa-adaptive mechanism, with
where « is the unstable pole of the continuous-time origminimal storage and computation power requirements, can be
inal system. As expected, increasing the transmission rggsigned under the following assumptions:

R improves precision l{mp.oo 71 (R) = 0), and stability 1) |t 5, — 45,_,, the error prediction is assumed to be

Appr = KON - K> 1.

e/f 1 /B 41

rH=—-— ro — —
1 e2a/R _ 177 2 e2a/R _ 1

(limg—oo 72(R) = 00). growing, thusA; must be increased.
2) If 0y, # dx—1, the error prediction is assumed to converge
IV. ADAPTIVE CODING (oscillating close to zero) and; must be decreased.

The proposed scheme can be improved by making the _ _ L .
L. factorA iable. We will show that or r The attraction dom_am can be enlarg_ed arbitrarily (by_lqansg A_),
quantization factorA variable. We sho al Proper 4t the price of increasing also the amplitude of the remgirvscillation
choice of aA—adaptation mechanism relating the quantizatiqgranularity).



which leads to the following update law: Now by substituting each\; by an adaptive parameter in the

form (23),
App1 = dpr1Ag, Ag >0, (23)
M if 6 = 6y ” {Aitk+1 = {diteri{Aitr, Ao >0, (27)
i+t { A= if S, # 6py (24) [ X san({zde) = Son({Z)ko) g
e =\ x- it san({zh) # son({aie 1) @O

where0 < A~ < 1 is the exponential decay rate df;, and
AT > 1 is the exponential growth rate. The block scheme e then conclude that ead#;} will converge to zero by the
shown in Figure 6. same arguments presented in the previous scalar analgdis; a
Heuristic and simple as it may seem, this adaptation ldf@m such convergence, the stability of the system is direct
guarantees global asymptotic stability of the close—logp s implied.
tem, under the conditions stated in the following propositi
Proposition 4: For any initial condition, the state;, of sys- B. Relation with the N & S condition for stabilization under
tem (7)-(11) with the adaptivé\-modulation coding scheme channel limitations.
24, asymptotically converges to zero/as— oo if there exist
parameters\™ > 1, A= € (0,1) satisfying the following
inequalities:

A further issue that must be addressed with respect to the
adaptiveA- M scheme is the question wether the limitation on
Y os g (25) _the open-loop poles (parametgnp b_e below a certain va_lll_Je

5 is a structural property or a limitation due to the sufficient
ATo< (M), (26) nature of the result.
In any case, our limitation should be consistent with the
(a—X")(p—1) necessary and sufficient condition for stabilization pnése
)2 ) in [21]. This condition indicates that the minimal data rate
required for stabilizing a discrete-time system via a comimu
cation channel of maximum rate capacity{b.p.u.P is related

to the unstable open—loop poles/() as: R > > log, (A¥™),
Moreover,A;, also converges to zero regardless its initial valughich in our case simplifies to:

Ao.
Remark 3:A practical implementation of the algorithm R >logya (29)

should avoid too low values ofy;. If the zoom—in stage The jmplicit assumption made within the framework of our
is allowed to run for a long timeA,, would become Very giscrete-time formulation is that the channel can reliatzips-
small. In that situation, a disturbance driving the statfam it one bit-per-unit of time, that is that = 1. This means that
the origin would originate a zoom-out stage equally 10ngyit, regard to condition (29), the maximum admissible value
as Aj, would have to undo all the previous reduction stepsy  js < 2, which is consistent with our sufficient condition
for catching up the state. This is properly addressed in the_ ; 313 probably due to the technicalities used for the
Simulations Section. _ - stability analysis, or either due to the particular stroetof

~ The details of the proof of this proposition can be founthe proposed adaptation law. This also indicates that there
in [8], and are omitted here for the sake of clarity. HOWeVefs some conservatism in the computation of the admissible
a key consideration is that a choice of parametersand get of the parametex™ and \~. Some alternative adaptation

A~ fulfilling the stability conditions (25)-(26) is not alwaysgategies could be devised in order to improve this bound.
feasible. Indeed, (26) is an implicit equation and its sbIM¥ o example, a more sophisticated adaptive algorithm based

depends on the particular value @f _, on older samples af; could possibly be designed, at the cost

In Fig. 7 we have depicted the expressidn — (A*)™=  of higher complexity.
from (26). The left part of the figure shows that for= 1.2,
the surface is below zero over a small area, and hence there
are solutions fulfilling Proposition 4. However, the righdarp ,
of the figure indicates that for = 1.4 no valid pairA™, A~ System (7)-(11) has been simulated for the set of values
can be found, and hence the system cannot be properly turféd; 110-p-s:J; a =1.1, b =1, K’ = 0.2. Initial conditions for
Moreover, as the right hand side of (26) decreases wijth (€ states arezy = 100, 2o = 0, andA, = 5 for the adaptive
there will be no more solutions for larger algorithm. Its adaptation gains ave™ = 0.4, A* = 1.21,

satisfying conditions (25) and (26).
For the sake of comparison with the non—-adaptive scheme,

A. n—dimensional adaptive coding. a first simulation has been made with constanfig. 8 shows

The results of section 11I-C can be easily extrapolated the behavior of the closed—loop system whkrs given fixed
the adaptive coding results. Indeed, under the condition \flues, (it only switches at specific times, between valukgs 2
diagonalizing the system matrid, it is easy to check that 10, 5, and then 20). We have chosen large valueadh
22 become a set of independent scalar equations, that canobder to highlight its connection with the chattering arle.
rewritten as The plot indicates clearly that both magnitudes have theesam

where

Bla, A\, A1) = +log,, (1 + ¢
A
a

1>

p

V. SIMULATIONS

{Ziter1 = Mi{&ite — {Aidresan({Z: }r) i=1...n 8R is given in dimensionless units, i.e. bits per unit of timep[b.]
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order. An important issue here is that cannot be fixed too 5 X

1 k

low (thus reducing the granularity) without compromisihg t 150]- i |2 x estimated] |
domain of attraction.

Delta Modulation: fixed quantization step (varied step-wise)
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. ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ Fig. 9. Simulation results for adaptiv&-) scheme, noiseless system.
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150

Fig. 8. Simulation results for non—adapti¥e M scheme, withA fixed along

specific intervals. Zoom Out
stage

Fortunately, this limitation has been successfully tagkle o /
with the new adaptive approach, as is illustrated in Fig. 9.
In this plot, the stater,, &, and the adaptive quantization
parameterA; for the noiseless system are depicted. On the }
upper plot, the statey, & are plotted together along the whole
simulation. As expected, convergence of both the estimatio
and the state to zero is obtained regardless the initiabgalm
the lower plot of that figureA; can be compared to the state
x, at the initial stages of the simulation, where the zoom-out
and zoom-in periods can be distinguished.
Although we do not have a conclusive theoretical analysis 0 & 50
on the performance of the adaptive scheme in the presence ot
noise, we have observed via simulations, that the inclugfonrig. 10. Simulation results for adaptiva-M scheme, noisy system.
white noise in the system dynamics, no matter the amplitude,
does not cause instability of the system. Yet, naturallg, th
steady state presents variations around the origin whose gmactical adjustment done for improving the transient baira
plitude is directly related to the amplitude of the addedsmoi (see Remark 3). Without this saturation, would keep
(Fig. 10). tending to zero in steady state, and whenever a disturbance
In all simulations, some granularity has been allowed kyrives the state away from the origin, a large number of
constrainingA;, to remain always abovA,,;, = 2. Thisis a samples would be required for (23) to make large enough

Zoom'in'stage 8

Steady state chattering, causid by noise

|
75 100 125 150
Time (s)
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to capture again such state (i.e. the zoom—out transies tifiA. + AT P = —Q.
would undesirably depend on the length of the previous zoom-

in stage). In the noisy scenario, it is very important to gy Proof: Consider the quadratic Lyapunov function =
tune the minimum allowable value ok, to minimize the z” Pz + #7%. EvaluatingV along solutions of system (4),
steady—state chattering. and using—|z| < —||z||, gives V <

< =gl + eallzl[1Z]] + eallz] [|21] + es]|Z]* — Aolz]
, o N < =qll=lP? + ellal| 2] + eall2l ||Z]] + esl|Z]]* — Aol |Z]]
In this paper we have investigated the stability properties —qllz||? + ealle|| [1E]] + es||F][? = Ao||F]|
of the Delta-modulation coding rule, when used as an Analog™ e
to Digital Converter or a transmission means in networked < (||;c||,||;z||)< qc4 Ay 2 > < [ )
controlled linear systems. T2 TEl e
It was first shown that the standard form of &  p£rom here we can see that is negative as long as the
M algorithm can be modified, including information about thg, 4trix in the equality above is positive definite, i.e. fotues
system and the controller, tgler_ﬂarge the attraction domfaunOf Ay, such that ﬁ — ;) > <, or equivalently ifA, >
the closed-loop system equilibrium. Then, we have shown tha S -1 N hel hi dition by itself d
in the discrete-time case, a trade—off between systemgiveci §5|11_C|| —hc5(|j|x||' _ev?:rt eless, t ECOE_ ition by |tsed foe;not
and size of the stability domain can be assessed. fo?I(I)r\]/\?st e domain of attraction. For this we proceed furtiser a
These results were extended to the case of adagiive o .
M . An explicit adaptation rule has been discussed, with still, Defgeﬁ”@v?hi‘ﬁ?pépf}f : {a_nd Am h: A”;;}” E‘PI}I ’ V\."thtt) - q
significantly easy implementation. This scheme guarante gg{ , I} Wi IS definition we have the foflowing bounds

global asymptotic stability under the constrain imposed b‘V‘ (0.

VI. CONCLUSIONS

a limit on the maximum unstable eigenvalues of the system Mzl|CI? > V() > Anll¢]]? and
that are compatible with the ones given in [21]. The effect of ) )
random noise has been analyzed for all schemes. =Au[[C]F £ =V(Q) < =Anl[C]]

The practical application of the proposed technique is trﬁ%ing these bounds, and assuming that> ¢s|¢||, then there
growing field of low—cost wireless sensor networks, whergsts 5 scalar function(||¢||) > 0, such that

minimum data transmission per sample results in a significan

improvement of battery life and optimal bandwidth manage- V< —e(|lCI]) - 1I¢I? < —e(||§||)L (30)
ment. Am
Integration on both sides of this equation along the time-
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VIl A PPENDIX I < \/AMIIC( )|l exp(—(1))

A. Stability of the continuous—time standadd M algorithm. = o llCO)llexp(=(t)/2),

Proposition 5: STANDARD A-M CODING. Consider sys- and using the relation given in Proposition 5, i&y >
tem (1) wherei ¢ R" is the state estimate computed * |/C(O)]] e csco|[C(0)]] in the above inequality, we get
according to theA-1 standard scheme (2)-(3). Let=z—#, Sl < T exp(—(t)/2). Therefore, under the relation
and assume thah € R™*" is constant, and has the formQo > ¢s/[C(0)[|, as proposed in Proposition 5, and using
A=Ag-Lyen, exp(—p(t)/2) < 1 Vt, we conclude that((t)|| < Aog/cs

Let ¢ = (27, 77)T, then there exists a constant- 0 such as required .for Eqg. (30) to hold. As a fingl conse_quencg,_the
that for any possible value of initial conditiong0), there time derivative of the LyapunO\_/ function is negative deénit
exists a corresponding scalar constant vaye> ¢ - ||¢(0)]| @nd the convergendg(t)|| — 0 is guaranteed. u
such that((¢t) — 0, ast — oo.

The constant > maxcs, cscg) > 0, and ther; given by the B. Proof of Proposition 3

following relationsic, = [[2PBK]|, c2 = [[Acl], cs = [|BK]], Proof: The first two items result from the previous
¢y = max{ci,c2}, ¢5 = c3 + Z—j}, g = i—fnf Where development. The last item of the claim derives from the
At = Asup {P}, Am = Amin {P}, With P = diag{P, I}, following arguments. First note that, = -£-7,. Then,
andg = M\nin@. P = PT > 0, andQ > 0, are solutions of defining the discrete-time transfer functidh(z) = fojjr,



with impulse responsé:i(n)

input—output relation;, = H(z)z~1%; which in time domain
corresponds to the convolution

T = Fmorh(k—m) =Y Emh(k—m—1)
m=0 m=0

(11]
[12]

(23]

becausez,, = 0 Vm < 0 is assumed. Now using the fact
that x), is absolutelybounded |z < r2, Yk > 0) and also [14]
ultimatelybounded byA (second item of the Proposition), we
can split the convolution as follows

ko 00
Tp =Y Fmh(k—m—1)+ > Emh(k—m—1)
m=0 m=ko+1
hence
ko n—1
|xk|§r22|h(k—m—1)|+A Z |h(k —m —1)]
m=0 m=ko+1

[15]

[16]

[17]

(18]

where the causality ok(n) has been used. Substituting thél9]
impulse response into this expression yields

E(1 — g1 E-ko=1 g
el < KW(&%rng)+KM(&Z—T—)
KbA
= k
(k)

wherewv(k) stands for

Kb (ra(1—a k) + Aa k1)
N a.—1

v(k)

c

and asa. < 1, we conclude thatimy_,., v(k) = 0 and the
statex asymptotically approaches the interyal,| < £ A.

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]
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