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Abstract—The paper deals with multilayer and fine thermal 
control of an optical reference cavity for space applications. 
The cavity, made of Ultra Low Expansion glass (ULE), must be 
kept close to the zero-expansion temperature of the glass (near 
room temperature). The target can only be met by active 
control, while leaving the cavity free of sensors and actuators. 
This is achieved by applying two concepts: thermal bath and 
reference thermal sink, the latter allowing zero-expansion 
temperature to be reached by heaters in a wide range of the 
environment. Guidelines for cavity design and thermal control 
implementation are detailed together with preliminary 
experimental results. 
 

Index Terms - Digital control, temperature control, 
temperature measurement, reference cavity. 

I. INTRODUCTION 

UTURE ESA (European Space Agency) scientific space 
missions such as LISA (Laser Interferometer Space 

Antenna) and its precursor [1], DARWIN [2], gravimetric 
satellite-to-satellite interferometers [3], among others, 
require laser interferometry as driving technology. In 
essence, a frequency-stable light radiation is employed as a 
dimensional standard for very accurate distance 
measurement/control. To this end, the frequency /f c λ=  
of the light radiation emitted by a monolithic laser source, 
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typically Nd-YAG (Neodimium in Yttrium Aluminum 
garnet), need be stabilized better than one part in 1012 

against a frequency standard. The latter may be provided 
either by atomic/molecular absorption lines or by Fabry-
Pérot cavities. Cavities should be preferred in space.  

A cavity of this kind [4], [5], [6] is made of a pair of 
highly reflecting low-loss, spherical mirrors, inserted at the 
extremes of a hollow cylinder made of low thermal 
expansion material, for instance glass ceramics like ULE, 
having a coefficient of thermal expansion (CTE) which is 
lower than 8 -13 10  K−×  around room temperature 
( 20 °Cθ ≅ ), and crosses zero at some specific temperature 
θ , referred to as the zero-expansion temperature (ZET). To 
achieve dimensional stability in the order of 10-12, (i) 
thermal instability must be better than 0.1 mK  at room 
temperature, having assumed that ZET can be calibrated 
better than 1 K , (ii) cavity mounting and environment must 
guarantee that the only sensible cause of deformation is of 
thermo-elastic nature in the frequency band of interest, 
which is below 1 Hz for the space missions addressed in [1], 
[2] and [3], (iii) the optical path of the laser beam between 
mirror reflecting surfaces must be independent of the 
environment (uniform and stable index of refraction). In 
space, only the first condition is stringent, the others being 
naturally achieved except for the second one during launch, 
so as not to damage and stress the cavity. 

A. Literature and paper outline 
Fabry-Pérot cavities made of low expansion glass and 

thermally stabilized below 0.1 mK  at room temperature 
have been employed by National Institutes of Standards as 
reference standards capable of guaranteeing fractional 
frequency stabilities well below 1210−  over several hours 
[4], [5], and [6]. Sub-millikelvin thermal stabilization of the 
cavity is usually obtained by mixed passive/active means: 
the cavity is thermally insulated by vacuum and supports, 
which latter must also damp vibrations. The metal walls of 
the vacuum chamber are thermally stabilized at room 
temperature better than 10 mK by an active control system. 
The vacuum chamber is then thermally insulated from the 
surrounding air, except for windows transmitting the laser 
beam.  

Cavity thermal equilibrium and stability can be reached 
without active thermal control. Passive stabilization may be 
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favored by the cavity size, especially thickness, ensuring 
very large time constants (>10h) of the in-vacuum cavity-
chamber irradiation. For instance, the on-ground prototype 
of the LISA optical reference [7] claims thermal stability 
inside the shields of the order of μK/ Hz . Passive 
stabilization looks appealing owing to some difficulties in 
employing thermal actuators and sensors. 

1) Sensor electronics is a source of drift and noise at the 
measurement point, which implies sensors not to be 
located on the cavity but on a thermal shield so as to 
filter drifts.  

2) Thermo-electric coolers (TEC) would impose either 
thermal connections between cavity and chamber or 
complex radiators, thus increasing the risk of 
mechanical/acoustical vibrations.  

3) Thermal blankets (wound heaters) look a simpler 
solution, but they require either ZET is set higher than 
the environment, or a two-layer thermal control is 
implemented for transferring internal heat to 
environment. 

On the contrary, active cavities can be made smaller than 
passive ones, are suitable to different conditions, can be 
mounted separately from the payload, monitored and 
commanded from the ground. These properties look 
appealing for space applications, which require cavity and 
supporting structure to withstand launch loads. This study 
aims to verify under which conditions active thermal control 
can perform like passive control. Advantages of active 
control encompass well defined and selectable set-points, 
programmable transient to set-point and repeatable 
stabilization performance.  

Active temperature control is essential in material [8], 
industrial [9], [10], [12] and domestic processes [13]. The 
generic control goal is to ensure that measured temperatures 
smoothly reach and track (variable) set points 
notwithstanding unpredictable user actions [13], 
nonlinearities in heat transfer, uncertainty of model 
parameters [8], unavoidable thermal runaways and drifts [8], 
process time variability, cross-couplings [10] and time 
delays [12]. Temperature actuator/sensor selection and 
location is always a major problem as in [11] and [13], 
because of the distributed and multivariate nature of thermal 
processes. Control design varies from the classical Bode 
design of linearized models with stability analysis versus 
parameter uncertainty [8], adaptive and decoupled model 
predictive technique [10], fuzzy control [12], and neural 
networks [14], [15]. Here state-equation modeling and 
design are afforded within the framework of Embedded 
Model Control (see [16] for an outline of the theory and 
[17], [18] and [19] for applications). 

First, geometry, materials and principles of two cavities 
are reported: (i) a preliminary cavity exists but clamping 
suspensions prevents target frequency stabilization; (ii) 
suspension and thermal control re-design lead to an 
improved cavity, named RUFO from the acronym of the 
sponsoring research project (Section B). Requirements 

driving cavity design and thermal stabilization are presented 
in Section II. Cavity thermodynamics is then outlined, 
leading to a pair of simple lumped-parameter dynamics  
(Section III). Converting continuous-time dynamics to 
discrete time leads to five embedded models that are part of 
the control unit outlined in Section IV. Implementation of 
the thermal control system is afforded in Section V: design 
guidelines for sensors and actuators are treated. Section VI 
is devoted to some experimental results on a preliminary 
cavity regulated by a wound heater, and on the thermo-
electric control of a plate emulating a reference sink. 
Experimental results lead to the RUFO cavity design. 

B. Geometry, materials and concepts  
A pair of cavities have been implemented. 
1) Preliminary cavity. An existing, cylindrical cavity 

made by ULE is clamped at both extremes using pre-
loaded cup flexures in Vespel. The latter are inserted 
into radial supports in aluminum. The exploded 3D 
view is shown in Fig. 1. 

 
Fig. 1 Exploded view of the preliminary cavity. 

2) RUFO cavity (Fig. 2).  

 
Fig. 2 Artist’s impression of the RUFO cavity. 

A new cavity has been designed (i) to be small and 
compact, less than 250×150 mm (length×diameter), (ii) 
to withstand launch loads, and (iii) to be thermally 
regulated. The essential concepts are: (i) freedom of a 
longitudinal deformation, which has been solved by a 
single cylindrical glass monolith shaped as a cup and 
carrying axially the optical cavity, (ii) separation of the 
supporting interface: the cup, not the cavity, will be 
pre-loaded by means of a suitable flexure so as to 
withstand launch loads, (iii) thermal bath concept: 
commanded heaters generate uniform radiating surfaces 
surrounding the cavity at the ZET, (iv) reference sink 
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concept: the cavity thermal bath and the environment 
are thermally separated, thus allowing the cavity ZET 
to be any within the range 15 KθΔ = ± , suggested by 
manufacturer. The sink concept is implemented 
through multi-layer radiating surfaces, called inner and 
outer cavity shields, and insulating connections 
between cup, shields and chamber. The ensemble is 
under commissioning. A dummy cavity for testing 
control electronics and code is also available, having 
replaced ULE cavity with a Plexiglas one. 

II. STABILITY REQUIREMENTS 

A. Frequency stability  
For the space applications [1], [2] and [3], frequency 

instability, averaged over short periods 0 1 sτ ≥ , must be 
less than 1 part in 1210  during time periods longer than 

4
1 10  sτ ≥ . Frequency instability cannot be assumed to be a 

long-term stationary process because of electronics noise 
entering the optical reference control loop. To this end, the 
bound to fractional frequency instability ( )tν∂  is expressed 
by combining white and (non-stationary) flicker noise. By 
limiting the analysis to finite-time periods, instability 
realizations become part of longer term stationary processes 
and therefore spectral density can be defined, though 
drifting toward lower frequencies. Denote the root of the 
unilateral spectral density (PSD for short) of ( )tν∂  with 

( )S fν , being restricted to the measurement bandwidth 
(MBW) of interest, i.e. to 

 { }1 1
1 1 0 0f f fτ τ− −= = ≤ ≤ =F . (1) 

The spectral bound ( )S fν  is defined as  

 
( )

( )0

1

2 2 2
0 1

2 12

/

10
f

f

S f S S f

S f df

ν

ν νσ

−

−

= +

≤ =∫
. (2) 

Frequency stability requirement in (2) is converted into 
thermal stability conditions in the following section, by 
exploiting ULE thermal expansion around the ZET θ .  

B. Thermal stability  
Thermal stability requirements are obtained from the 

Fabry-Pérot differential equation [18], and by restricting to 
longitudinal deformation. Start from the Fabry-Pérot cavity 
differential equation around a resonance pair (optical 
frequency, cavity length)= ( )0 0, Lν  defined by  
 0 0 / 2,   integerL Nc Nν = , (3) 

where c  is the speed of light in vacuum, 0ν  is the frequency 
of the injected laser beam, and 0L  the length of the optical 
path between the beam spot centers on the cavity reflecting 
mirrors. Denoting time-varying frequency and length 
detuning with ( )tνΔ  and ( )L tΔ , the following equation 
results 
 ( ) ( ) ( ) ( ) ( )1 1

0 0( )t t L L t t L t tν ν ν ε ε− −Δ = ∂ = Δ + = ∂ + , (4) 

less a fractional residual error ε . The left-hand side term 

and the first term in the right-hand side are referred to as 
frequency and length (fractional) instability, respectively, 
not to be confused with ‘closed-loop’ instability, applicable 
to control systems.  

Only instability due to thermal effects is considered. 
Denote the thermal gradient with ( ) ( ), ,x t x tθ θ θΔ = − , 
where θ  depends on the glass CTE properties. The cavity 
temperature must be moved and kept close to θ  for the 
entire mission. The coordinate x  is the longitudinal cavity 
dimension along the light path from 0 / 2L−  to 0 / 2L , which 
must be kept unaffected by thermal deformations. The cavity 
centre corresponds to 0x = . The longitudinal cavity 
temperature profile is decomposed into the sum of two 2nd 
order Legendre polynomials in the variable x : the first has 
coefficients { }0 1 2, ,λ λ λ λ=  which are independent of time 
and represent the steady-state profile error; the second one 
has coefficients ( ) ( ) ( ) ( ){ }0 1 2, ,t t t tδ δ δ δ= , which account 
for time fluctuations due to control jitter and residual 
disturbance effects.  

 [m]x

( ),x tθ

( )0 ,xθ λΔ

( )( ),x tθ δΔ}
}θ

0

2
L

− 0

2
L

[K]θ

 
Fig. 3 Cavity temperature profile decomposition. 

The general form of a 2nd order Legendre polynomial is 

 ( ) ( ) ( )2
0 1 2

1 1, 2 2
2 3

x x L x Lθ α α α α ⎛ ⎞Δ = + + −⎜ ⎟
⎝ ⎠

. (5) 

Coefficients in (5) may be obtained from temperature values 
at three selected points, like ( )2LθΔ − , ( )0θΔ  and 

( )2LθΔ . Solving (5) for α  provides the equation 

 
( )
( )
( )

( )
( )
( )

0

1

2

2,1 6 2 3 1 6
1 2 0 1 2 0,
1 2 1 2,

t L t

t t

t L t

α θ

α θ

α θ

Δ −⎡ ⎤ ⎡ ⎤⎡ ⎤
⎢ ⎥ ⎢ ⎥⎢ ⎥= − Δ⎢ ⎥ ⎢ ⎥⎢ ⎥
⎢ ⎥ ⎢ ⎥⎢ ⎥− Δ⎣ ⎦⎣ ⎦ ⎣ ⎦

. (6) 

The whole cavity temperature profile (see Fig. 3) is then 
written as  

 ( ) ( ) ( )( )0, , ,x t x x tθ θ θ λ θ δ= + Δ + Δ , (7) 

where both ( )( ),x tθ δΔ  and ( )0 ,xθ λΔ  are Legendre 
polynomials with coefficients λ  and ( )tδ , respectively. 

ULE manufacturer’s data suggest that CTE can be 
expressed, around room temperature, as a 1st order 
polynomial 

 ( )( ) ( )( )CTE t tθ β θ θ= − , (8) 

with 92 10β −= × . Cavity longitudinal expansion is obtained 
integrating temperature variations times the CTE, that is, as 



IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS, VOL. 57, NO. 7, JULY 2010 

4 
 

 

 ( ) ( )( )
2/ 2

/ 2

1 ,
2

L

L

LL t x t dx
L

β θ θ
−

Δ
∂ = = −∫ , (9) 

where L  is the cavity length at ZET θ . By replacing (7) in 
(9), cavity length instability becomes the sum of a steady 
and a variable term, ( ) ( )0L t L L t∂ = ∂ + ∂ , with the time 
varying component holding 

 
( ) ( ) ( ) ( ) ( )

( ) ( )

2 2
1 22

0 0 0

1 1 2 2

( 2
3 45

2 2
)

3 45

t t
L t t t

t t

δ δ
β δ δ λ

δ λ δ λ

∂ = + + + +

+ +

. (10) 

Equation (10) shows the variable term of ( )L t∂  depends 
on both steady and variable thermal coefficients λ  and 

( )tδ  in (7). Since the cavity is by construction sensor and 
actuator free, the most significant sources of ( )0 ,xθ λΔ  and 
of ( )( ),x tθ δΔ  come from the surrounding bath 
temperature and from the uncertainty on ZET θ . 
Specifically, bath fluctuations due to control jitter affect 

( )( ),x tθ δΔ  in a pure random way, with a spectral density 
( )2S fΔθ  which is assumed to be uniform along the cavity. 

Bath set-point error due to sensor calibration affects 
( )0 ,xθ λΔ . In practice any temperature ( ),t xθ  in (7) may 

be rewritten as  
 ( ) ( ) ( ) ( ), s rx t e x e x e tθθ θ= + + + , (11) 

where se  is the set-point error (steady), eθ  is the ZET 
uncertainty (steady) and re  is a random component. 
Denoting the largest steady errors with sme  and meθ , and 
assuming a worst-case profile of them along the cavity, the 
following bounds on the λ  coefficients result from (6): 

 
0 m m m

1m m

2 m m4

s

s

s

e e
e

e

θλ

λ
λ

= +

=

=

. (12) 

Likewise, equation (6) allows to derive the following 
spectral density of the δ  coefficients: 

 

( ) ( )
( ) ( )
( ) ( )

2 2
0

2 2
1

2 2
2

1 2

1 2

6

S f S f

S f S f

S f S f

δ θ

δ θ

δ θ

Δ

Δ

Δ

=

=

=
. (13) 

By including (13) and (12) in (10) and by neglecting second 
order terms in δ , the spectral density of the length 
instability results as  

 ( ) ( ) ( )2 2 2 2 2
m m m m8 2L s sS f e e e e S fθ θ θβΔ Δ+ + . (14) 

Applying the bound in (2) to the length instability PSD in 
(14), a bound to thermal instability results. In the case 
interchangeable thermistors with uncertainty of 0.1 K  are 
employed for bath regulation, and no ZET calibration is 
performed, the peak values of the steady errors may be set to 

m 15 Keθ θ= Δ = , and m 0.1 Kse = , and the thermal 
instability bound inside the MBW (1)  results into 

 ( ) 20 μK/ HzS fθΔ ≤ . (15) 

Calibrating the ZET better than m 0.1 Ksme eθ ≤ = , a more 
relaxed bound is obtained, namely 

 ( ) 1.7 mK/ HzS fθΔ ≤ . (16) 

Further relaxation of the thermal bound (16) must pass 
through differential calibration of the bath sensors. 

III. THERMODYNAMICS 
Cavity thermodynamics derives from the concepts 

outlined in Section I.B: 
1) thermal bath in vacuum is guaranteed by three 

thermally  regulated shields surrounding the cavity; 
2) multilayer thermal regulation is capable of 

transferring heat from shields to environment through 
a reference thermal sink consisting of the chamber 
walls, to be regulated at a suitable set-point by TEC, 
and radiators. 

Fig. 4 shows the simplified block-diagram of the 
multilayer thermal regulation. Solid lines indicate designed 
heat transfer; dashed lines parasitic transfer. Three thermal 
baths are deemed necessary (each including one heated 
shield and a part of the cavity) because of the complex 
cavity shape dictated by launch loads. As a baseline, only 
the chamber walls (left and right) are directly thermally 
regulated by TEC for simplicity’s sake.  

Outer bath

Left bath Cavity 
base Right bath

Chamber envelope

Environment

Heated shields and cavity
Chamber (reference sink)  

Fig. 4 Simplified block-diagram of the multilayer thermal regulation. 

First, time continuous equations are derived, to be later 
discretized in view of the embedded model. Discretization 
assumes a control time unit T  to be fixed in Section IV. 

A. Shields and thermal bath 

cx

x
wθ

bθqu

pu

swg

cg
cbg

 
Fig. 5 Layout and equivalent thermal circuit of a single bath. 

Each thermal bath in Fig. 4 consists of an aluminum 
cylinder completely covered by a flexible heater and a 
temperature sensor mounted on the right extreme of the 
shield in Fig. 5, i.e. close to the cavity base. Sensor selection 
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is treated in Section V.A. 
The lumped-parameter dynamics in Fig. 5 shows four 

thermal nodes: (i) two of them, shield and cavity, are given 
finite thermal capacity, and their internal energy (to be 
regulated) is proportional to a pair of state variables, x  and 

cx ; the latter denote the mean temperature of shield and 
cavity, respectively; (ii) wall and cavity-base nodes are 
assumed infinite capacity, which implies their temperatures, 

wθ  and bθ , are variable disturbances.  
State equations are written upon definition of the state 

variable c cx x xΔ = − , i.e. the gradient between shield and 
cavity, and of two input signals ( ) ( )sw sw wd t g xθ= −  and 

( ) ( )cb cb b cd t g xθ= − . The latter account for heat exchange 
from/to ambient. The lumped-parameter model in Fig. 5 
results into 

 

( ) ( )

( ) ( )

( ) [ ] ( ) ( ) ( ) ( )

0
0

' 0 ' 0
' '

1 0

s

c c s c

p sws s

s c s cq cb

m
c

x p x
t t

x p p x

u db b
t t

b b b bu d

x
y t t e t y t e t

x

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥Δ − − Δ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤
+ +⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥− −⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦

⎡ ⎤
= + = +⎢ ⎥Δ⎣ ⎦

. (17) 

In (17) ' 1/s sb C=  and 1/c cb C=  are the inverse of shield 
and cavity capacities, respectively, s c sp g C=  and 

s c cp g C=  are thermal poles, pu  denotes the heater power, 
qu  denotes cavity mirror losses, y  is the sensor measure, 
my  is the model output and e  the model error. The latter 

variable accounts for measurement error and model 
discrepancies [16]. 

Exact discretization of (17) yields  

 

( )

( )( )

( )

( )

( ) ( )

( ) [ ] ( ) ( )

1
11

0

1 0

c s

c s

p p T
s

c s
c c

p p T

p sw

q cb

c

p e
x x

i ip px x
e

u d
B i G i

u d

x
y i i e i

x

− +

− +

⎡ ⎤−
⎢ ⎥⎡ ⎤ ⎡ ⎤

+ = +⎢ ⎥+⎢ ⎥ ⎢ ⎥Δ Δ⎣ ⎦ ⎣ ⎦⎢ ⎥
⎢ ⎥⎣ ⎦

⎡ ⎤ ⎡ ⎤
+ +⎢ ⎥ ⎢ ⎥

⎣ ⎦⎣ ⎦
⎡ ⎤

= +⎢ ⎥Δ⎣ ⎦

 ,(18) 

Details of B  in (18) are omitted for brevity’s sake. Since 
0.001cp T < , equations (18) can be simplified by 

developing the exponential terms up to the 1st degree entry 
of the power series, thus leading to  

 
( ) ( ) ( )

( ) ( )

1
1

0 1

0 0

s

s cc c

ps sw

qs c cb

p Tx x
i i

p p Tx x

ub dT
i i

ub b dT T

⎡ ⎤⎡ ⎤ ⎡ ⎤
+ = +⎢ ⎥⎢ ⎥ ⎢ ⎥− +Δ Δ⎣ ⎦ ⎣ ⎦⎣ ⎦

⎡ ⎤⎡ ⎤ ⎡ ⎤⎡ ⎤
+ +⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥− −⎣ ⎦⎣ ⎦ ⎣ ⎦⎣ ⎦

 ,(19) 

with s sb T C=  and c cb T C= . The output equation in (17) 
remains the same. 

The thermal bath concept first implies the shield 
temperature x  must be regulated around ZET θ , leaving 

the cavity to track x  within target fluctuations. Second, the 
shield-cavity heat exchange s cp T xΔ  must be treated as a 
disturbance to be rejected as it must be done with the shield-
to-wall exchange swd  in (17). Since disturbance rejection 
must passes through measurements, when no direct 
measurement is possible as in this case, Embedded Model 
Control [16] suggests to describe disturbances as the output 
of an observable stochastic dynamics. The latter is driven by 
a noise vector to be real-time extracted from the shield 
sensor output y . Experimental measurements and 
simulation suggested to employ a 2nd order dynamics, driven 
by three noise components collected in the vector  

 ( ) ( )
0

2

w

w
i w i

w

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

w . (20) 

The overall shield perturbation, in Kelvin units,  
 ( ) ( ) ( )0s dd i w i x i= +  (21) 

is written as a combination of a noise 0w  and a random drift 
dx . The overall embedded model, combination of (19) and 

(21), becomes 3rd order and reads 

( ) ( ) ( ) ( )

( ) [ ][ ] ( )

0

1

2

1 1 0
1 0 1 1 0

0 0 1 0

1 0 0

s

d d p

T
m d

x x b w
x i x i u i w i

wa a

y i x x a i

⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥+ = + +⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

=

 . (22) 

In (22), ( )a i  is a further state is needed to make disturbance 
dynamics 2nd order. A single parameter, sb , must be 
identified in (22). The relevant block diagram is in Fig. 6, 
where a boxed Σ  represents a discrete-time integrator 

∑sb

∑

pu

∑

0w 1w

2w

x
my

sd adx

( )0dx

( )0x

( )0a
 

Fig. 6 Embedded model of each shield. 

As a final simplification, the embedded models of the 
three shields are assumed to be decoupled, which means that 
cross-coupling through the cavity base (Fig. 4) and parasitic 
heat exchange in Fig. 4 become hidden components of the 
stochastic disturbance dx .  

B. Reference thermal sinks 
To enable shields keeping the cavity bath temperature 

close to ZET, wherever it lies within ULE manufacturer’s 
range, a reference sink (the chamber in Fig. 4) is built 
around the bath. The sink is loaded with the chamber 
thermal capacity and the bath-to-sink positive gradient. It 
might be loaded also with the thermal bath capacity, should 
the entire ensemble be cooled with respect to environment. 
TEC actuators are essential to the purpose. Different layouts 
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are possible: an easy-to-mount, but not thermally effective, 
solution has been adopted (see Fig. 7).  
Two sets of actuators are located on the opposite walls (left 
and right) of the chamber; heat is transferred between 
environment and the TEC hot side through radiators, 
without any thermal contact with ground. In a more effective 
layout, TEC hot side should be grounded. Chamber 
envelope must be properly insulated. TEC design guidelines 
are treated in Section V.B. 

sx
Tu

aθ

rx fx

sθ
fbg

Tg

rag
fag

fg

 
Fig. 7 Layout and equivalent thermal circuit of a single wall (thermal 
capacities are omitted). 

In Fig. 7, TEC units pump heat Tu  from chamber wall 
into a radiator, which in turns conveys it to the environment. 
Heat sources for the vacuum chamber wall, other than TEC, 
are dissipation to the environment, heat exchange with 
thermal bath at temperature sθ , TEC heat conduction. A 
further capacity node with state variable sx , must be 
included to account for thermal capacity between TEC and 
sensor, because of wall thickness. In Fig. 7, fx  is the state 
variable of the left portion of the wall capacity, where TEC 
units are installed. A single sensor is installed in the right 
portion of the wall, so as to approach the measurement of 

sx . As a result the following  2nd order state equation is 
written   

( ) ( ) ( )

( ) [ ] ( ) ( )

0 0 0
0 1

1 0

fs s T

f gs s t

s

s

px x u
t t t

p px x b d

x
y t t e t

x

⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤
= +⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥− −Δ Δ ⎣ ⎦⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦

⎡ ⎤
= +⎢ ⎥Δ⎣ ⎦

. (23) 

In (23), s f sx x xΔ = −  is the gradient along the chamber wall 
from TEC unit to sensor, fC  and gC  are the thermal 
capacities of the left and right wall portions, respectively. 
The command gain holds t fb sN Cθ= − , where s  denotes 
the Seebeck coefficient, and N  is the number of TEC units. 
Finally f f fp g C=  and  g f gp g C=  are poles 
accounting for TEC-to-sensor heat conduction.  

The disturbance signal d  in (23), collecting heat 
exchange through wall other than TEC thermal flow, 
satisfies the equation  

 ( ) ( ) ( )fa a f fs s f T r fd g x g x g x xθ θ= − + − + − . (24) 

Conversion of (23) into discrete-time follows the same 
approach used in Section A: exponential terms are 
developed up to 1st degree, and a 2nd order stochastic 
dynamics accounts for unknown disturbances. The 
following 4th order state equation results  
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( ) ( )
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a

β
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⎢ ⎥ ⎢ ⎥⎢ ⎥Δ Δ−⎢ ⎥ ⎢ ⎥⎢ ⎥+ = +
⎢ ⎥ ⎢ ⎥⎢ ⎥
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⎡ ⎤
⎢ ⎥
⎢ ⎥+ +
⎢ ⎥
⎢ ⎥
⎣ ⎦

⎡ ⎤
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⎢ ⎥
⎢ ⎥
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w  .,(25) 

In (25) the following parameters are used 

 
( )

( )

1 1
f s s

t s f

Tg C C

b Ts N C C

β

β θ

− −= +

= +
, (26) 

and noise components are 
 ( ) [ ]( )0 1 2 3

T i w w w w i=w . ,(27) 

The block diagram of (25) is shown in Fig. 8. 

∑tb

∑

Tu

∑

1w 2w

3w

m sy x=

β

dx a

∑

0w

sd

( )0xΔ

( )0dx ( )0a

( )0sx

 
Fig. 8 Embedded model of each chamber wall. 

IV. EMBEDDED MODEL CONTROL 

A. Control principles 
Bath and reference sink control units may be decoupled, 

since cross-coupling terms are treated as unknown 
disturbances. Decoupling does not apply to reference 
trajectories, as compatible trajectories must be imposed to 
shields for guaranteeing that cavity reaches the zero-
expansion temperature θ , and that heater commands do not 
saturate to zero. Reference trajectory design is not treated 
here. Moreover, bath set-point should be coordinated with 
the sink, and the latter should be reached before shield 
heating. Note, however, coordination might be avoided (full 
decoupling) leaving bath control to switch off, when shield 
temperature overshoots θ .  

Control BW (see Section VI) is limited by heat transport 
delays and neglected thermistor dynamics, the latter having 
a cutoff frequency 0.1 Hzsf ≅ . Control time unit T  is 
bounded by sensor acquisition electronics, and has been 
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fixed to Nyquist frequency max sf f≅ ; as a result 3 sT = .  
As is well known, feedback control cannot eliminate the 

low-frequency components of the measurement error ( )e t  
in (17) and (23) from the performance variable, i.e. from the 
actual bath temperature. Moreover, power losses and 
ambient temperature may produce measurement errors larger 
than 1 mK, implying thermal control performance strictly 
depends on sensor design. 

B. Digital control implementation 
Digital control is based on the Embedded Model Control 

architecture [16] which consists of embedding 
(programming) a model of the plant into the control unit and 
keeping the model state variables up-to-date through plant 
measurements. This is done, as in Kalman filtering, by a 
continuous estimation of the noise signal w  in (22) and (25)
. Under linear dynamics, the latter is estimated as a linear 
combination of the model error me y y= − , where y  is the 
measured temperature of each shield/wall and my  the output 
of the corresponding embedded model. 

The embedded model provides a prediction of the state 
variables to be used in computing the next digital command, 
and a prediction of the disturbance states to be cancelled. To 
this end, the control law must: 

1) drive shield and wall temperatures to track feasible 
trajectories while respecting restrictions on command 
bound and slew rate, 

2) cancel disturbances, 
3) keep the effect of the residual disturbance (mainly 

noise and prediction errors) bounded. 
With reference to (22) and (25), shield control law is 

written as  

( ) ( ) ( ) ( )( ) ( )1 1 1 1 1p p du i u i k x i x i x i+ = + + + − + − + , (28) 

whereas wall control law becomes 

 
( ) ( ) ( ) ( )( )

( ) ( )( ) ( )
1

2

1 1 1 1

1 1 1
T T s s

s s d

u i u i k x i x i

k x i x i x i

+ = + + + − + +

+ Δ + − Δ + − +
. (29) 

In (28) and (29), ( )pu i  and ( )Tu t  are nominal 
commands which would drive the system, in absence of 
disturbance, along reference trajectories. The latter ones are 
denoted with x  (shield), sx  (wall) and xΔ  (thermal 
gradient TEC-to-sensor). The term ( )1dx i− +  in (28) and 
(29) cancels the disturbance signals which are updated by 
the embedded model. In total, only three control gains have 
to be tuned, namely k  in (28) and 1 2,  k k  in (29). 
Commands are properly converted to be digital signals and 
then dispatched to plant (DAC) and to the embedded 
models. Care must be exerted in dispatching the same signal, 
at the same time, to plant and model. 

Embedded models, as shown in Fig. 6 and Fig. 8, and in 
(22) and (25), are discrete-time and rather simple. Therefore, 
computation at each control step just consists of a few 
multiplications and additions, allowing the controller to be 
implemented as a single task. In addition, since embedded 

models and their variables are directly related to plant 
thermodynamics, control engineer can access significant 
variables (disturbance, intermediate state variables) other 
than commands and measurements.  

V. HARDWARE ARCHITECTURE AND COMPONENTS 
Digital control has been implemented on a National 

Instruments (NI) PXI controller; it includes additional 
modules to generate and digitize control signals. Custom 
electronics has been developed for driving TEC units. The 
architecture of the overall control unit is sketched in Fig. 9.  

∑

∑ ∑

β

∑

y
my

u

 
Fig. 9 Hardware architecture. 

Concepts in sensor and actuator design as well as their 
characteristics are briefly outlined below. 

A. Sensor selection and design  
Temperature measurement supplies the temperature of the 

sensor substrate θ , which is different from the shield 
temperature x . Any difference between x  and θ  enters the 
temperature measurement error e x θ= −  defined in Section 
II.B. Factors causing θ  to differ from x  are here described 
through a static thermal model as in Fig. 10, which assumes 
the following elements and interactions. 

1) Thermal nodes are i) the shield temperature x , ii) the 
sensor substrate temperature θ , iii) the wire 
temperature fθ , iv) the ambient temperature aθ  and 
v) the electronics temperature eθ . 

2) Sensor electrical losses are 2
sp I R=  (self-heating). 

3) Sensors are assumed to exchange heat with shield and 
environment.  

4) Wires are assumed to exchange heat with sensor, 
environment, shields and electronics. 
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fg
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Fig. 10 Sensor heat exchange network. 

Self-heating can be accurately compensated below 1 mK 
using two-current method [20]. Unfortunately, it demands 
rather long measurement periods, which are not suitable to 
the present real-time application. Therefore, the following 
analysis assumes self-heating is not compensated.  

A static (low-frequency) model must be kept as 
conservative because of the high thermal capacitance of the 
cavity. Solving the network in Fig. 10, the linear relation  
 ( ) ( ) ( )a a e e s se c c c pθ θ≅ + +g g g  (30) 

is obtained, where g  collects thermal conductances ,...fg  
in Fig. 10. Coefficients in (30) may be referred to as 
sensitivities. Numerical values of g  were obtained from 
theoretical considerations, and from the manufacturer’s data 
of three off-the-shelf sensors. They are: i) MINCO S35 
Nickel-Iron flexible sensor (Sensor A), ii) MINCO S200PD 
platinum industrial sensor (Sensor B), and iii) Measurement 
Specialties silver leadless chip to be soldered on the shield 
surface (sensor C). The resulting values, in mW/K , of the 
different conductances in Fig. 10 are listed in Table I 

TABLE I. THERMAL PARAMETERS OF THREE COMMERCIAL SENSORS 

Sensor sg  fg  ag  fsg  feg  fag  
A 25 8.8 0.28 50 0.3 0.4 
B 15 8.8 0 50 0.3 0.4 
C 360 8.8 0.002 50 0.3 0.4 

Table II provides, for each sensor, the sensitivities defined 
in (30), with respect to the ambient temperature aθ , the 
electronics temperature eθ , and sensor losses sp .  

TABLE II. MEASUREMENT ERROR SENSITIVITIES 

Sensor [ ] mK Kac  [ ] mK Kec  [ ] mK mWsc  

A 9 1.6 30 
B 3.5 0.6 55 
C 0.2 0.15 2.6 

Restricting to sensor self-heating, power losses and the 
corresponding error contribution ( )s sc pg  in (30) are 
computed and shown in Table III. 

TABLE III. MEASUREMENT ERROR DUE TO SELF-HEATING 

Sensor A B C 

Power losses [mW], sp  0.6 0.1 0.001 

Error due to self-heating [mK], s sc p   18 5.5 0.003 

Table III indicates sensor C is an appropriate selection to 
respect thermal stability requirement (16) without any 
special mounting. Were either sensors A or B employed, 
specific mounting should be designed so as to reduce self-
heating in Table III (columns A and B) below millikelvin as 
required by (16).  

B. TEC design 
Thermo-electric coolers must be designed versus ambient-

to-chamber thermal gradient. To this end, the same 
dynamics in Fig. 7 is employed, keeping fx  and rx  as the 
state variables, ignoring all disturbance sources other than 
ambient temperature, and making explicit TEC Joule losses,  
as they are relevant to design. State equations of the cold 
and hot sides are as follows 

 

( ) ( )

( ) ( )
( )
( )

2

2

1
2

f f fT fa T

T T rar r r

fa
a

ra

C x xg g g
t t

g g gC x x

I t Rg
I t t

g I t R
α

θ
α

− −⎡ ⎤ ⎡ ⎤⎡ ⎤
= +⎢ ⎥ ⎢ ⎥⎢ ⎥− −⎣ ⎦⎣ ⎦ ⎣ ⎦

⎡ ⎤⎡ ⎤−⎡ ⎤
+ + + ⎢ ⎥⎢ ⎥⎢ ⎥

⎣ ⎦ ⎢ ⎥⎣ ⎦ ⎣ ⎦

, (31) 

where fx , rx  and aθ  are the cold-side, radiator and 
ambient temperatures, respectively, I  is the TEC driving 
current and R  is the electrical resistance. All other 
parameters have been defined either in Fig. 7 or in (23).  

At equilibrium, (31) provides the gradient f ax θ−  as a 
function of the TEC current. Solving for I  and looking for 
a stationary point, the maximum gradient current holds 

 ( ) 1
max 2 2 1T raI R g gθ α

−

Δ = +⎡ ⎤⎣ ⎦ . (32) 

It depends on the TEC parameters α , R , and Tg , and on 
the radiator conductance rag , but not on the cold-side-to-
ambient conductance fag . Instead, the peak gradient does 
depend on fag , which is the design parameter. A plot of the 
latter as a function of fag  is shown in Fig. 11, assuming 

4N =  TEC units at room temperature, and the values 
60 Vα ≈ , 4 R ≈ Ω , 3 W/Krag = .  

 
Fig. 11 Peak thermal  gradient as a function of cold-side conductance. 

As a design guideline, assuming the external surface of 
the vacuum chamber is close to 20.5 m , a gradient of 20 K 
could be obtained by insulating the chamber surface so as to 
guarantee 3 W/Kfag ≤ . 
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VI. PRELIMINARY EXPERIMENTAL RESULTS 
Preliminary experimental results are of two types, and 

univariate.  
1) The first experiment concerns the preliminary cavity 

(Section I.B), made by ULE and in vacuum: it is 
thermally regulated by a heater blanket wound around 
the cylindrical surface of the cavity (Fig. 1). Two 
thermistor heads (in the form of a bin) are fastened to 
the cavity surface at the two extremities close to the 
mirror substrates (lateral sensors); the third is 
mounted in a central position. The thermistor heads 
are not perfectly insulated from vacuum chamber 
radiation, acting as a disturbance.  

2) The second experiment, in air, concerns an aluminum 
plate, emulating the reference sink wall, carrying a 
thermal load, emulating chamber envelope and bath. 
The plate is thermally regulated by three TEC units 
connected in series. Three thermistors are inserted 
into the aluminum plate. 

A. Preliminary cavity thermal regulation  
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Fig. 12 Central, lateral and spatial-mean thermistor measures. 
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Fig. 13 Set-point acquisition by central thermistor. 

Fig. 12 shows regulated (central) and lateral thermistor 
measurements and their spatial mean, from an overnight test 
lasting more than 10 hours. The central thermistor reaches 
the millikelvin tolerance around the set-point temperature 

23 °Cθ =  from about 20°C in less than 30 minutes, with a 

low residual overshoot, only due to quantization (Fig. 13). 
The same occurs to lateral thermistors but, due to rather 
different heater-to-thermistor dynamics – thermistors are 
located at the heater edges - an overshoot of the order of 0.1 
K occurs, being recovered in about 3 hours. Overshoot may 
be attenuated by slowing down reference trajectory. Fig. 12 
also shows the estimated spatial mean, which is expected to 
be conservative with respect to the actual value, due to 
lateral thermistor location at the cavity extremes. The spatial 
mean 0δ  and the gradient 1δ  defined in Section II.B are 
here obtained from  

 
( ) ( )

( ) ( )( )
0 1

1

0 1 ,  2 / 3 1

/ 2L L

δ αθ α δ α

δ θ θ

= + − ≤ ≤

= − −
. (33) 
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Fig. 14 Lateral and central thermistor measurements together with 
spatial mean and bound. 
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Fig. 15 Spatial mean and derivatives along the cavity. 

Fig. 14 shows the PSD of the time history in Fig. 12 after 
set-point achievement (> 12500 s). Lateral thermistors 
overlap to some extent, especially at lower frequencies. The 
spatial mean exceeds the target bound in a limited band 
below 1 mHz, very likely due to laboratory conditioning, 
affecting differently lateral thermistors. The vacuum 
chamber PSD shows that (i) the thermal insulation (mainly 
vacuum) contributes to the central thermistor thermal 
stability by a factor close to 25, (ii) the closed-loop BW 
approaches 25 mHz. Moreover, active control contributes to 
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lateral thermistor stability from 25 mHz down to 2 mHz. 
Fig. 15 shows the estimated spatial first and second 
derivatives 1δ  and 2δ  together with their bounds. The 
gradient looks the most critical, as it shows excessive 
thermal asymmetry along the cavity. Fig. 15 shows 
experimental data to be rather close to target bounds, 
notwithstanding the provisional, simple and rough set-up.  

Fig. 16 shows that the measured frequency instability 
significantly overlaps the profile of the spatial-mean PSD, 
except for a plateau between 0.1 and 1 mHz due to ambient 
conditioning, and for two peaks at 5 and 10 mHz. 
Unfortunately, the overlapping scale factor is much greater 
than the expected glass CTE, suggesting that dimensional 
instability is driven by other causes: the latter have been 
referred to clamping suspensions. Frequency instability was 
obtained by beating the laser source locked to the cavity 
with a second laser source locked to molecular absorption 
lines. 
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Fig. 16 Spatial mean and frequency beat (instability). 

B. Plate TEC regulation 
An aluminum plate carrying a thermal load, in air, is 

regulated by three TEC units in series (3 A max) whose hot 
side is placed over an aluminum sink. Their cold side 
supports the aluminum plate. The control causes the plate 
temperature to move between set-points, ranging from 10 to 
40° C, without overshooting and in a reasonable time. The 
set-point must be maintained thereafter.  
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Fig. 17 Measured temperature between 20 °C and 30°C set points. 

Fig. 17 shows the actual temperature profile from an 
initial temperature of 25 °C to 20 °C set point and then to 30 
°C. The slew rate, close to 20 mK/s, is limited by TEC 
current (see Fig. 19), and thermal load which, after 10 s, 
slows down the initial slew rate imposed by TEC current 
and plate capacitance (notice the 2 K step before 500 s in 
Fig. 17). 

Fig. 18 shows set-point acquisition of the central 
thermistor, free of overshoot. The jitter - the measured 
control error - standard deviation is less than 0.5 mK. 
Control BW is close to 30 mHz as in the preliminary cavity 
control (Section A). BW is mainly limited by neglected 
thermistor dynamics having cutoff frequency 0.1 Hzsf ≅ as 
in Section IV. Measure quantization is less than 0.5 mK.  
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Fig. 18 Enlargement of Figure 17 at set point achievement. 

Fig. 19 shows the TEC current for the temperature profile 
in Fig. 17: it reaches positive (cooling) and negative 
(heating) bounds during set-point switching. The final 
variable offset, less than 1 A (absolute value) is due to 
compensation of heat losses. 
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Fig. 19 TEC current. 

VII. CONCLUSIONS 
The multilayer active thermal control relevant to a new 

optical reference cavity for space applications has been 
outlined. Cavity design has been guided by preliminary 
experiments, suggesting improved suspensions to withstand 
launch loads, and active control concepts to exploit zero-
expansion temperature of the ULE glass in a wide range of 
spacecraft environments. Relevant considerations for the 
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design of thermal sensor and actuators have been provided. 
The new cavity is under commissioning together with a 
maquette for control test and set-up. 
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