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Abstract—Time-to-failure (TTF) prognostics plays a 
crucial role in predicting remaining lifetime of electrical 
machines for improving machinery health management. 
This paper presents a novel three-step degradation 
data-driven TTF prognostics approach for rolling element 
bearings (REBs) in electrical machines. In degradation 
feature extraction step, multiple degradation features, 
including statistical features, intrinsic energy features, and 
fault frequency features, are extracted to detect the 
degradation phenomenon of REBs using complete 
ensemble empirical mode decomposition with adaptive 
noise and Hilbert-Huang transform methods. In 
degradation feature reduction step, the degradation 
features, which are monotonic, robust, and correlative to 
the fault evolution of the REBs, are selected and fused into 
a principal component Mahalanobis distance health index 
using dynamic principal component analysis and 
Mahalanobis distance methods. In TTF prediction step, the 
degradation process and local TTF of the REBs are 
observed by an exponential regression-based local 
degradation model, and the global TTF is predicted by an 
empirical Bayesian algorithm with a continuous update. A 
practical case study involving run-to-failure experiments of 
REBs on PRONOSTIA platform is provided to validate the 
effectiveness of the proposed approach and to show a 
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more accurate prediction of TTF than the existing major 
approaches. 

Index Terms—Degradation data-driven approach, 
degradation feature, electrical machines, rolling element 
bearings, time-to-failure prognostics. 

I. INTRODUCTION

OLLING element bearings (REBs) are an extremely 
critical component in electrical machines to constrain 
relative motions to the desired motion while reducing 

frictions between moving parts. REB failure is one of the 
foremost causes of failure in electrical machines, accounting 
for 45–55% of breakdown in asynchronous motors [1]. Time to 
failure (TTF) is defined as the time of which failure threshold is 
reached. It has become increasingly important and urgent for 
condition monitoring, remaining lifetime prediction, and 
operation optimization over the past decade [2]. The ability to 
accurately prognosticate the TTF of REBs is scientifically 
interesting and technically important to avoid their sudden 
failures, minimize machinery downtime, and improve 
machinery healthy management. 

TTF prognostics can generally be classified into two main 
types: namely, model-based methods and data-driven methods. 
Model-based methods use mathematical models to represent 
physics of failures and phenomenon of degradation. They are 
only suitable for TTF prognostics when accurate failure 
mechanism models can be built. In fact, it is extremely difficult 
to build such an accurate failure mechanism model in many 
industrial applications because failures are usually unique to 
operating environments and model parameters are often 
unavailable [3]. Data-driven methods are more generic in that 
they directly use condition monitoring (CM) data to infer the 
future progress of failures and to predict the corresponding 
TTFs without any assumption on the underlying failure 
mechanism. A data-driven method for predicting the remaining 
useful life of REBs has been introduced using extended Kalman 
filter (KF), which relies on both time and time-frequency 
domain features to track the evolution of REB faults [4]. A new 
data-driven feature extraction/selection method for prognostics 
has been reported to map raw vibration data into monotonic 
features with early trends [5]. An on-line TTF prediction 
method for multi-sensor dynamic systems under latent 
degradation has been proposed using Wiener process and 
distributed KF [6]. In general, there are two important steps to 
realize data-driven methods in TTF prognostics. These include: 
1) useful features extraction and reduction for learning
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degradation behavior; and 2) future behavior prognostics for 
predicting TTF and its uncertainty.  

For useful features extraction and reduction, time-domain, 
frequency-domain, and time-frequency analyses are the three 
main feature extraction methods. Time-domain analysis 
extracts features like kurtosis and skewness to detect the 
degradation states of REBs. Frequency-domain analysis is used 
to identify frequency components of REBs by fast Fourier 
transform. Popular time-frequency analysis methods such as 
wavelet transform, empirical mode decomposition (EMD), and 
Hilbert-Huang transform (HHT) [7] are used to extract health 
indicators from vibration signals and track the degradation of 
REBs. However, useful feature extraction is still arduous due to 
inherent nonlinearity and weak degradation characteristics of 
CM data. Hence, the dimensionality of extracted features are 
reduced by principal component analysis (PCA) [8], partial 
least square [9], self-organizing map methods [10], etc.  

For future behavior prognostics, the reduced features are 
employed to train prediction models for the estimation of the 
TTF and its uncertainty. Statistical and machine learning 
methods, such as stochastic processes [11], hidden Markov 
models (HMM) [12], Bayesian networks [13], neural networks 
[14], and support vector machines (SVM) [15], are adopted to 
build the prediction models. Those methods offer a tradeoff 
between accuracy, complexity, and applicability. 

While useful, there exist two main deficiencies in using 
data-driven methods. First, the strong dependence of the 
prediction accuracy of most data-driven methods on the 
quantity of CM data and the quality of extracted features 
imposes critical challenges on industrial applications. Second, 
the arduously revealed underlying degradation mechanisms 
prevent the effectiveness and efficiency of TTF prediction.  

In this paper, we propose a three-step degradation 
data-driven TTF prognostics approach for REBs, comprising 
degradation feature extraction (step 1), degradation feature 
reduction (step 2), and TTF prognostics (step 3). The proposed 
approach automatically extracts and reduces a series of 
degradation features from collected vibration signals and 
continuously updates the TTF prediction. For this purpose, 
multiple degradation features are extracted to detect the 
degradation phenomenon of the REBs using statistical analysis, 
complete ensemble empirical mode decomposition with 
adaptive noise (CEEMDAN) [16], and HHT methods. The 
corresponding degradation features are selected by analyzing 
their monotonicity, robustness, and correlation. They are then 
fused by dynamic principal component analysis (DPCA) and 
Mahalanobis distance to give a principal component 
Mahalanobis distance (PCMD) health index of the REBs. An 
exponential regression-based local degradation model is 
constructed to observe the degradation process and to obtain the 
local TTF. An empirical Bayesian algorithm is introduced to 
predict the global TTF of the REBs based on the local TTF 
observations. The main contributions of this paper include: 1) 
multiple degradation features are extracted by integrated 
time-domain, frequency-domain, time-frequency analyses to 
discover useful degradation features; 2) a PCMD health index 
is found to represent the REB degradation mechanism over 
time using DPCA and Mahalanobis distance; and 3) a new 
degradation data-driven TTF prognostics approach is created 

with the continuous update to provide a more accurate 
prediction of TTF using exponential regression and empirical 
Bayesian algorithm.  

The paper is organized to have four sections. Section Ⅱ 
presents the framework of the proposed degradation 
data-driven TTF prognostics approach. Section Ⅲ provides a 
practical experimental study of REBs for validating the 
effectiveness of the proposed approach and for demonstrating a 
more accurate prediction of TTF than the existing major 
approaches. Section IV gives the conclusion of present work.  

II. FRAMEWORK OF PROPOSED DEGRADATION 

DATA-DRIVEN TTF PROGNOSTICS APPROACH 

Fig. 1 shows the framework of the proposed degradation 
data-driven TTF prognostics approach for REBs. The approach 
consists of three main steps as follows: 
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(time-domain and 
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Intrinsic energy features
(CEEMDAN time-
frequency analysis)
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(HHT time-frequency 
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Fig. 1. Framework of degradation data-driven TTF prognostics 

approach for REBs. 
(1) Degradation features extraction: This first step is aimed 

to extract multiple degradation features, including statistical 
features, intrinsic energy features, and fault frequency features. 
The statistical features are computed by time-domain and 
frequency-domain analyses. The intrinsic energy features and 
fault frequency features are calculated by CEEMDAN and 
HHT time-frequency analyses, respectively. 

(2) Degradation feature reduction: This second step is aimed 
to discover the PCMD health index for the REBs by selecting 
and fusing the extracted degradation features. A degradation 
feature subset is constructed by analyzing their monotonicity, 
robustness, and correlation to fault evolution of the REBs. 
DPCA and Mahalanobis distance methods are introduced to 
obtain the PCMD health index and to identify the initial 
degradation time. 

 (3) TTF prognostics: This third step is aimed to 
continuously update and predict the TTF of the REBs. An 
exponential regression-based local degradation model is built 
to represent the local degradation trajectory and to provide an 
observation of the local TTF. An empirical Bayesian algorithm 



IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS 

 
is adopted to enable an accurate prediction of the global TTF in 
light of the local TTF observations. 

A. Step 1: Degradation Feature Extraction 

After raw vibration signals are collected from REBs and 
preprocessed using singular value elimination and Kalman 
filtering methods, multiple degradation features will be 
extracted in order to detect the degradation phenomenon of 
REBs and to track their time evolution.  
1) Statistical features extracted by time-domain and 
frequency-domain analyses 

In time domain, there are 8 statistical features covering a 
wide range of popular time-domain characteristics to be 
extracted from the preprocessed vibration signals, namely mean 
value (MV), root mean square value (RMSV), maximum 
absolute value (MAV), square mean root value (SMRV), 
skewness coefficient (SC), kurtosis coefficient (KC), shape 
factor (SF), and clearance factor (CF) [7]. The features of MV, 
RMSV, MAV, and SMRV indicate the amplitude and energy 
over the time domain of the signal, while those of SC, KC, SF, 
and CF reflect the distribution situation over the time domain. 
In frequency domain, there are 2 statistical features describing 
the change in frequency components to be extracted by power 
spectrum density analysis, including root mean square 
frequency (RMSF) and root variance frequency (RVF). The 
two features indicate the variation of main frequency band and 
the dispersion of spectral energies of the vibration signal. Table 
I summarizes the 10 statistical features, where 𝑁 is the number 
of sampling points. 

TABLE I 
10 STATISTICAL FEATURES OF REBS 

Feature Equation 

MV 𝑋௠௩ =
1

𝑁
෍ 𝑋(𝑡௜)

ே

௜ୀଵ

 

RMSV 𝑋௥௠௦௩ = ඩ
1

𝑁
෍ 𝑋ଶ(𝑡௜)

ே

௜ୀଵ

 

MAV 𝑋௠௔௩ = max൫𝑋(𝑡௜)൯ 

SMRV 𝑋௦௠௥௩ = ൥
1

𝑁
෍ ඥ|𝑋(𝑡௜)|

ே

௜ୀଵ

൩

ଶ

 

SC 𝑋௦௖ =
1

𝑋௥௠௦
ଷ ෍(𝑋(𝑡௜) − 𝑋௠௩)ଷ

ே

௜ୀଵ

 

KC 𝑋௞௖ =
1

𝑋௥௠௦
ସ ෍(𝑋(𝑡௜) − 𝑋௠௩)ସ

ே

௜ୀଵ

 

SF 𝑋௦௙ =
X୰୫ୱ

1
𝑁

∑ |𝑋(𝑡௜)|ே
௜ୀଵ

 

CF 𝑋௖௙ =
𝑋௠௔௩

𝑋௥௠௦

 

RMSF 𝑋௥௠௦௙ = ඨ
∑ 𝑋̇ଶ(𝑡௜)

ே
௜ୀଶ

4𝜋ଶ ∑ 𝑋ଶ(𝑡௜)ே
௜ୀଵ

 

RVF 𝑋௥௩௙ = ඨ
∑ 𝑋̇ଶ(𝑡௜)

ே
௜ୀଶ

4𝜋ଶ ∑ 𝑋ଶ(𝑡௜)ே
௜ୀଵ

− (
∑ ∑ 𝑋̇(𝑡௜)ே

௜ୀଶ 𝑋(𝑡௜)ே
௜ୀଶ

2𝜋 ∑ 𝑋ଶ(𝑡௜)ே
௜ୀଵ

)ଶ 

2) Intrinsic energy features extracted by CEEMDAN  
CEEMDAN is the latest version of EMD algorithm for signal 

processing in time-frequency domain. It is capable of 
self-adaptively decomposing complex vibration signals into a 
number of intrinsic mode functions (IMFs) and a residue. The 

IMFs illustrate the natural oscillatory mode embedded in the 
signals. When the degradation of REBs occurs, the 
corresponding resonance frequency components will be 
produced in the signals, and the intrinsic energy in the IMFs 
will change accordingly. The intrinsic energy of REB faults is 
larger than the normal one so that the intrinsic energy features 
are extracted from the vibration signals using CEEMDAN. 
Given a preprocessed vibration signal 𝑋(𝑡), the procedure of 
the CEEMDAN-based intrinsic energy feature extraction is 
described below. 

a) By adding a white noise time series 𝑊௜(𝑡) with zero mean 
and unity variance into 𝑋(𝑡), a new signal 𝑋௜(𝑡) is generated as 

𝑋௜(𝑡) = 𝑋(𝑡) + 𝜀௞𝑊௜(𝑡)，𝑖 = 1，2， …，𝐼                (1) 
where I is the ensemble number and 𝜀௞ is coefficient. 

b)𝑋௜(𝑡) is decomposed using empirical mode decomposition  
to obtain the first IMF 𝐸ଵ൫𝑋௜(𝑡)൯ and its mean 𝐼𝑀𝐹ଵ

෫ (𝑡) as 

𝐼𝑀𝐹ଵ
෫ (𝑡) =

ଵ

ூ
∑ 𝐸ଵ൫𝑋௜(𝑡)൯ூ

௜ୀଵ .                                         (2) 

c) A residue 𝑟ଵ(𝑡) is calculated and expressed as 
𝑟ଵ(𝑡) = 𝑋(𝑡) − 𝐼𝑀𝐹ଵ

෫ (𝑡).                                               (3) 
d) The decomposition will stop if 𝑟ଵ(𝑡)  is monotonic. 

Otherwise, a new signal 𝑋ଵ௜(𝑡)  is generated by adding an 
adaptive white noise to 𝑟ଵ(𝑡), giving   

𝑋ଵ௜(𝑡) = 𝑟ଵ(𝑡) + 𝜀ଵ𝐸ଵ൫𝑊௜(𝑡)൯.                                      (4) 
e) Following the above steps, the mean of the second IMF 

𝐼𝑀𝐹ଶ
෫ (𝑡) is obtained as 

𝐼𝑀𝐹ଶ
෫ (𝑡) =

ଵ

ூ
∑ 𝐸ଵ ቀ𝑟ଵ(𝑡) + 𝜀ଵ𝐸ଵ൫𝑊௜(𝑡)൯ቁூ

௜ୀଵ .                 (5) 

In the same way, all the IMFs and final residue of the signal 
𝑋(𝑡) will be obtained. The original signals can be acquired by 
the sum of all IMFs and the final residue as 

𝑋(𝑡) = ∑ 𝐼𝑀𝐹j෫௃
jୀଵ (𝑡) + 𝑟(𝑡),                                         (6) 

where 𝐽 is the IMF number. 
f) The final residual signal 𝑟(𝑡)  is regarded as (𝑘 + 1)th 

IMF. The intrinsic energy features of REBs are defined as 

IEFൣ𝐼𝑀𝐹ఫ
෫(𝑡)൧ = [1 (𝑁 − 1)⁄ ] ∑ ൣ𝐼𝑀𝐹ఫ

෫(𝑡௜)൧
ଶே

௜ୀଵ ,              (7) 
where N is the sampling point.  
3) Fault frequency features extracted by HHT  

During the operation of REBs, any kind of degradation (e.g., 
outer ring, inner ring, element, cage, etc.) may occur. Once 
degradation occurs, there will have high-frequency shock 
vibrations in the REB operation. HHT is another useful 
time-frequency analysis method to accurately provide the 
changing rule of the amplitude of the high-frequency shock 
vibration signals with frequency and time [17]. The HHT 
time-frequency analysis is adopted to extract the fault 
frequency features of REBs. The procedure of HHT-based fault 
frequency feature extraction is described as follows. 

a) Preprocessed vibration signals of REBs is adaptively 
decomposed using CEEMDAN-based intrinsic energy feature 
extraction to obtain IMFs, denoted as 𝐼𝑀𝐹௞

෫ (𝑡), 𝑘 = 1, ⋯ , 𝑛.  
b) Hilbert transform is applied to 𝐼𝑀𝐹௞

෫ (𝑡)  and 𝐼𝑀𝐹ప
෣(𝑡) , 

giving 

𝐼𝑀𝐹ప
෣(𝑡) =

ଵ

గ
∫

ூெிೖ෫ (௧)

௧ିఛ
𝑑𝜏

ஶ

ିஶ
.                                               (8) 

The analytical form of 𝐼𝑀𝐹௞
෫ (𝑡), denoted 𝑧௜(𝑡), is written as 

𝑧௜(𝑡) = 𝐼𝑀𝐹௞
෫ (𝑡) + 𝑗𝐼𝑀𝐹ప

෣(𝑡) = 𝑎௜(𝑡)𝑒௝∅೔(௧),                    (9) 
where 𝑎௜(𝑡)  and ∅௜(𝑡)  are the instantaneous amplitude and 

phase of 𝐼𝑀𝐹𝑘෧(𝑡), respectively. They can be formulated as 
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൞
𝑎௜(𝑡) = ට𝐼𝑀𝐹ప

෣ଶ
(𝑡) + 𝐼𝑀𝐹௞

෫ ଶ
(𝑡)

∅௜(𝑡) = arctan
ூெிഢ෣

ூெிೖ෫

                                   (10) 

c) The instantaneous frequency 𝑓௜(𝑡) is obtained from the 
instantaneous phase as 

𝑓௜(𝑡) =
ଵ

ଶగ
𝜔௜(𝑡) =

ଵ

ଶగ

ௗ∅೔(௧)

ௗ௧
.                                            (11) 

d) The Hilbert spectral density is expressed as 
𝐻௜(𝜔, 𝑡) = 𝑅𝑃 ∑ 𝑎௜(𝑡)𝑒௝∅೔(௧)୬

௜ୀଵ ,                                     (12) 
where 𝑅𝑃 is real number.  

e) The Hilbert marginal spectrum is obtained as 

ℎ௜(𝜔) = ∫ 𝐻(𝜔, 𝑡)𝑑𝑡
்

଴
.                                                       (13) 

f) According to the characteristic frequencies of different 
components of REBs, the fault frequency features (FFF) of 
REBs are extracted from the Hilbert marginal spectrum using 

𝐹𝐹𝐹→ max[ℎ௜(𝑓଴,  𝑓௜ , 𝑓௕ , 𝑓௖)],                                         (14) 
where 𝑓௢  is the outer ring frequency, 𝑓௜  is the inner ring 
frequency, 𝑓௕  is the rolling element frequency, and 𝑓௖  is the 
cage frequency. They are expressed as 

⎩
⎪
⎪
⎨

⎪
⎪
⎧ 𝑓௜ =

ே್

ଶ
· 𝑓௥ · ൤1 +

஽್

஽೛
· cos 𝜑൨

𝑓௢ =
ே್

ଶ
· 𝑓௥ · ൤1 −

஽್

஽೛
· cos 𝜑൨

𝑓௕ =
஽್

஽೛
· 𝑓௥ · ൤1 −

஽್
మ

஽೛
మ · cosଶ 𝜑൨

𝑓௖ =
ଵ

ଶ
· 𝑓௥ · [1 −

஽್

஽೛
· cos 𝜑]

                                        (15) 

where 𝑓௥ is the rotation frequency,  𝜑 is the contact angle, 𝑁௕  is 
the number of rolling-element elements, 𝐷௕  is the diameter of 
rolling-element element, and 𝐷௣ is the pitch diameter. 

B. Step 2: Degradation Feature Reduction 

Since some extracted degradation features may not be related 
to the degradation phenomenon of REBs, they may not be able 
to indicate the variation until failure occurs. To increase the 
effectiveness and efficiency of TTF prognostics, it is required 
to have selection from the extracted degradation features as 
well as to reveal the PCMD health index for REBs by fusing the 
selected degradation features.  
1) Degradation feature selection 

Reasonable degradation features are well correlated with 
item degradation processing, monotonically increasing or 
decreasing, and robust to outliers [18]. The monotonicity, 
robustness, and correlation of the extracted degradation 
features are estimated to pick up a degradation feature subset. 
The procedure of degradation feature selection is as follows: 

a) An extracted degradation feature is decomposed into its 
mean trend and random part using smoothing method as 

𝑓(𝑡௞) = 𝑓 (𝑡௞) + 𝑓ோ(𝑡௞),                                               (16) 
where 𝑓(𝑡௞)  is feature value at time 𝑡௞ , 𝑓 (𝑡௞)  is the trend 
value, and 𝑓ோ(𝑡௞) is the residual value.  

b) The metrics of the monotonicity (Mon), robustness (Rob), 
and correlation (Corr) of the extracted degradation features are 
written as 

⎩
⎪
⎪
⎨

⎪
⎪
⎧𝑀𝑜𝑛(𝑓) =

1

𝐾 − 1
อ෍ 𝛿൫𝑓 (𝑡௞ାଵ) − 𝑓 (𝑡௞)൯ − ෍ 𝛿൫𝑓 (𝑡௞) − 𝑓 (𝑡௞ାଵ)൯

௞௞

อ

𝑅𝑜𝑏(𝑓) =
1

𝐾
෍ exp ቆ− ቤ

𝑓ோ(𝑡௞)

𝑓(𝑡௞)
ቤቇ

௞

𝐶𝑜𝑟𝑟(𝑓) =
|𝐾 ∑ 𝑓 (𝑡௞)𝑡௞ − 𝐾 ∑ 𝑓 (𝑡௞) ∑ 𝑡௞௞௞௞ |

ඥ[𝐾 ∑ 𝑓(𝑡௞)ଶ − (∑ 𝑓 (𝑡௞)௞ )ଶ
௞ ][𝐾 ∑ 𝑡௞

ଶ − (∑ 𝑡௞௞ )ଶ
௞ ]

  (17) 

where K is the total number of the sampling points and 𝛿(⋅) is 
the simple unit step function.  

c) A weighted linear combination of the metrics is defined as 
the degradation feature selection criteria. This is because one 
metric only partially measures the suitability of a candidate for 
TTF prognostics and feature selection only based on one metric 
will be biased. The formula is 

max
்ఢஐ

𝑍 = 𝜔ଵ𝑀𝑜𝑛(𝑓) + 𝜔ଶ𝑅𝑜𝑏(𝑓) + 𝜔ଷ𝐶𝑜𝑟𝑟(𝑓)

𝑠. 𝑡., ∑ 𝜔௜ = 1ଷ
௜ୀଵ ,    𝜔௜ > 0

        (18) 

where 𝑍 is the objective to be optimized, Ω is the universal set 
of all candidate features, and 𝜔௜ is the weighted coefficient. It 
is noted from mathematical derivation that the comprehensive 
objective 𝑍  is linearly and positively correlated with each 
metric so that 𝑍 is also positively correlated with the selected 
degradation features and the features of high 𝑍 score should be 
selected. 
2) Feature fusion for degradation identification 

Due to the fact that the selected degradation features of REBs 
are still high dimensional, a PCMD health index is found by 
way of feature fusion using DPCA and Mahalanobis distance 
methods [19]. The proposed PCMD health index evaluates the 
similarity of first principal components (PCs) by comparing 
Mahalanobis distance between these latter. This shows the 
degradation time evolution of REBs. The procedure of the 
feature fusion is described as follows: 

a) The matrix 𝐹 of the selected n-dimensional degradation 
features of REBs is structured to be 

𝐹 = ൦

𝑓ଵଵ 𝑓ଵଶ

𝑓ଶଵ 𝑓ଶଶ

… 𝑓ଵ௡

⋯ 𝑓ଶ௡

⋮ ⋮
𝑓௠ଵ 𝑓௠ଶ

⋱ ⋮
… 𝑓௠௡

൪ = (𝐹ଵ, 𝐹ଶ, ···, 𝐹௡)          (19) 

where 𝐹௜ = (𝑓ଵ௜ , 𝑓ଶ௜ , ⋯ , 𝑓௠௜)்  is ith normalized feature 
vector and contains m observed values.  

b) According to DPCA method, the matrix F is transformed 
to obtain a score matrix 𝑇 as 

𝑇 = 𝐴்𝐹                                                                          (20) 
where 𝐴 = (𝐴ଵ, 𝐴ଶ, ⋯ , 𝐴௡)  is the transform matrix which 
comprises eigenvectors 𝐴௜ = (𝑎௜ଵ, 𝑎௜ଶ, ⋯ ,  𝑎௜௠) 
corresponding to the largest eigenvalues 𝜆௜ for the correlation 
matrix of 𝐹. The projected vectors in the score matrix 𝑇 are the 
PCs for defining the PCMD index.  

c) The proposed PCMD health index is expressed as 

𝑃𝐶𝑀𝐷௝ = ∑ 𝜆଴௜𝜆௜ට൫𝑇௜௝ − 𝜇൯
்

𝑆ିଵ൫𝑇௜௝ − 𝜇൯௡
௜ୀଵ  ,           (21) 

where 𝑃𝐶𝑀𝐷௝  is the PCMD index of jth sampling, 𝑇∗௝  is the 
first PCs of current REB, and 𝜇  and 𝑆  are the mean and 
covariance of the PCs of normal REBs, respectively. It is not 
arduous to find the degradation time of REBs in accordance 
with the obtained PCMD health index. 
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C. Step 3: TTF Prognostics 

The proposed TTF prognostics is implemented from the 
beginning of the degradation identified in Section B. It involves 
two main steps: namely, local degradation model based on 
exponential regression and global TTF prediction based on 
empirical Bayesian algorithm. 
1) Local degradation model based on exponential regression 

There are many factors affecting the degradation of REBs, 
and the degradation mechanics are very difficult to be 
established. A simple regression curve is not able to fit with the 
global degradation trajectory of REBs. By regarding several 
successive PCMD health indexes as a local degradation 
sequence, however, the local degradation model of a 
sub-sequence can be built. Thus, exponential regression is 
adopted by us to fit with the local degradation trajectory as it is 
very suitable for the representation of degradation [20]. 

As shown in Fig. 2, 𝑃𝐶𝑀𝐷୩  represents the PCMD health 
index at the moment of 𝑡௞ and 𝑃𝐶𝑀𝐷୯:୩ denotes a sequence of 
PCMD health indexes from the moment of 𝑡௤  to 𝑡௞ , 𝑞 =

1, … , 𝑘 − 𝑞଴ + 1, and 𝑞଴  is the least number for exponential 
regression. For the moment of 𝑡௞ , the local degradation 
sequence includes 𝑃𝐶𝑀𝐷ଵ:௞ , 𝑃𝐶𝑀𝐷ଶ:௞, … , 𝑃𝐶𝑀𝐷௞ି௤బାଵ:௞  and 
is used to fit with the local degradation trajectory using 
exponential regression as 

𝑃𝐶𝑀𝐷௞ = 𝛼 ∗ exp (𝛽t௞),                                             (22) 
where 𝛼  and 𝛽  are the parameters to be estimated by least 
square algorithm [9]. Herein, the number of the obtained local 
degradation trajectory at the moment of 𝑡௞  is 𝑘 − 𝑞଴ + 1. In 
order to assess how appropriate each local degradation 
trajectory describes the actual degradation, mean square error 
of the PCMD health indexes in regression and prediction is 
calculated as 

൝
𝑅𝐷௤:௞ = ∑ ൫𝑃𝐶𝑀𝐷෣

௜ − 𝑃𝐶𝑀𝐷௜൯
ଶ

/(𝑘 − 𝑞 + 1௞
௜ୀ௤ )

PD௤:௞ = (𝑃𝐶𝑀𝐷෣
௞ାଵ − 𝑃𝐶𝑀𝐷௞ାଵ)ଶ

       (23) 

where 𝑅𝐷௤:௞ represents the mean square error of the 𝑃𝐶𝑀𝐷௤:௞ 
in regression, 𝑃𝐷௤:௞  denotes the mean square error of the 
𝑃𝐶𝑀𝐷௤:௞ in prediction, and 𝑃𝐶𝑀𝐷෣

௜ indicates the fitted value of 
the degradation sequences 𝑃𝐶𝑀𝐷௤:௞ at the moment of 𝑡௜ .  

By setting 𝑟௤:௞  as the sum of 𝑅𝐷௤:௞  and 𝑃𝐷௤:௞ , it can 
estimate the overall performance in the regression and 
prediction. The smaller 𝑟௤:௞  is, the better the overall 
performance will be obtained. Meanwhile, a weight coefficient 
𝜔௤:௞ is calculated in accordance with 𝑟௤:௞ to be 

൝
𝑟௤:௞ = 𝑅𝐷௤:௞ + 𝑃𝐷௤:௞

𝜔௤:௞ =
ଵ

௥೜:ೖ
/ ∑

ଵ

௥೔:ೖ

௞ି௤బାଵ
௜ୀଵ

                                               (24) 

According to the obtained local degradation trajectory at the 
moment of 𝑡௞ , the corresponding local TTF 𝑡̂௤:௞, 𝑞 =

1,2, … , 𝑘 − 𝑞଴ + 1 is calculated as 

𝑡̂௤:௞ = 𝑃𝐶𝑀𝐷෣
௤:௞

ିଵ
(𝑃𝐶𝑀𝐷ி஽)                                         (25) 

where 𝑃𝐶𝑀𝐷෣
௤:௞

ିଵ
 represents the inverse function of 𝑃𝐶𝑀𝐷෣

௤:௞ 
and 𝑃𝐶𝑀𝐷ி஽  denotes the fault threshold. The weight 
coefficient 𝜔௤:௞ is assigned to 𝑡̂௤:௞. The mean and variance of 
𝑡̂௤:௞ are calculated as 

ቐ

𝑡̂௞ = ∑ 𝜔௤:௞ 𝑡̂௤:௞
௞ି௤బାଵ
௤ୀଵ

𝜎௞
ଶ =

∑ ఠ೜:ೖ(௧መ೜:ೖି௧መೖ)మೖష೜బశభ
೜సభ

௞ି௤బାଵ

                                                (26) 

where 𝑡̂௞ is the local TTF observation at the moment of 𝑡௞ and 
𝜎௞

ଶ is the observation error. The local TTFs at different times 
are constituted and denoted as 𝑡̂௤బାଵ:௡. 

tk-3 tk-2 tk-1

Fault threshold

tk tk+1 tn

PCMD Index

Local TTF

Local degradation curve:

tk-4

PCMDk

PCMDFD

PCMDk-4

PCMDq:k

Fig. 2. Local degradation curve based on exponential regression. 
2) TTF prediction based on empirical Bayesian algorithm 

The local TTFs at different times are stochastic. Let 𝑡̂௤బାଵ:௡ 
be a sample of a common prior distribution π(𝜃௞) , which 
follows a normal distribution 𝑁(𝜇௭ , 𝜎௭

ଶ) where 𝜇௭ and 𝜎௭
ଶ are 

unknown hyper parameters. The empirical Bayesian algorithm 
is proposed to realize the global TTF prediction, including prior 
distribution estimation and posterior distribution estimation. 

a) Prior distribution estimation 
The local TTF 𝑡̂௞ is the observation of 𝜃௞, and 𝜎௞

ଶ is used to 
measure the observation error. To eliminate the influence of 
dynamic fluctuations in the degradation of REBs, 𝜎௙

ଶ is set to 
the mean of 𝜎௞

ଶ and is expressed as 

𝜎௙
ଶ =

∑ ఙೖ
మ೙

ೖస೜బశభ

௡ି௤బ
.                                                               (27) 

     According to empirical Bayesian algorithm [21], [22], the 
joint distribution of 𝑡̂௞ and 𝜃௞ is written as 

h(𝑡̂௞, 𝜃௞) = π(𝜃௞)𝑓(𝑡̂௞|𝜃௞) 

         = (2𝜋𝜎௙𝜎௭)ିଵexp ൜−
ଵ

ଶ
𝜌௞[𝜃௞ −

ଵ

ఘೖ
(

ఓ೥

ఙ೥
మ +

                           
௧መೖ

ఙ೑
మ)]ൠ exp ൜−

(ఓ೥ି௧መೖ)మ

ଶ(ఙ೥
మାఙ೑

మ)
ൠ                                     (28) 

where 𝜌௞  is the sum of 𝜎௭
ିଶ  and 𝜎௙

ିଶ  and 𝑓(𝑡̂௞|𝜃௞)  is the 
conditional probability of 𝑡̂௞ based on 𝜃௞. 

The marginal distribution of 𝑡̂௞ is computed using 

      m(𝑡̂௞) = න π(𝜃௞)𝑓(𝑡̂௞|𝜃௞)d
ାஶ

ିஶ

𝜃௞ = (2𝜋𝜌௞)ି
ଵ
ଶ(𝜎௙𝜎௭)ିଵ 

exp ൜−
(௧መೖିఓ೥)మ

ଶ൫ఙ೥
మାఙ೑

మ൯
ൠ                                            (29) 

it follows a normal distribution 𝑁(𝜇௭ , (𝜎௭
ଶ + 𝜎௙

ଶ)). 
Thus, the likelihood function of 𝑡̂௤଴ାଵ, ⋯ , 𝑡̂௡ is counted as 

𝑚൫𝑡̂௤଴ାଵ, ⋯ , 𝑡̂௡൯ = [2𝜋(𝜎௭
ଶ +

              𝜎௙
ଶ)]ି

೙ష೜బ
మ exp ൜−

(௡ି௤బ)௦మ

ଶ൫ఙ೥
మାఙ೑

మ൯
−

(௡ି௤బ)(ఓෝೖିఓ೥)మ

ଶ൫ఙ೥
మାఙ೑

మ൯
ൠ        (30) 
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where 𝜇̂௞ =
∑ ௧መೖ

೙
ೖస೜బశభ

௡ି௤బ
, 𝑠ଶ = ∑ (𝑡̂௞ − 𝜇̂௞)ଶ/(𝑛 − 𝑞଴)௡

௞ୀ௤బାଵ . 

𝑚(𝑡̂௞) will be maximized when 𝜇௭  is 𝜇̂௞  without thinking of 
𝜎௞

ଶ. 𝜇̂௞ is always at the maximum likelihood estimation of 𝑡̂௞. 
The problem of maximum likelihood is simplified to the 
maximize function of 𝜎௭

ଶ as 

𝜑(𝜎௭
ଶ) = (𝜎௭

ଶ + 𝜎௙
ଶ)]ି

೙ష೜బ
మ exp ൜−

(௡ି௤బ)௦మ

ଶ൫ఙ೥
మାఙ೑

మ൯
ൠ           (31) 

Equation (31) can be transformed to be 
ௗ

ௗఙ೥
మ log𝜑(𝜎௭

ଶ) =
ି(௡ି௤బ)

ଶ൫ఙ೥
మାఙ೑

మ൯
+

(௡ି௤బ)௦మ

ଶ൫ఙ೥
మାఙ೑

మ൯
                       (32) 

when 𝑠ଶ ≥ 𝜎௙
ଶ , 𝜎௞

ଶ = 𝑠ଶ − 𝜎௙
ଶ  can maximize 𝜑(𝜎௭

ଶ) . 
Otherwise, when 𝑠ଶ < 𝜎௙

ଶ , 𝜎௭
ଶ = 0  can maximize 𝜑(𝜎௭

ଶ) . 
The unknown hyperparameters 𝜇௭ and 𝜎௭

ଶ is deduced using 

൝
𝜇௭ = 𝜇̂௞

𝜎௭
ଶ = max ቄ0,

௦మ

௡ି௤బ
− 𝜎௙

ଶቅ
                                         (33) 

Thus, the prior distribution estimation of 𝜃௞  follows a 
normal distribution N(𝜇௭ , 𝜎௭

ଶ).  
b) Posterior distribution estimation 
Once the prior distribution is obtained, the posterior 

distribution is calculated as 

𝜋(𝜃௞|𝑡̂௞) =
h(𝑡̂௞, 𝜃௞)

m(𝑡̂௞)
 

= ට
ఘೖ

ଶగ
exp ൜−

ଵ

ଶ
𝜌௞[𝜃௞ −

ଵ

ఘೖ
(

ఓ೥

ఙ೥
మ +

௧መೖ

ఙ೑
మ)]ଶൠ            (34) 

where 𝜋(𝜃௞|𝑡௞̂) is the density of 𝑁(μ(𝑡̂௞), V(𝑡̂௞)). Considering 
that the number of the local TTF observations may be small, 
μ(𝑡̂௞) and V(𝑡̂௞) can be adjusted as 

⎩
⎪⎪
⎨

⎪⎪
⎧

𝜇ா஻(𝑡̂𝑘) = 𝑡̂𝑘 − 𝐵෠(𝑡̂𝑘 − 𝜇ො𝑧)

𝑉ா஻(𝑡̂𝑘) = 𝜎௙
ଶ ቀ1 −

௣ିଵ

௣
𝐵෠ቁ −

ଶ

௣ିଷ
𝐵෠ ଶ(𝑡̂𝑘 − 𝜇ො𝑧)ଶ

𝐵෠ =
௣ିଷ

௣ିଵ
∗

ఙ೑
మ

ఙ೑
మା𝜎ො𝑧

2

𝜎ො𝑧
2 = ∑ (𝑡̂𝑘 − 𝜇̂௞)ଶ௡

௞ୀ௤బାଵ /(𝑝 − 1) − 𝜎௙
ଶ

        (35) 

Therefore, the posterior distribution of 𝜃௞ follows a normal 
distribution 𝑁(𝜇ா஻(𝑡௞̂), 𝑉ா஻(𝑡̂௞) , which show the most 
probable TTF at the moment of 𝑡௞.  

As discussed above, the posterior distribution of 𝜃௞ may be 
regarded as the global TTF prediction according to the PCMD 
health index sequence 𝑃𝐶𝑀𝐷ଵ:௡ expressed as 

𝑓(𝜃௡|𝑃𝐶𝑀𝐷ଵ:௡) = 𝜋(𝜃௡|𝑡̂௞)                                          (36) 
it follows a normal distribution 𝑁൫𝜇ா஻(𝑡̂௞), 𝑉ா஻(𝑡̂௞)൯. 

III. EXPERIMENTS, RESULTS AND DISCUSSTION 

A. Experimental Setup and Vibration Data 

The degradation data of REBs was obtained from a 
laboratory experimental platform called PRONOSTIA [23] and 
was used to validate the effectiveness of the proposed approach 
and to show a more accurate prediction of TTF than the existing 
major approaches. Fig. 3 shows the overview of the 
PRONOSTIA platform.  

Four tested REBs: namely, REB 1_1, REB 1_3, REB 2_1, 
and REB 2_2, were selected and analyzed because they showed 
degradation behaviors. A radial load force generated by a force 
actuator was applied to each REB in order to reduce its life 
duration. The run-to-failure experiments of REB 1_1 and REB 

1_3 were performed at a radial load force of 4000 N and a shaft 
speed of 1800 rpm, while those of REB 2_1 and REB 2_2 were 
carried out using an increased radial load force of 4200 N and a 
reduced shaft speed of 1650 rpm. They indicate very different 
degradation behaviors leading to different experiment durations. 
The basic characteristics of these tested REBs are listed in 
Table Ⅱ. According to Equation (15), the fault frequencies of 
the inner race, outer race, rolling element, and cage of these 
tested REBs were calculated to be 𝑓௜ = 221 Hz, 𝑓௢ = 168 Hz, 
𝑓௕ = 215.4 Hz, and 𝑓௖ = 19 Hz, respectively. 

 
Fig. 3. The PRONOSTIA platform. 

In the run-to-failure experiments, vibration signals were 
acquired by two high-frequency accelerometers (DYTRAN 
3035B) mounted on the vertical and horizontal axes of the 
tested REBs. The sampling frequency of the vibration signals 
was set to 25.6 kHz, and a total of 2560 samples were recorded 
every 10 seconds. The sampling signals were logged by a 
computer for data storage and analysis via an NI DAQ card. 
The experiments would be stopped when the amplitude of the 
vibration signals exceeded 20 g. 

TABLE Ⅱ 
BASIC CHARACTERISTICS OF TESTED REBS 

Design parameter Value 
Contact angle of the bearing (𝜑) 0° 
Pitch diameter of the bearing (𝐷௣) 25.6 mm 
Diameter of rolling elements of the bearing (𝐷௕) 3.5 mm 
Number of rolling elements of the bearing(𝑁௕) 13 

The obtained vibration signals were preprocessed using 
singular value elimination and Kalman filtering methods to 
facilitate subsequent feature extraction. It is found that the 
vertical vibration signals give little useful information for the 
performance degradation of the REB. So, only the horizontal 
vibration signals are adopted for the TTF prognostics of the 
REBs in the following studies.  

B. Degradation Feature Extraction 

As described in Section II-A, 10 statistical features are firstly 
extracted. It is shown that among the statistical features, only 
MV, SC, and RVF are insensitive to the degradation 
phenomenon. Then, the intrinsic energy features of the tested 
bearings are extracted using CEEMDAN method. The 
decomposed components of the preprocessed vibration signals 
of REB 1_1 are derived from CEEMDAN method with 𝐼 =
100 in Eq. (1). A total of 11 IMFs and a residue are obtained 
after the decomposition. The corresponding normalized 
intrinsic energy features are calculated according to the 
obtained IMFs.  
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Fig. 4. Hilbert marginal spectrum of vibration signals of REB 1_1. 

 
Fig. 5. Fault frequency feature of REB 1_1 derived from Fig. 4. 

The fault frequency features of the tested REB are extracted 
using HHT method. Fig. 4 shows the Hilbert marginal spectrum 
of the vibration signals of REB 1_1. It is found that the 
magnitudes of the fault frequencies of the inner race, the outer 
race, the rolling element, and the cage all change over time. Fig. 
5 plots the fault frequency feature of REB 1_1 based on Fig. 4. 
The extracted fault frequency feature indicates the degradation 
behavior over time. 

C. Degradation Feature Reduction 

There are 22 features extracted from the vibration signals of 
the tested REBs. However, some features do not indicate the 
degradation phenomenon. To improve the TTF prognostics 
performance, degradation feature reduction is implemented. 
Fig. 6 illustrates the monotonicity, robustness, and correlation 
of the extracted features for REB 1_1. Based on Fig. 6, 𝑍 score 
of the extracted features is calculated, and the extracted features 
with 𝑍 ≥ 0.6 are selected and illustrated in Fig. 7. Statistical 
features (i.e., RMSV, MAV, SMRV, KC, SF, CF, and RMSF), 
intrinsic energy features (i.e., IEF3, IEF4, IEF5, IEF6, IEF7, 
and IEF9), and fault frequency features (i.e., FFF) are selected. 

 
Fig. 6. Monotonicity, robustness, and correlation of REB 1_1. 

Fig. 7. 𝑍 score of the extracted features of REB 1_1. 

 
Fig. 8. PCMD health index for degradation identfication of (a) REB 1_1, (b) 

REB 1_3, (c) REB 2_1, and (d) REB 2_2. 
Then, DPCA and Mahalanobis distance are introduced to 

fuse these selected features. The PCMD health index of the 
tested bearings is calculated and shown in Fig. 8. The 
degradation time of REB 1_1, REB 1_3, REB 2_1, and REB 
2_2 is identified to be 456.7, 386.3, 147, and 128.8 min, 
respectively. The real TTF of REB 1_1, REB 1_3, REB 2_1, 
and REB 2_2 is to be 461, 394.6, 151, and 131.8 min, 
respectively. Fig. 8 clearly shows that PCMD health index may 
better represent the REB degradation mechanism over time 
than growing self-organizing map (GSOM) [24]. 

D. TTF Prognostics 

As discussed in Section II-C, TTF prognostics of the tested 
REBs includes exponential regression-based local degradation 
model and empirical Bayesian-based global TTF prediction. 
Fig. 9 shows the local degradation curves of REB 1_1 at 
different sampling times of 458.3, 458.5, 459, 459.5, 460, and 
460.5 min using exponential regression. The local TTF at the 
different sampling times is calculated to be 460.9, 459.8, 460.4, 
461.1, 461.2, and 461.1 min. Fig. 10 shows the probability 
density function of local TTF at the different sampling times for 
REB 1_1, REB 1_3, REB 2_1, and REB 2_2. The local TTF 
distribution at different sampling times implicates the potential 
local degradation mechanics at the corresponding time. 

The global TTF prediction is deduced by empirical Bayesian 
algorithm. Fig. 11 shows the global TTF prognostics and its 95% 
confidence interval from the beginning of the degradation of 
the tested bearings. The TTF prognostics starts with low 
accuracy due to the lack of training data. The accuracy becomes 
higher and higher over time. The final error of REB 1_1, REB 
1_3, REB 2_1, and REB 2_2 is determined from Equation (37) 
to be 0.02, 0.86, 0.22, and 0.37, respectively. These error values 
are acceptable for major industrial applications. 
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Fig. 9. Local degradation curves of REB 1_1 at different sampling times of (a) 
458.3, (b) 458.5, (c) 459, (d) 459.5, (e) 460, and (f) 460.5 min. 

Fig. 10. Probability density function of local TTF at the different sampling 
times for (a) REB 1_1, (b) REB 1_3, (c) REB 2_1, and (d) REB 2_2. 

Fig. 11. Global TTF and its 95% confidence interval for (a) REB 1_1, (b) REB 
1_3, (c) REB 2_1, and (d) REB 2_2. 

The error of TTF prognostics is given as: 

𝐸௥(%) = 100 ∗ ฬ
௧೑ೌ೔೗ೠೝ೐ି௧መ೑ೌ೔೗ೠೝ೐

௧೑ೌ೔೗ೠೝ೐
ฬ                                (37) 

where 𝑡௙௔௜௟௨௥௘  and 𝑡̂௙௔௜௟௨௥௘  are the real and predicted TTFs of 
the tested REBs, respectively.  

Similar experiments with the scheme of TTF prediction were 
also performed using other approaches in literatures. Table III 

shows a comparison of the predicted results between the 
proposed approach and the existing major approaches. It is 
found in Table III that the proposed approach achieves much 
better prediction accuracy than SVM [7], hidden semi-Markov 
model [25], TFR-LDA [26], MoG-HMM [27], extended KF 
[28], and Gaussian mixture model [29]. This clearly shows the 
superiority of the proposed approach over the existing major 
approaches. This is because the proposed approach makes most 
of the dependence between degradation data over time. 

TABLE Ⅲ 
COMPARISON OF PREDICTED RESULTS BETWEEN PROPOSED 

APPROACH AND EXISTING MAJOR APPROACHES 

Method 
Errors (%) 

Bearing 
1_1 

Bearing 
1_3 

Bearing 
2_1 

Bearing 
2_2 

Proposed approach 0.02 0.86 0.22 0.37 
Cartella et al. [25] 37.72 12.62 27.18 18.1 
Zhao et al. [26] 13.9 30.1 47.2 17.3 
Medjaher et al. [27] 21.3 12.1 N/A N/A 
Soualhi et. al. [7] 0.6 1.25 N/A N/A 
Singleton et al. [28] N/A 30.57 N/A N/A 
Chen et al. [29] N/A 31.92 N/A N/A 

IV. CONCLUSIONS 

This paper has proposed a new three-step degradation 
data-driven TTF prognostics approach of REBs in electrical 
machines. In this approach, the first step is to extract multiple 
degradation features, including statistical features computed by 
time-domain and frequency-domain analyses, intrinsic energy 
features reckoned by CEEMDAN time-frequency analyses, and 
fault frequency features calculated by HHT time-frequency 
analyses. In the second step, the degradation features, which are 
monotonic, robust, and correlative to the fault evolution of the 
REBs, are selected and fused into a PCMD health index using 
DPCA and Mahalanobis distance methods. The degradation 
time of the REBs might be discovered in accordance with the 
obtained PCMD health index. In the third step, a series of local 
degradation trajectory are generated using exponential 
regression, and the corresponding local TTF observations are 
obtained. On this basis, an empirical Bayesian algorithm is 
introduced to realize the global TTF prediction. Unlike the 
common way, the TTF prediction is continuously updated. In 
the experimental demonstration, the results illustrate that the 
proposed approach achieves good performance of TTF 
prediction, and exhibits great superiority over the existing 
major approaches.  

It should be mentioned that degradation threshold and failure 
threshold have influenced the accuracy of TTF prognostics, 
which are subjectively set. Little research has been 
implemented on adaptively setting the thresholds in TTF 
prognostics. In the future, we will investigate adaptive 
threshold setting approaches. 
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