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Behavior Forensics for Scalable Multiuser
Collusion: Fairness Versus Effectiveness
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Abstract—Multimedia security systems involve many users with
different objectives and users influence each other’s performance.
To have a better understanding of multimedia security systems
and offer stronger protection of multimedia, behavior forensics
formulate the dynamics among users and investigate how they in-
teract with and respond to each other. This paper analyzes the be-
havior forensics in multimedia fingerprinting and formulates the
dynamics among attackers during multi-user collusion. In partic-
ular, this paper focuses on how colluders achieve the fair play of col-
lusion and guarantee that all attackers share the same risk (i.e., the
probability of being detected). We first analyze how to distribute
the risk evenly among colluders when they receive fingerprinted
copies of scalable resolutions due to network and device hetero-
geneity. We show that generating a colluded copy of higher reso-
lution puts more severe constraints on achieving fairness. We then
analyze the effectiveness of fair collusion. Our results indicate that
the attackers take a larger risk of being captured when the colluded
copy has higher resolution, and they have to take this tradeoff into
consideration during collusion. Finally, we analyze the collusion re-
sistance of the scalable fingerprinting systems in various scenarios
with different system requirements, and evaluate the maximum
number of colluders that the fingerprinting systems can withstand.

Index Terms—Behavior forensics, collusion resistance, fairness,
scalable multiuser collusion, traitor tracing.

1. INTRODUCTION

ECENT development in multimedia processing and
Rnetwork technologies has facilitated the distribution
and sharing of multimedia through networks. It is critical to
protect multimedia from illegal alteration, repackaging, and
unauthorized redistribution. Digital fingerprinting is such a
forensic tool to identify the source of the illicit copies and
trace traitors. It embeds a unique label, also known as the
digital fingerprint, in each distributed copy before distribution.
The unique fingerprint is seamlessly embedded into the host
signal using traditional data hiding techniques [1] (e.g., the
spread-spectrum embedding method [2]), and travels with
the host signal. There is a cost effective attack against digital
fingerprinting, the collusion attack, in which several attackers
combine information from differently fingerprinted copies to
remove traces of the embedded fingerprints [2]. To support
multimedia forensics, there has been a lot of work on the

Manuscript received March 15, 2005; revised April 2, 2006. The associate
editor coordinating the review of this manuscript and approving it for publica-
tion was Dr. Gaurav Sharma.

H. Vicky Zhao is with the Department of Electrical and Computer Engi-
neering, University of Alberta, Edmonton, AB T6G 2V4 Canada (e-mail:
zhaohong @ieee.org).

K. J. Ray Liu is with the Department of Electrical and Computer Engineering,
and Institute for Systems Research, University of Maryland, College Park, MD
20742 USA (e-mail: kjrliu@eng.umd.edu).

Digital Object Identifier 10.1109/TIFS.2006.879279

design of anticollusion multimedia fingerprints [3]-[6], which
can resist such multiuser collusion as well as common signal
processing and attacks on a single copy [7], [8].

In multimedia security systems, different users have different
goals and objectives, and they influence each other’s decisions
and performance. Therefore, it is important to study this be-
havior dynamics in multimedia fingerprinting. Behavior foren-
sics formulate the dynamics among attackers during collusion
and the dynamics between the colluders and the detector, and
investigate how users interact with and respond to each other.
Such investigation enables the digital rights enforcer to have a
better understanding of the multimedia security systems (e.g.,
how attackers behave during collusion, which information of
collusion can help improve the detection performance, etc.).
This investigation helps the digital rights enforcer offer stronger
protection of multimedia content.

We investigate the dynamics among colluders in this paper.
During multiuser collusion, colluders not only share the profit
from the illegal alteration and redistribution of multimedia, they
also share the risk of being detected. Since no one is willing
to take a higher risk than the others, the colluders demand a
fair play during collusion and require that all colluders have
the same probability of being captured. Achieving fairness of
collusion is an important issue that the colluders need to address.

Most previous work on collusion attacks on multimedia
fingerprinting assumed that all users receive fingerprinted
copies of the same resolution. In this simple scenario, achieving
fairness of collusion is trivial. For example, averaging all
fingerprinted copies with equal weights reduces the energy of
each contributing fingerprint by the same ratio, and guarantees
that all colluders have the same probability of being detected
[9]. For spread-spectrum embedding based multimedia fin-
gerprinting, the collusion attack was modeled as averaging
different copies with equal weights followed by an additive
noise in [10]. The collusion attack model was generalized
to multiple-input—single-output linear shift invariant filtering
followed by an additive Gaussian noise in [11]. Nonlinear
collusion attacks were examined and analyzed in [12] and [13].
Assuming that colluders receive fingerprinted copies of the
same resolution, all these collusion attacks ensure fairness of
collusion and guarantee the equal risk of all colluders.

In practice, due to the heterogeneity of the networks and that
of the end users’ devices, it is often required to have scalability
for rich multimedia access from anywhere using any devices.
Scalable coding and transmission enables users to recover phys-
ically meaningful information of the content even if they receive
only part of the compressed bit streams [14]. This paper investi-
gates how colluders distribute the risk evenly among themselves
and achieve fairness of collusion when they receive copies of
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Fig. 1. Three-layer scalable codec. Left: encoder, right: decoder.

different resolutions due to network and device heterogeneity.
We also analyze the effectiveness of such fair collusion in de-
feating the fingerprinting systems. We then switch our role to the
digital rights enforcer’s side and study the collusion resistance
of the scalable fingerprinting system. We evaluate the maximum
number of colluders that the embedded fingerprints can with-
stand in various scenarios with different requirements. We use
video to demonstrate a typical multimedia system and take tem-
poral scalability as an example.

The rest of the paper is organized as follows. We begin in
Section II with the introduction of the scalable video coding
and the digital fingerprinting system model. Section III inves-
tigates how to achieve fairness of collusion when attackers re-
ceive copies of different resolutions. We analyze the effective-
ness of fair collusion in removing the embedded fingerprints in
Section IV. Section V quantifies the collusion resistance of scal-
able fingerprinting systems and studies how many colluders are
enough to undermine the tracing capability of multimedia fin-
gerprints. Section VI shows the simulation results on video se-
quences, and conclusions are drawn in Section VII.

II. SYSTEM MODEL

A. Temporally Scalable Video Coding Systems

In the literature, scalable video coding is widely used to ac-
commodate heterogenous networks and devices with different
computational capability. As an example, we use layered video
coding and decompose the video content into non-overlapping
streams (layers) with different priorities [14]. The base layer
contains the most important information of the video sequence
and is received by all users in the system. The enhancement
layers gradually refine the resolution of the reconstructed copy
at the decoder’s side and are only received by those who have
sufficient bandwidth.

Fig. 1 shows the block diagrams of a three-layer scalable
codec. The encoder first down-samples the raw video and per-
forms lossy compression to generate the base layer bit stream.
Then, the encoder calculates the difference between the original
video sequence and the up-sampled base layer, and applies lossy
compression to this residue to generate the enhancement layer
bit streams. At the receiver’s side, to reconstruct a high-reso-
lution video, the decoder has to first receive and decode both
the base layer and the enhancement layer bit streams. Then the
up-sampled base layer is combined with the enhancement layer
refinements to form the high-resolution decoded video.

In this paper, we use temporally scalable video coding as an
example, which provides multiple versions of the same video
with different frame rates. Our analysis can also be applied to
other types of scalability since the scalable codec in Fig. 1 is
generic and can be used to achieve different types of scalability.
The simplest way to perform temporal decimation and temporal
interpolation is by frame skipping and by frame copying, respec-
tively. For example, temporal decimation with a ratio of 2:1 can
be achieved by discarding one frame from every two frames;
and temporal interpolation with a ratio of 1:2 can be realized by
making a copy of each frame and transmitting the two frames to
the next stage.

We consider a temporally scalable video coding system
with three-layer scalability, and use frame skipping and frame
copying to implement temporal decimation and interpolation,
respectively. In such a video coding system, different frames in
the video sequence are encoded in different layers. Define Fy,
F.q, and F,, as the sets containing the indices of the frames
that are encoded in the base layer, enhancement layer 1 and
enhancement layer 2, respectively. For example, with MPEG-2
video encoding, the base layer may contain all the I frames;
the enhancement layer 1 consists of all the P frames; and the
enhancement layer 2 includes all the B frames.!

Define F'(*) as the set containing the indices of the frames
that user u(® receives. Define U’ 2 {u® . FO = R}
as the subgroup of users who subscribe to the lowest
resolution and receive the base layer bit stream only;
Ubel £ {u(i) cFO) = F, U Fsl} is the subgroup of
users who subscribe to the medium resolution and receive
both the base layer and the enhancement layer 1; and
pall 2 {u(i) cFO) = F, UF,, U F.»} is the subgroup
of users who subscribe to the highest resolution and receive all
three layers. Ub, Ubel and U2 are mutually exclusive, and
M = |Ub| + |U*t| 4 |U!!| is the total number of users.

B. Digital Fingerprinting System and Collusion Attacks

We consider a digital fingerprinting system that consists of
three parts: fingerprint embedding, collusion attacks and fin-
gerprint detection. We use temporal scalability as an example
and analyze the fairness issue during collusion. In this scenario,
fingerprints embedded at different layers will not interfere with

ITn this example, some users can only receive the I frames due to bandwidth
and computation constraints; some users might have sufficient bandwidth and
computation capability to receive and decode both I and P frames; while some
users have enough bandwidth to receive all I, P, and B frames and reconstruct a
sequence including every frame in the video.
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each other. Our model can also be applied to other types of scal-
ability, e.g., spatial and SNR scalability. However, with spatial
or SNR scalability, the content owner has to take special care
during fingerprint design and embedding to prevent fingerprints
at different layers from interfering each other. This issue of fin-
gerprint design and embedding is beyond the scope of this paper.

1) Fingerprint Embedding: Spread-spectrum embedding is
one of the popular data hiding techniques due to its robust-
ness against many attacks [2], [15]. For the jth frame in the
video sequence represented by a vector S; of length N;, and
for each user u(¥ who subscribes to frame j, the content owner
generates a unique fingerprint Wg-l) of length IV;. The finger-
printed frame j that will be distributed to u(® is X j(»l)(k) =
Si(k)+JND;(k)- W (k), where X\ (k), S; (k) and W (k)
are the kth components of the fingerprinted frame Xy), the host
signal S; and the fingerprint vector Wy), respectively. JN D
is the just-noticeable-difference from human visual models [15],
and it is used to control the energy and achieve the impercepti-
bility of the embedded fingerprints. Finally, the content owner

transmits to each user u(? all the fingerprinted frames {Xj(»z)}

that u(”) subscribes to.

We apply orthogonal fingerprint modulation [3], [9] and as-
sume that the total number of users is much smaller than the
length of the embedded fingerprints. For each frame j in the
video sequence, with orthogonal modulation, fingerprints for
different users are orthogonal to each other and have the same
energy, i.e., for user u(*) and u(*»)

(WL WD) = flw; %81, (1)

where 6;, 4, is the Dirac-Delta function. §;, ;, equals to 1 if and
only if i = > and O otherwise. ||w||* depends on the finger-
print’s length N; and ||w;||> = N, - £? where ¢ is a constant
where ¢ is a constant. To combat the intracontent collusion at-
tacks [16]-[19] in each distributed copy {X;Z) } we embed cor-

related fingerprints W;? and WE;) in adjacent frames S;, and
S, , respectively. The correlation between the two fingerprints
W;TI) and W;;) depends on the similarity between the two host
frames S;, and Sj,, similar to the work in [20], [21].

2) Collusion Attacks: The attackers apply multiuser collu-
sion attacks to remove traces of the embedded fingerprints. In
a recent investigation [9], [22], we have shown that nonlinear
collusion attacks can be modeled as the averaging attack fol-
lowed by an additive noise. Under the constraint that the col-
luded copies from different collusion attacks have the same per-
ceptual quality, different collusion attacks have approximately
identical performance. Therefore, it suffices to consider the av-
eraging based collusion only.

We consider in this paper fair collusion in which all col-
luders share the same risk and have the same probability of being
caught. When colluders receive copies of the same quality, aver-
aging all copies with the same weight reduces the energy of each
contributing fingerprint by an equal amount, and therefore, gives
each colluder the same probability of being detected. However,
achieving fairness of collusion is much more complicated when
colluders receive copies of different resolutions due to network
and device heterogeneity, especially when the attackers wish to
generate a copy of high resolution.

With the temporally scalable fingerprinting system in
Section II-B1, we consider a simple example of collusion in-
cluding three attackers: Alice who receives the base layer only,
Bob who receives the base layer and the enhancement layer 1,
and Carl who receives all three layers. Fig. 2 shows two trivial
solutions of collusion by averaging the three fingerprinted
copies. In Fig. 2(a), the colluded copy includes all three layers
and is generated as follows.

* For each frame j; € Fj in the base layer, the colluders
average the three copies of fingerprinted frame j; that they
have and generate V, e, = (1/3) (X}, + X3 +X3)).

» For each frame j, € Fe; in the enhancement layer 1, the
colluders average the fingerprinted frame j» from Bob and
Carl, respectively, and V¢ r,, = (1/2) (X3, + X3)).

* For each frame j3 € F.o in the enhancement layer 2, frame
J3 in the colluded copy equals to that in the copy from Carl
and let Vj cp, = Xffs.

In the colluded copy in Fig. 2(a), the three fingerprints corre-
sponding to the three attackers have the same energy in the base
layer; while the enhancement layers contain only Bob and Carl’s
fingerprints, not the fingerprint identifying Alice. It is obvious
that among the three, Carl has the largest probability of being
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caught and Alice takes the smallest risk. Consequently, the col-
lusion in Fig. 2(a) is not fair.

In Fig. 2(b), the collusion outputs an attacked copy con-
sisting of the base layer only, and the colluded copy equals to
Vier, = (1/3) (X}, + X% + X3 ) for each frame j; € F,
in the base layer. Under the collusion in Fig. 2(b), the finger-
prints corresponding to the three attackers have the same energy
in the colluded copy, and therefore, the three attackers have the
same probability of being detected. Although the collusion in
Fig. 2(b) ensures fairness, the attacked copy has low resolution.

So the question is when there is difference in the res-
olution of fingerprinted copies due to network and device
heterogeneity, how can colluders conduct fair multiuser col-
lusion that guarantees the collective equal risk among all
attackers while still generating an attacked copy of high res-
olution. Assume that there are a total of K colluders, and
SC is the set containing their indices. During collusion,
the colluders first divide themselves into three non-overlap-
ping subgroups: SC® £ {z €SC:F® = Fb} contains the
indices of the colluders who receive the base layer only;
scbel & {ie SC: F%) = F, U F,1} contains the indices of
the colluders who receive the base layer and the enhancement
layer 1; and scall £ {L €SC:FO =F UF.,U FEQ} con-
tains the indices of the colluders who receive all three layers.
Define Kb, Kb¢1 and K2 as the number of colluders in S Cb,
SOl and SC™, respectively.

Then, the colluders apply the intragroup collusion followed
by the intergroup collusion to generate the colluded copy {V;},
as shown in Fig. 3.2 The colluders first apply the intragroup
collusion attacks.

* For each frame j € Fj that they received, the g:olluders in

the subgroup SC® generate Z;’- = iesce XEZ)/K”.

e For each frame 7 € F, U F,.; that they received,
the colluders in the subgroup S C**! generate
Z?El = Diescoet XE-Z)/Kb’“'

e For each frame j € F, U F,; U F, that they re-
ceived, the colluders in the subgroup S C*! generate
23 = Y, gem XS /KA.

Define F¢ as the set containing the indices of the frames that
are in the colluded copy, and F°¢ € {F},, F, U F.q,F, U F.q1 U
F.»}. Then, the colluders apply the intergroup collusion at-
tacks to generate the colluded copy {V;} cp-.

» For each frame j; € Fj in the base layer, V;, = 1 Zg»l +
63 Zé’-fl + [33Z?i1 + n;, . To maintain the average intensity
of the original host signal and ensure the quality of the
colluded copy, we let 5y + B2 + 33 = 1. Our analysis
can also be applied to other scenarios where 31 + (2 +
(B3 # 1. To guarantee that the energy of each of the original
fingerprints is reduced, we select 0 < 1, 32, f3 < 1. nj,
is the additive noise that the colluders add to V;, to further
hinder detection.

2Note that the intragroup and intergroup collusion attacks should be adjusted
according to the type of scalability used in video coding, and they should be ap-
plied to each individual layer. For example, with SNR scalability, intragroup and
intergroup collusion should be applied to different layers which are the finger-
printed video sequences quantized with different step sizes. Then the colluders
combine the newly generated base layer and enhancement layers to produce the
final colluded copy.

Frame j; in Frame j; in Frame j, in
base layer enhancement  enhancement
layer 2 layer 1
Intra-Group , . | B y y
Collusion SC JieFy
Intra-Group bl ﬂ‘ ) bt | K .
Collusion SC»¢' | “ich| Y 7eFy
Intra-Group all 'BEC il al 0(3 rw}
Collusion Jieky Js€Fy o€ F| L
i eh Js nfz—>63
e o o
Inter-Grou
Collusion p I/vaEFh ijéﬁ-z leéFcl

Fig. 3. Intragroup and the intergroup collusion attacks.

e If F.; C F° and the colluded copy contains frames in the
enhancement layers, then for each frame jo € Fp; in the
enhancement layer 1, V;, = o Z?;el + QQZ?;I + nj,,
where 0 < «q, as < a1 +az = 1.1y, is an additive noise.
Our analysis can also be extended to the more general case
of a; + as # 1.

* If F.o C F* and the colluded copy contains frames in all
three layers, then for each frame j3 € F.o in the enhance-
ment layer 2, V;, = Z?;l + nj,, where n;, is an additive
noise.

The colluders adjust the energy of the additive noises to ensure
that frames of similar content at different layers in the colluded
copy have approximately the same perceptual quality. We con-
sider challenging scenarios with a large number of colluders
(e.g., more than 100 attackers). In addition, we consider sce-
narios where the energy of the additive noise n; is comparable
with that of the originally embedded fingerprints and the final
colluded copy has good quality. For frame j; in the base layer,
frame jo in the enhancement layer 1, and frame j3 in the en-
hancement layer 2 that have similar content, we can show that
this requirement can be simplified to ||n;, ||? =~ ||n,|> =
|lnj,||? in the scenarios that we are interested in.

The colluders seek the collusion parameters, F°,{ (i }r=123
and {o }l=172, to ensure that all colluders have the same proba-
bility to be captured. The detailed analysis is given in Section I11.

3) Fingerprint Detection and Colluder Identification: When
the content owner discovers the unauthorized redistribution of
{V;}jere, he/she applies a fingerprint detection process to
identify the colluders.

With spread-spectrum embedding, depending on the absence
or presence of the host signal during the detection process, there
are two main detection scenarios, blind and non-blind detection,
respectively. In the blind detection scenario, the host signal is
not available to the detector and serves as an additional noise
during detection; while in the non-blind scenario, the host signal
is available to the detector and is first removed from the test copy
before detection. Different from other data hiding applications
where blind detection is preferred or required, in many finger-
printing applications, the fingerprint verification and colluder
identification process is usually handled by the content owner
or an authorized forensic party who can have access to the orig-
inal host signal. Therefore, a non-blind detection scenario is fea-



ZHAO AND LIU: BEHAVIOR FORENSICS FOR SCALABLE MULTIUSER COLLUSION 315

sible and often preferred in multimedia fingerprinting applica-
tions [3], [9], [22].

For each frame V; in the colluded copy, the detector first
extracts the fingerprint Y; = (V; — S;)/JND;. Then, fol-
lowing the thresholding detection in [9], the detector calculates
the similarity between the extracted fingerprint {Y};cp- and

each of the M original fingerprints {Wy)} ,» compares

jEFC
with a threshold and outputs a set SC containing the estimated
indices of the colluders. Following the prior art [3], [9], [22],
we use the correlation based detection statistics to measure the
similarity between the extracted fingerprint and the original fin-
gerprint. We consider a detector that uses fingerprints extracted
from all layers collectively to identify colluders. For each user
u® the detector first calculates FOAFOANF ¢ where F(9)
contains the indices of the frames received by user u(” and F°
contains the indices of the frames in the colluded copy. Then, the
detector applies the thresholding detection in [9] and calculates

@)

where ngl) is the Euclidean norm of Wj(»i). Given the M

detection statistics {TN <’i)}i:1,___,M and a pre-determined
threshold h, the estimated colluder set is SC' = {i : TN >
h}.

C. Performance Criteria

Digital fingerprinting can be used in different scenarios with
different goals and different requirements [9], [22]. To evaluate
the effectiveness of the collusion attacks and the performance
of the detection statistics, we adopt the commonly used criteria
in the literature and use the following measurements.

e Pj: probability of capturing at least one colluder.

* Py, probability of accusing at least one innocent user.

» E[Fy4]: expected fraction of colluders that are successfully

captured.

» E[Fy,]: expected fraction of innocent users that are falsely

accused.

To measure the temporal resolution of the colluded copy, we
use the total number of frames in the colluded copy L¢ = |F*|
(or equivalently the frame rate of the colluded copy). L = |F}|,
L¢ = |Fy| + |Fe1|, and L€ = |Fy| + |Fe1| + | Fez| correspond
to the three scenarios where the colluded copy has the lowest,
medium and highest temporal resolution, respectively.

III. SELECTION OF THE COLLUSION PARAMETERS
IN FAIR COLLUSION

In this section, given the system model as in Section II, we
investigate how the colluders should select the collusion param-
eters to achieve fairness of collusion and still generate a high-
resolution attacked copy in scalable fingerprinting systems. We

consider the simple detector in Section II-B3 that uses the fin-
gerprints extracted from all layers collectively to identify col-
luders, and study how to guarantee that all colluders have the
same probability of being detected accordingly.

A. Analysis of the Detection Statistics

To study the selection of collusion parameters in fair collu-
sion, we first need to analyze the detection statistics and calcu-
late each attacker’s probability of being detected.

For each frame j; € Fj in the base layer, the extracted fin-
gerprint Y ; can be rewritten as

B i B2
Yi =1 > Wi+

> Wy

J Kb.el
i€SCP i€SCb.el
B3 i
T xcal Z W§'1)+dh S

iescall

where K, Kb¢1 and K2 are the number of colluders who re-
ceive copies of low, medium, and high resolution, respectively,
and d;, = n;, /JNDj,, is the detection noise. If the colluded
copy contains frames in the enhancement layers, for each frame
Jj2 € F.1 in the enhancement layer 1

a1 i (6%} i
sz = Kbel Z W;é) + Kall W;é) + djz “4)

i€ SCbel i€Sall

where d;, = n;, /JN Dj, is the detection noise. If the colluded
copy contains all three layers, for each frame j3 € Fo in the
enhancement layer 2

1 i
Y = > Wi pa, )
i€ SCall

where dj; = nj, /JNDj, is the detection noise.

With orthogonal fingerprint modulation as in Section II-B1,
since the M originally embedded fingerprints are considered
as known signals during fingerprint detection, under the as-
sumption that the colluders have reasonably good estimates of
JND; and {d;}jcp- are i.i.d. Gaussian N (0, 02), it follows
that given the colluder set SC, the detection statistics follow
Gaussian distribution p (TN®|SC) ~ N (u®,02) [23].
) = 0 when user u” is innocent, and (¥ > 0 when u®
is guilty. For a guilty colluder i € SC, (") depends on the
number of frames in the colluded copy and the number frames
that u(” receives.

1) F¢ = Fy, UFq1 UFqo2: When the colluded copy contains
all three layers, we can show that (see (6) at the bottom of
the next page).

Define N, = Ejer N;, Ne EjeFel N; and
Nea = > cp, Nj as the lengths of the fingerprints
that are embedded in the base layer, enhancement layer
1 and enhancement layer 2, respectively. With orthog-
onal fingerprint modulation in Section II-B1, we have
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: O = N, . 2, 3. w®|° _ 1) F® = Fy, UFe; UF,y: When the colluded copy contains
2]1 GF; ot b(i) 9 ’ 232 EF&; 72 frames in all three layers, from (7), the colluders seek {0 <
Nep - &7, and ngGFeQ |Wj3 ||* = Nea - £*. Therefore, Br < 1}g=123and {0 < oy < 1};=1 2 to satisfy

BidBog, ifi e SCP ﬁl\/bNb5 _ _PeNo+aiNey
(i) = ) Belotoi Ny o ifi e SCbel 7 K Kb/ Ny + Ney
H KbeT\ /Nyt Nep 7 .  BsNy+ aaNey + Neo

N NS S, ifi e SO = KN, ¥ NaF N
st. B1+P2+035=1, ar+ax=1. (10)
2) F¢ = Fy, UF¢1: When the colluded copy contains frames

in the base layer and the enhancement layer 1, similar to Note that

the above analysis,

Biv Ny, PBaNp+ a1Ne K"/N, + Ney

= <~
b o K¢ TR N+ N KN,
BY-—be ifi € SC
‘ K B2 Ny + a1 Ney
(i) _ B2 Ny+aiNey f ifi e SCb,el 8) == — - -, (11
pr = K¢l /Ny+Ney >’ : B1Ne
Mg ifi e sCall
K2/ Ny+Ney > In addition, let 83 = 1 — 31 — B and ay = 1 — a1, we
3) F¢ = F},: When the colluded copy contains frames in the have
base layer only, we have
ﬁ1\/Nbf B3Ny + aaNey + Neo
Kb _Kall Nb+Ne1+Ne2
4 ﬁlKLlf\_bf, if7 € SCb Kall Nb+Nel +Ne.2
pl = ByNoe i e SCbel ©) = KhJN,
Ba/lu¢ i i € SC! _ Ny+ Net + Neay
B1 Ny
N, N,
_ Pt arNe (12)
B1Np
B. Selection of the Collusion Parameters ) )
Plugging (11) into (12), we have
With the above analysis of the detection statistics, given a
threshold A, for cqlluder ul? whose detection spatistics follow N, + N.; + N.o B K2Y/N, + N.i + N.» )
distribution A/ (g(’), o), the probability that u(® is captured is N, = K'J/N, +
PO = P[TN® > h] = Q ((h — p9)/c,), where Q(z) = bel /T
0o 2 /9)dt - . . . K Nb + Nel
[7(1/v/27)e~(# /24 is the Gaussian tail function. Therefore, + KN, (13)
all colluders share the same risk and are equally likely to be b
detected if and only if their detection statistics have the same Therefore, from (11) and (13), the colluders should choose
mean. (14), shown at the bottom of the next page.
( 12
Ll (Wil ifi e SC
jeF()
B2 Z ||W§7) ’2+a1 Z ”W§.1) 2
‘ e — , ifi € SCh!
M(Z) — Kboel ¥ ||w§)|| (6)
jer(i)
I o Gl RO o Il 0 ol el
JEFY JEF ey : Q»iE""eQ , if i c Scall
Kall Z HW(;)
\ jer(d) '



ZHAO AND LIU: BEHAVIOR FORENSICS FOR SCALABLE MULTIUSER COLLUSION

From Section II-B2, the collusion parameters are required
to be in the range of [0, 1]. From (14), 0 < 8; < 1 if and
only if

b
K”\/ N,
Kb/ Ny+ K%'/ Ny+Ne1 + K21/ Ny +Nei +Nea

Ny

<—— (15
- Nb+N€1+N82 ( )

Furthermore, from (14), see (16) at the bottom of the page.

Given 3 asin (14),0 < 35 < 1—(3;. Consequently, from
(16), we have a < a1 < @, where (see (17) at the bottom
of the page). If [0, 1]N [, @] is not empty, then there exists
at least one ] such that 0 < o] < landa < of < @.
Note that@ > 0,50 [0, 1]N[a, @] # Pifand only if o < 1,
which is equivalent to

K*/N, + No1 + Ney
Kb\/Nb+Kb’Elva+Nel+Ka11\/Nb+Nel+N62
Ne?
>
- Nb+Nsl+Ne2

(18)

To summarize, in order to generate a colluded copy with
the highest temporal resolution under the fairness con-
straints, (K, K»*', K*") and (Ny, N.y, Neo) have to
satisfy (15) and (18), and the colluders should choose the
collusion parameters as in (14).

F¢ = Fy, U Fe1: In this scenario, the colluded copy has
medium resolution and contains frames in the base layer

2)
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highest and the medium resolution, respectively, the
overall lengths of their fingerprints in the colluded copy
are the same and equal to Ny + N,;. In this scenario, the
collusion attacks among colluders in subgroup SC*¢! and
SCa! are the same as in the simple case in [13] where all
attackers receive copies of the same resolution. Therefore,
during the intergroup collusion in Fig. 3, u) and u(®)
let a /K% = /K and 2/ K%t = 33/ K?!. Such
a parameter selection not only guarantees u(il) = u(”),
but also ensures that for each frame j in the colluded co Y,
the energies of these two colluders’ fingerprints Wj”)

and W;iz) are reduced by the same ratio. For a given
0 < By < 1,itis equivalent to

Kb,el

M= Rhel ¢ gall? Y27 l—m
Kb,el

P2 = Kbel y Kall (1=71)

and ﬂg =1- ,[31 — ,[32 (19)

With the above
inesc)

selected parameters, for colluder

ul and colluder u(2€5¢"")

: ‘ 1— B1)Ny + N,
/1/(11) — [,L(Z2) — ( ﬂl) b+ 1 £ (20)

(K’b,el + Kall)\/m ’

The colluders seek 0 < ; < 1 such that

and the enhancement layer 1. For colluder ulinesc™) BV Ny (1= 51)Np + Ny 21
. b1 =
and colluder u<”€5c ) who receive copies of the K? ¢ (Kbl + K2/ Ny, + Ny @D
3 _ Ny + Nep + Nea K"\/N,
o Ny K'/Ny + Kb'\/Ny + Net + K*W/Ny, + Not + Nz
Ny + N, N.o) K»*1\/N, + N,
and 2N, + a1 Ny = (Mo o+ Nex + Neo) (R (14)
K%/Ny + K%'\/Ny + Ne1 + KW/ Ny + Ney + Neo
o = Not Net + Neo K"'\/Ny + Ny _ 3 Ny (16)
1= Nex Kb /N, + Kb\ /Ny + Noy + KAW/Ny + Noyp  Nog | °Ney
a_Nb+Nel+Ne2 K*/Ny + K*'\/N, + Ny AL
- Ne1 Kb'/Ny + K»1\/Ny + Noy + K*WW/ Ny, + Ny + Nea Nel
indm = Mo+ New + Neo Kb%1/Ny + N.q (a7
N1 Kb/Ny + K»¢1\/N, + N1 + K2/ Ny, + Nep + Neo
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TABLE I
CONSTRAINTS AND THE SELECTION OF COLLUSION PARAMETERS DURING COLLUSION TO ACHIEVE FAIRNESS
X y/th <N NNb N,
. . b,/ b,el all = Np+Neit ’
F¢=FyUF, UFe Fairness Constraints Kb\/Ny+Kbely/Ny+Ney+ K\ /Ny+Nei+Nea bt Neit+Nez
Ky /Ny+Ne1+Ne2 > Neo
(Highest resolution) Kb\ /Ny + Kbel /Ny Ney + KUy /Ny Ner + Nep — NoFNei+Nez
B = Np+Nei+Neo K"/Ny
Ny Kby\/Ny+Kbely/Ny+Ne1+Kall\/Ny+Ne1+Nea '
bel
Parameter Selection BoNp + a1 Ny = (No+Ne1+Nea) K77/ Not Nes
Kb\/Ny+Kb:el\/Ny+Ne1+ KU \/Ny+Nei+Nea’
Bz=1—P1—P2, ca=1—o0u.
. . Kb\ /Ny N,
e _ < M
F FyU Fe1 Fairness Constraints R R T (A Kol TN~ Mot
(Medium resolution) B = Np+Ne1 Kp4/Np
1 Ny Kb\/N_b+(Kb,el+Kull)\/Nb+Nel ’
: b,el
Parameter Selection B2 = W (1=p1), Bs=1—p1—fa,
Kbiel
Q1 = Loty gall az=1—o1.
F° = F}, (Lowest Fairness Constraints | No constraints on (K®, K, K"} and (Ny, Ne1, Nez).
. o Kb Kb,el Kall
resolution) Parameter Selection | 1 = RO LRb, eI Kall > B2 = Kb T Kb el Kall» Bs = K TRb T TRl
and the solution is colluders can always generate a colluded copy containing
frames in the base layer only.
By = N + Nex Ky v/ Ny C. Summary of the Parameter Selection to Achieve Fairness

No KNy + (K + K /Ny § Nox
(22)
With 3; asin (22), 0 < 7 < 1 if and only if

K'/N,
KNy + (Kbt + K3 /N, + Ny

Ny

< — " (23
_Nb+Nel ( )

Given 0 < 1 < 1, from (19), it is straightforward to show
that 0 < ﬁQ, ﬂg, a1, ag < 1.
To summarize, under the fairness constraints,
(K, Kbt K*!') and (Ny, N1, Ne2) have to satisfy
(23) if the colluders wish to generate a colluded copy of
medium temporal resolution. The colluders should choose
the collusion parameters as in (19) and (22).

3) F°¢ = Fy: When the colluded copy contains frames in the
base layer only, the colluders choose {0 < i, < 1}p=123
with 81 + (B2 4+ (3 = 1 to satisty

BivVNy . Ba/Ny, B3N,

Kb 5_ Kbel 5_ Kall 5 24)
and the solution is
Kb
pr= Kb bel T
+ Kbel + Ka
Kb,el
P2 = Kb bel I
+ Kbel + Ka
Kall
and fi3 = Kb 1 Kbel + gall’ (25)
In this scenario, there are no constraints on

(Kb,K'b’el,Ka“) and  (Np,Ne1,Neo), and  the

During Collusion

Table I summarizes the constraints and the parameter selec-
tion during collusion to ensure fairness in three scenarios, where
the colluded copy has the highest, medium and lowest temporal
resolution, respectively. From Table I, if the colluders want to
generate a colluded copy of higher resolution, the constraints
are more severe in order to distribute the risk of being detected
evenly among all attackers.

Note that to select the collusion parameters, the colluders
need to estimate N, : N1 : N.o, the ratio of the lengths of the
fingerprints embedded in different layers. Since adjacent frames
in a video sequence are similar to each other and have approx-
imately the same number of embeddable coefficients, the col-
luders can use the following approximation Ny : Nej : Neo &
|Fp| 2 |Fer| : |Feal-

IV. EFFECTIVENESS OF FAIR COLLUSION IN UNDERMINING
THE TRAITOR TRACING CAPABILITY

In this section, we investigate the effectiveness of collusion
in defeating the scalable fingerprinting systems, assuming that
the attackers choose the collusion parameters as in Table 1.

A. Statistical Analysis

Assume that there are a total of M users. From the analysis
in the previous section, if the colluders select the collusion pa-
rameters as in Table I, then given a colluder set SC, for each
user u(®

2 oo .
p(TNOISC) ~ {N(M,Un) L ifiesc o

N(0.02), ifig¢SC

where o2 is the variance of the detection noise d;, and the M
detection statistics {T'N (z)}i:L___, a are independent of each
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other due to the orthogonality of the fingerprints. In addition,
for i € SC, see (27) at the bottom of the page. Note that

Ny + Ny
K'/Ny + (Kb¢1 + Kall)\/N, + N1
V Nb + Nel

K?b Nb]-:[j\fl _|_Kb,el_|_Kall

V Ny + Ne1 VN
- Kb+Kb,sl+Kall - Kb+Kb,el+Kall'

(28)

Similarly, we can also show that

Nb +Nel +N62

Kb\/Nb +Kb’e'1\/Nb +Nel +Ka11\/ Nb +Nel +NE2
Nb +Nel

> .
= Kb/N, + (Kbl 4+ Kal)/Ny + Ney
Therefore, under the fairness constraints, p in (27) is larger

when the colluded copy has higher resolution.
Given a threshold A, from (26), we can have

(29)

Py =P |maxTN® > h
liesC

r K
-fee ()
L On
Pj, =P |max TN® > p
i¢sSC |
r M-K
o)
L On

(30)

From (27) and (30), the effectiveness of fair collusion in de-
feating the scalable fingerprinting systems depends on the total
number of colluders K as well as the temporal resolution of the
colluded copy L°. For a fixed resolution of the colluded copy
L¢ = |F*°|, when there are more colluders in the systems, the
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colluders are less likely to be captured and the collusion attack
is more effective. For a fixed total number of colluders K, when
the colluded copy has a higher resolution, the extracted finger-
print is longer and provides more information of the colluders’
identities to the detector. Therefore, the colluders have a larger
probability of being detected. During collusion, the colluders
have to take into consideration the tradeoff between the risk of
being detected and the resolution of the colluded copy.

B. Simulation Results With Ideal Gaussian Models

When simulating the scalable fingerprinting systems and
collusion attacks using ideal Gaussian models, we test on
a total of 40 frames as an example. Following the example
in Section II-A, we consider a temporally scalable coding
system where frame F, = {1,5,...,37} are encoded in the
base layer, frame F.; = {3,7,...,39} are in the enhance-
ment layer 1, and the enhancement layer 2 consists of frame
F., ={2,4,...,40}. Foruser u(®) € U®, he receives the base
layer only and reconstructs a fingerprinted copy of 10 frames
including frame 1,5, ..., and frame 37. For user u(’2) ¢ U®*!
who receives the base layer and the enhancement layer 1,
his fingerprinted copy includes all the 20 odd frames. User
u(®@) ¢ Ul subscribes to all three layers and receives a
fingerprinted copy of all 40 frames.

From the human visual models [15], not all coefficients are
embeddable due to imperceptibility constraints. For real video
sequences like “akiyo” and “carphone,” the number of embed-
dable coefficients in each frame varies from 3000 to 7000, de-
pending on the characteristics of the video sequences. In our
simulations, we assume that the length of the fingerprints em-
bedded in each frame is 5000, and the lengths of the finger-
prints embedded in the base layer, enhancement layer 1 and
enhancement layer 2 are N, = 50 000, N.; = 50000 and
N, = 100 000, respectively. We assume that there are a total
of M = 450 users and |U®| = |U>¢l| = |U| = 150. We
first generate independent vectors following Gaussian distribu-
tion V' (0,0%,) with o, = 1/9, and then apply Gram—Schmidt
orthogonalization to produce fingerprints that satisfy (1). In each
fingerprinted copy, fingerprints embedded in adjacent frames
are correlated with each other.

We assume that 0 < K°, Kbc1 K2 < 150 are the number
of colluders in subgroups SC®, SC*¢! and SC!, respectively.
During collusion, the colluders apply the intragroup collusion
followed by the intergroup collusion as in Fig. 3. Furthermore,
we assume that the detection noise follows Gaussian distribution
with zero mean and variance o2 = 20%;.

In Fig. 4, we fix the ratio K* : K®*! : K =1:1:1, and
assume that the colluded copy has medium resolution and in-

Npy+Ne1+Neo

Np+Nea

_ BV

Kb\/Ny,+Kb"el\/N,+ N1 +Ka\/N,+Nc1 + N2

KT

Ny
TR RS

Kb/ Ny + (Kb e+ K1)/ Ny +Nea

¢ ifF=F,UF.,UF.,
£, if F* = F, U Fq (27)
if F© = F,
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Fig. 4. Effectiveness of the collusion attacks on scalable fingerprinting systems. Assume that there are a total of M = 450 users and |U®| = |Ub<!| = |U!| =

150. N, = 50000, N, = 50000 and N.o = 100000. K® : K01 Kal = 1:1: 1and F® = Fy U F.,. 02 /02, = 2. P;, = 10~ in (a), and

E[F;,] = 10~2 in (b).

cludes all the 20 odd frames. In Fig. 4(a), we select the threshold
h to fix the probability of accusing at least one innocent user
as 10~% and plot the probability of capturing at least one col-
luder P; when the total number of colluders K increases. In
Fig. 4(b), E[Fy,] = 1072 and we plot the expected fraction of
the colluders that are captured when K increases. From Fig. 4,
the collusion is more effective in removing traces of the finger-
prints when there are more colluders.

We then fix the total number of colluders X = 150, and com-
pare the effectiveness of the collusion attacks when the temporal
resolution of the colluded copy changes. Define the lines AB
and CD as (see (31) and (32) at the bottom of the page), re-
spectively, as shown in Fig. 5(a). Line AB and Line C'D are the
boundaries of the two constraints to achieve fairness, respec-
tively, when generating an attacked copy of the highest resolu-
tion. For a fixed K = 150, we study the effectiveness of col-
lusion when (K b Kbel K a“) takes different values on Line
AB and Line CD, respectively. In our simulations, we assume
that the colluders generate a colluded copy of the highest pos-
sible resolution under the constraints in Table I. Fig. 5(b) plots
the regions where the colluders can generate a colluded copy

of high resolution and regions where the colluders can gen-
erate a medium resolution copy under the fairness constraints
in Table L.

Fig. 6 shows the simulation results when K = 150 is fixed
and (K°, K»!, K*!') takes different values on Line AB (31).
In Fig. 6, a given value of K!!' corresponds to a unique point
on Line AB and, therefore, a unique triplet (K b, K b’el, K a“) .
Fig. 6(a) shows the number of frames in the colluded copy L°.
L¢ = 20 when the attacked copy has medium resolution and
L¢ = 40 when attackers generate a copy including all three
layers. Fig. 6(b) shows the means of the detection statistics of the
guilty colluders. In Fig. 6(c), we select the threshold used to fix
Py, = 1073 and we compare P; of the collusion attacks when
the triplet (K, K*°!, K*!) takes different values on Line AB.
In Fig. 6(d), E[Ff,] = 1073 by selecting the threshold in the
simulation runs and we compare E[F}] of the fair collusion for
different triplets (K b Kbel K a“) on Line AB.

Similarly, Fig. 7 shows the simulation results when K is
fixed as 150 and (K*, K!, K*') moves on Line C'D (32). In
Fig. 7, each K represents one point on Line C'D and a unique
(K*, K"*', K*!') Fig. 7(a) plots the total number of frames in

K*/N, Ny

E A {(Kb,Kb’El7Kall) .

" KY/Ny + Kb1\/Ny + Nop + KW/ Ny + Noy + Neo

- J\/vb'f_]\']-sl‘i'Z\[eQ7

C_D A {(Kb,Kb’El7Kall) .

0 S Kb S |Ub|70 S Kb,el S |Ub751|70 S Kall S |Uall|7Kb _|_Kb,€1 +Kall — K} and (31)
Kallva‘i'Nel +N€2 _ Ne2
KU/ Ny + KP'W Ny + Noy + KW Ny + Not + Neo. Ny + Net + Neo
0 S Kb S |Ub|70 S Kb,el S |Ub,e,1|70 S Kall S |Uall|7Kb _|_Kb,el +Kall — K} (32)
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in (c), and E[F;,] = 1072 in (d).

the colluded copy. L

10, L¢ = 20, and L¢ = 40 correspond  is an increasing function of K. Therefore, 1 takes larger values
to the scenario where the colluded copy has low, medium, and when K b increases, and the fair collusion attacks are less effec-
high resolution, respectively. Fig. 7(b) shows the mean of the

tive. The analysis is similar with fixed F'® = F, U F,y U F. and
guilty colluders’ detection statistics. In Fig. 7(c), Py, is fixed fixed K.
as 10~ and we compare P; when (K* K®<! K*!') moves

from left to right on Line C'D. Fig. 7(d) fixes E[Fy,] = 107y RESISTANCE OF THE SCALABLE FINGERPRINTING SYSTEMS
From Figs. 6 and 7, when the colluded copy has higher tem-
poral resolution, the attacked copy contains more information of

Analysis of the collusion attacks helps evaluate the traitor
the attackers’ fingerprints, and the colluders have a larger prob- tra'cing capacity o_f 'digit.al fingerprinting systems, .and provide
ability to be captured. It is in agreement with our statistical anal- ~guidance to the digital rights enforcers on the design of collu-
ysis in Section IV-A. The colluders have to consider the tradeoff

sion resistant fingerprinting systems [9], [10], [24]. In this sec-
between the probability of being detected and the resolution of 1100 We analyze the collusion resistance of the scalable finger-
the attacked copy during collusion.

printing systems in Section II-B, and quantify the traitor tracing

capacity by studying K., the maximum number of colluders

that the fingerprinting systems can successfully resist under the
system requirements.

Note that from Figs. 6 and 7, if we fix the total number of
colluders K and the resolution of the colluded copy L = |F°|,
P, and E[F,] have larger values when K is smaller (or equiv-
alently, when K *!! is larger). This is because, with fixed K =
Kb + K%l 4 K2l and fixed F'© = F, U F,q, from (27)

A. Catch One

In the catch one scenario, the fingerprinting systems wish to
Ny 4 N maximize the chance to capture one colluder while minimizing
f=— 3 bl el I I3 the probability of falsely accusing an innocent user. An example
K*V/Ny + (Kbet + K1) /Ny + Nex of such a scenario is to provide trustworthy digital evidence in
_ N+ Nea ¢ the court of law. The performance criteria in this scenario are
K*/N, + (K — K*)\/N, + N the probability of capturing at least one colluder P; and the
Ny + Ney

_ ¢ 33) probability of accusing at least one innocent user Pg,. From
Ny + Ny + K (VN = VNy + Nex)

the detector’s point of view, the detector fails if either it does
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and K L

max

number of colluders K. (b) illustrates K'Y

max

not capture any of the colluders or it falsely accuses an innocent
user as a colluder. Consequently, the system requirements are

Py > vqand Py < v5p- (34)

1) Upper and Lower Bounds of kgnax: To quantify the
collusion resistance of the scalable fingerprinting system in
Section II-B and analyze K, .x, we first need to analyze P; and
P¢,. From (27) and (30), if we fix the probability of accusing at
least one innocent user Py, = 7y, given the system parameters
(|U?, [ubet|, | u*"|) and (N, Nei, Ne2), the performance
of the detector in Section II-B3 depends on the number of
colluders in different subgroups (K® K>¢! K®!) and the
temporal resolution of the colluded copy L°. For a fixed total
number of colluders K, we define

Py (K) £

max
Le (Kb, Kb el Kall)
st. KP4+ KMy KM =K, 0<K®<|UY
0< Kbel < ubel], o< Kl < Ul
fairness constraints in Table I are satisfied;
Pp(K) =

(35)

min P
Le (Kb, Kb-el Kall)

st. KP4 KMl 4 K=K, 0<K'<|U
0 S Kb,el S |Ub,el|7 0 S Kall S |Ua11|

fairness constraints in Table I are satisfied.

and

(36)

P, reaches the upper bound PY (k) when the colluders generate
a colluded copy of the highest resolution; while P; is equal to
PLE(K) when the colluded copy contains the base layer only.
Fig. 8(a) shows an example of PY(K) and P} (K) when there
are a total of M = 450 users and 7, = 1073, From Fig. 8(a),
the fingerprinting system’s performance degrades when K be-
comes larger. Under the requirements Py > 0.8 and Py, <
103, we can see from Fig. 8(a) that when the total number

versus the total number of users M.

of colluders is larger than 210, PY(K) < 0.8 and the finger-
printing systems will always fail no matter which resolution
the colluded copy has. When there are fewer than 60 attackers,
PE(k) > 0.8 and the colluders can never bypass the detector
without being detected, even if they only generate a colluded
copy of low resolution.

In the catch one scenario, given the system parameters
([U?), |Ub e, |Ua ) and the total number of users M, we
further define

Ko = argmax { P{ (K) > 7a}
and K-

wax = argmax { Pf(K) > ya} - (37)
Given  the  parameters (|U°|,|U%¢Y|,|U?!)  and
(Np, Ne1, Neo), when the total number of colluders K
is smaller than KL . no matter what values L¢ and
(Kb K%' K=l) take, the system requirements of (34)
are always satisfied. On the contrary, if the total number of
colluders K is larger than KU _, for all possible values of L°
and (K K%°' K?l), the detector will always fail under the
system requirements. Therefore, KU _and KL _ provide the
upper and lower bounds of K.y, respectively.

From the colluders’ point of view, if colluders can collect no
more than KL, independent copies, no matter how they col-
lude, the collusion will always fail. However, if they manage to
collect more than KU, copies, they can be guaranteed success
even if they generate a colluded copy of the highest resolution.
From the content owner’s point of view, if he/she can ensure
that potential colluders cannot collect more than K Z, _indepen-
dent copies, the fingerprinting system is essentially collusion
resistant.

Fig. 8(b) shows KU _and KL,  as functions of the total
number of users M under the system requirements v, = 1073
and 74 = 0.8. In Fig. 8(b), |U?| : |UbL| . U = 1 .
1 : 1 and (Np, Ne1, Ne2) = (50 000,50 000,100 000). From
Fig. 8(b), with thousands of users, the fingerprinting system can

withstand 50 colluders if the colluded copy has low resolution,
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and it can resist attacks with up to 150 colluders if the colluded
copy has high resolution. Furthermore, if the content owner dis-
tributes no more than 100 copies, the detection performance will
always satisfy the requirement (34) even if all users participate
in collusion. Consequently, the fingerprinting system is also col-
lusion-secure if M < 100.

In Fig. 8(b), K ax first increases and then decreases, as the
total number of users M increases. The intuitive explanation of
this behavior is the same as in [9]. When the total number of
users is small (e.g., M < 20), even if all users participate in
collusion, the fingerprinting system can still successfully cap-
ture them with P; = 1, as shown in Fig. 8(a). Therefore, when
M is small, K,,.. = M and it increases as M increases. When
M continues to increase, due to the energy reduction of the em-
bedded fingerprints during collusion, P, starts to drop when
there are more colluders, and the fingerprinting system is more
likely to make errors when identifying colluders: either it fails to
detect any colluders or falsely accuses innocents. Thus, K, ax
drops as M increases when the total number of users is suffi-
ciently large.

2) Calculation of KY, . and KL _: To calculate KU, and

KL, ., weneedtofirst find PY (K ) and PF(K). From the anal-
ysis in Section IV-A, the detector has the worst performance
when the colluded copy contains frames in the base layer only
and F'° = F;. In this scenario, for a guilty colluder « € SC, the
mean of his/her detection statistics is 4 = /Nj - /K, where
Ny is the length of the fingerprints embedded in the base layer
and o3, is the variance of the fingerprint. Therefore, from (30),
for a given K, the lower bound of P; is

h— VN £ K
Pi(K)=1- [1—Q<7K>] (33)

On

where o2 is the variance of the detection noise and the detection
threshold h is chosen to satisfy P, = v¢p.
To calculate the upper bound of Py, given (N, Ne1, Neo) and
K, we define (39) and (40), shown at the bottom of the page.
From Section IV-A, for a given K, P; is maximized when
the colluded copy has the highest possible temporal resolution

under the fairness constraints. If RC? # (), then there exists
at least one triplet (K?, K®¢!, K®!!) that satisfies the fairness
constraints in Table I for generating an attacked copy of the
highest resolution with F¢ = F, U F.; U F,o. Therefore,
see (41), shown at the bottom of the next page. From (30),
maximizing Py when F'° = F, U F.; U F,o is equivalent to
maximizing the corresponding mean of the detection statistics
1= ((Ny + Ney + Neo)/ (K°V/Ny + K*1 /Ny + Ney

+ K /Ny + N, + Neg)) & It is also equivalent to
minimizing the denominator of u, which is 9(K) =
K*/N, + K®/Ny+N. + KN, + N, + Ne.
Consequently, the optimization problem of (41) can be simpli-
fied to

L A : b b,el
V)= o B ) VN K
/Ny + Net + K/ Ny + Net + Neo - (42)

with the same constraints as in (41). We can use linear program-
ming [25] to solve the optimization problem of (42), and then
calculate

j_ NetNatNaje\ 17

VL (K)
On

P{(K)=1-{1-Q

(43)

If RC® = 0 and RC? # (), no matter what value the
triplet (K®, K%¢' K2) takes, the colluders cannot gen-
erate a colluded copy of the highest resolution while still
achieving fairness of collusion. However, there exists at least
one (K, K¢l K*!) with which the colluders can generate an
attacked copy of medium resolution with £’ = Fj, U F.; and
still guarantee the equal risk of all colluders. In this scenario,
the calculation of P¥(K) is similar to that when RC? # () and
not repeated here.

If RC® = () and RC? = 0, to ensure that all attackers have
the same risk, the colluders can only generate a colluded copy of
the lowest resolution with F'* = F,. In this scenario, PY (K) =
PE(K).

Once we obtain PY(K) and PF(K), the analysis of KU,

and KL__is the same as in [9] and omitted.

K*/N, Ny

RC3 A {(Kb7Kb’el,Kall) .

' Kb\/Nb+Kb’elva +Nel +Kall Nb+Nel +N€2
K*"\/Ny + Nei + Neo

< )
Nb +NF,1 +N€32
N82

K*/Ny 4+ K%'\/Ny + N1 + KW/ Ny + Ney + Neo

> ’
- Nb+Nel+N92

and RCZ é {(Kb7Kb’El7KaH) .

0 S Kb S |Ub|,0 S Kb,sl S |Ua11|70 S Kall S |Ua11|,Kb _|_Kb,51 +Ka11 _ K/} (39)
KbVNb < Nb
" Kb/Ny + (Kbet + Kall) /Ny + Ny — Ny + Ney’
0 S Kb S |Ub|,0 S Kb,sl S |Ua11|70 S Kall S |Ua11|,Kb _|_Kb,51 +Ka11 _ K} (40)
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B. Catch More

In the catch more scenario, the goal of the fingerprinting
system is to capture as many colluders as possible, though
possibly at a cost of accusing more innocent users. For this
scenario, the set of performance criteria consists of the expected
fraction of colluders that are successfully captured E[F,], and
the expected fraction of innocent users that are falsely placed
under suspicion E[Fy,]. The system requirements for such
applications are E[Fy] > Aq and E[Fy,] < Agp.

Similar to the catch one scenario, if we fix E[Fy,] as Agp,
given ([U°|,|U%cY|,|U|), (N, Nei, Ne2), and the total
number of colluders K, we define

FY(K) 2

max E[Fy],
LC,(Kb,Kb‘el,K““)

st. KP4+ Kl KUK, 0<K°<|UY
0< Kbel < ubel| o< Kol < Ul
fairness constraints in Table I are satisfied
Fi(K) = E[F4),

(44)

and min
Le, (Kb, Kb.el Kall)

st. KP4 KMl 4 K=K, 0<K<|U
0 S Kb,el S |Ub,el|7 0 S Kall S |Ua11|

fairness constraints in Table I are satisfied 45)

which are the upper and lower bounds of E[F,], respectively.
FY(K) and FE(K) are decreasing functions of K since the
collusion is more effective in undermining the tracing capacity
with larger number of attackers. Then, we define

KU

max

arg max {FJ(K) > A}
(46)

max

and KL, 2 argmgx{FdL(K) > A}

which are the upper and lower bounds of K, in the catch more
scenario, respectively. The analysis of (FY (K), FF(K)) and
(K., KL,) inthe catch more scenario is similar to that in the
catch one scenario and thus omitted. It is worth mentioning that
similar to the scenario where users receive copies of the same
resolution [22], in scalable fingerprinting systems, the detection
threshold A is only determined by A ¢p,, and K . is not affected
by the total number of users in the catch more scenario.

Fig. 9 shows the simulation results on the collusion resis-
tance of the fingerprinting systems in the catch more scenario.
In our simulation, (N, Ne1, Neo2) = (50 000,50 000,100 000)
and 02 = 20%;. Fig. 9(a) plots FY (K) and F¥(K) versus the
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300 and Ay, = 0.01. Under the requirements that E[Fy] > 0.5
and E[Fy,] < 0.01, from Fig. 9(a), KU, is approximately
180 and KL, is around 70. Fig. 9(b) plots KJ,  and KL,
versus Ay, with fixed A\q = 0.5. From Fig. 9(b), the finger-
printing system can resist a few dozen to hundreds of colluders,
depending on the resolution of the colluded copy as well as the
system requirements. If the fingerprinting system can afford to
put a large fraction of innocents under suspicion, it can with-
stand more colluders.

C. Catch All

In this scenario, the fingerprints are designed to maximize
the probability of capturing all colluders, while maintaining
an acceptable amount of innocents being falsely accused.
This goal arises when the data’s security is of great concern
and any information leakage could result in serious dam-
ages. Assume that there are a total of M users and a total
K colluders in the system. This set of performance criteria
consists of measuring the probability of capturing all col-
luders Py i = P [minie e, T](\:) > h|, and the efficiency rate
R = (M - K) - E[F(s]/K - E[Fy]) that describes the
number of innocents falsely accused per colluder successfully
captured. The system requirements for these applications are
R < 0, and Pyan > ba.

Similar to the catch one scenario, given (|U?|, [U%¢1|, |U=l))
and (Np, N1, Ne2), for a fixed total number of colluders K and
fixed Py = 04, define

RY(K) £

max
L",(K”,K”‘“ YKall)

st. KP4+ EKbl4 K=K, 0<K'<|UY
0 S Kb,el S |Ub,el|7 0 S Kall S |Ua11|
fairness constraints in Table I are satisfied
L(K) E min

LC,(KL',KL“EI,K““)
st Kb +Kb,e1 +Kall — [(7 0 S Kb S |Ub|
0 S Kb,el S |Ul),€1|7 0 S Kall S |Ua11|

fairness constraints in Table I are satisfied

47)

and

(48)

which are the upper and lower bounds of R, respectively. We
further define

max —

KU . %2 argmgx{RL(K) <40}

total number of colluders K when |U?| = |[Ub*| = |U!!| = and K[ 2 arg mnax {RU(K) < HT} (49)
PY(K) = max
Fe=F,UF.;UF.,(Kb Kbl Kall)
st KP4+ Kbelp gl — K, 0< KP < [UY, 0< KU <|ubel|, o< K< |Ual
K*/N, < Ny
Kb /Ny + K%¢1\/Ny + N1 + K2'W/Ny + N.it + Noo ~ Ny + Nep + Neo
K*\/N, + N1 + Nes Neo @n

K*/Ny + K%¢'\/Ny + N1 + K2/ Ny + Ney + Neo

>
a Nb+N51+NeZ
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(b) shows KY

max

and KX

max

versus the total number of users M.

as the upper and lower bounds of K.x, respectively.
The analysis of KV and KL __ in the catch all scenario
is similar to that in the catch one scenario and not repeated.

In our simulations of the catch one scenario, we let
[U°| : [U%el] o Ul =1 :1: 1 and (Ny, Nep, Neo) =
(50 000,50 000,100 000). Fig. 10(a) plots RY(K) and
RY(K) versus the total number of colluders K when there
are M = 450 users and 64 = 0.99. We consider a scenario
that is required to catch all colluders with probability larger
than 0.99 (Pj.n > 0.99) and accuse no more than on in-
nocent for every 100 colluders captured (R < 0.01). Under
these requirements, from Fig. 10(a), the attacker should

collect more than KU = 65 different copies to ensure the
success of collusion, and the scalable fingerprinting system
is collusion free when there are fewer than KL =~ = 25
colluders. Fig. 10(b) shows KU _ and KL _ versus the
total number of users M when 6; = 0.99 and 6, = 0.01.
From Fig. 10(b), in the catch all scenario with thousands
of users, the scalable fingerprinting systems can survive
collusion by 20 to 60 attackers, depending on the resolution
of the colluded copy. It is collusion-secure if the content
owner distributes no more than 30 different copies. The
non-monotonic behavior in Fig. 10 can be explained in the
same way as in the catch one scenario.
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Fig. 11. Simulation results on the first 40 frames of sequence “carphone.” The base layer contains frame F}, = {1, 5, ..., 37}, the enhancement layer 1 contains

frame F.. = {3,7,...,39}, and the enhancement layer 2 contains frame F.» = {2,4,...,40}. Assume that there are a total of M = 450 users and a fixed
K = 150 colluders. |U*| = |U»¢!| = |U!| = 150. In (a), (c), and (e), each value of K" corresponds to a unique triplet (K*, K*-*, K*!') on Line AB
(31). In (b), (d), and (), each value of K° represents a unique triplet (K'®, K>, K1) on Line CD (32). Py, = 1072 in (c) and (d), and E[F;,] = 1072 in

(e) and (f).

U = |U%°!| = |U!| = 150. We adopt the human visual
model based spread-spectrum embedding in [15], and embed
the fingerprints in the DCT domain. The lengths of the em-
bedded fingerprints in the base layer, enhancement layer 1 and
enhancement layer 2 are N, = 39 988, N.; = 39934 and
N.o, = 79686, respectively. We first generate independent

VI. SIMULATION RESULTS ON VIDEO SEQUENCES
In our simulations on real videos, we test on the first 40 frames
of sequence “carphone” as an example. Following Section II-A,
we choose F, = {1,5,...,37}, F.u = {3,7,...,39} and
F.o = {2,4,...,40} as an example of the temporal scala-
bility. Assume that there are a total of M = 450 users and
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vectors following Gaussian distribution A/ (0,1/9) and apply
Gram-Schmidt orthogonalization to produce fingerprints sat-
isfying the strict orthogonality and equal energy requirements
in (1). In each fingerprinted copy, the fingerprints embedded in
different frames are correlated with each other, depending on
the similarity between the host frames.

During collusion, we fix the total number of colluders as
K = 150 and assume that the collusion attack is also in the
DCT domain. In our simulations, the colluders apply the intra-
group collusion attacks followed by the intergroup attacks as in
Section I1-B2. We adjust thg: power of the additive noise such
that ||n;||?/ HJNDJW?)H = 2 for every frame j € F¢ in
the colluded copy. In our simulations, we assume that the col-
luders generate a colluded copy of the highest possible resolu-
tion under the fairness constraints.

At the detector’s side, we consider a non-blind detection sce-
nario where the host signal is removed from the colluded copy
before colluder identification process. The detector follows the
detection process in Section II-B3 and estimates the indices of
the colluders SC.

Fig. 11 shows the simulation results. In Fig. 11(a), (c), and (e),
the same as in Fig. 6, the = axis is the number of colluders
who receive all three layers K™, and each value of K™ rep-
resents a unique triplet (K°, K21 K2!) on Line AB (31). In
Fig. 11(b), (d), and (f), the same as in Fig. 7, the x axis is the
number of colluders who receive the base layer only, and a given
K" corresponds to a triplet (K, K%¢!, K!') on Line C'D (32).
Fig. 11(a) and (b) show the total number of frames in the col-
luded copy L€, and L = 10, L® = 20 and L® = 40 when the
colluded copy has the lowest, medium and highest resolution,
respectively. In Fig. 11(c) and (d), we select the threshold to fix
P, = 10~3 and compare P; when (K°, K%¢1 K2 takes dif-
ferent values. In Fig. 11(e) and (f), E[FY,] is fixed as 1073 by
selecting the threshold in the simulation runs, and we compare
E[F,] of the collusion attacks with different (K°, Kbl Kall),

From Fig. 11, the effectiveness of collusion in defeating the
scalable fingerprinting systems depends on the resolution of the
colluded copy. When the colluded copy has higher resolution,
the extracted fingerprint gives the detector more information
about the colluders’ identities, and the attackers take a larger risk
of being detected. The simulation results on real videos agree
with our analytical results and are comparable with those simu-
lation results in Section IV-B.

VII. CONCLUSION

In this paper, we have studied the behavior forensics in
multimedia fingerprinting and analyzed the dynamics among
colluders to ensure fairness of collusion. We have investigated
how to achieve fairness of collusion when fingerprinted copies
used in collusion have different resolutions, and analyzed the
effectiveness of such fair collusion in removing the fingerprints.
We have also examined the collusion resistance of the scalable
fingerprinting systems and evaluated the maximum number of
colluders that they can withstand.

We first investigated how to distribute the risk of being de-
tected evenly to all colluders when they receive copies of dif-
ferent resolutions due to network and device heterogeneity. We

showed that higher resolution of the colluded copy puts more
severe constraints on achieving fairness of collusion. We then
analyzed the effectiveness of such fair collusion attacks. Both
our analytical and simulation results showed that the colluders
are more likely to be captured when the colluded copy has higher
resolution. The colluders have to take into consideration the
tradeoff between the probability of being detected and the reso-
lution of the colluded copy during collusion.

We also analyzed the collusion resistance of the scalable fin-
gerprinting systems for various fingerprinting scenarios with
different requirements. We evaluated the maximum number of
colluders that the fingerprinting systems can resist, and showed
that the scalable fingerprinting systems can withstand dozens to
hundreds of colluders, depending on the resolution of the col-
luded copy as well as the system requirements. We also provided
the lower and upper bounds of K,,,x. From the colluders’ point
of view, KU__ tells attackers how many independent copies are

max

required to guarantee the success of collusion under all circum-
stances. From the content owner’s point of view, to achieve col-
lusion free, a desired security requirement is to make the poten-

tial colluders very unlikely to collect more than K. copies.
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