IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. 8, NO. 2, FEBRUARY 2013 305

Robust Biometric Score Fusion by Naive Likelihood
Ratio via Receiver Operating Characteristics

Qian Tao, Member, IEEE, and Raymond Veldhuis

Abstract—This paper presents a novel method of fusing multiple
biometrics on the matching score level. We estimate the likelihood
ratios of the fused biometric scores, via individual receiver op-
erating characteristics (ROC) which construct the Naive Bayes
classifier. Using a limited number of operation points on the ROC,
we are able to realize reliable and robust estimation of the Naive
Bayes probability without explicit estimation of the genuine and
impostor score distributions. Different from previous work, the
method takes into consideration a particular characteristic of the
matching score: its quantitative value is already an indication
of the sample’s likelihood of being genuine. This characteristic
is integrated into the proposed method to improve the fusion
performance while reducing the inherent algorithmic complexity.
We demonstrate by experiments that the proposed method is
reliable and robust, suitable for a wide range of matching score
distributions in realistic data and public databases.

Index Terms—Biometric fusion, logarithm likelihood ratio,
Naive Bayes classifier, ROC.

I. INTRODUCTION

IOMETRIC fusion is an important way to improve the re-

liability of biometric systems by combining information
from multiple biometric modalities such as face, speech, fin-
gerprint, iris, etc. [7], [8], [12], [20], [26], [31]. Biometric fu-
sion can be performed at four different levels: sensor level, fea-
ture level, matching score level, and decision level. Among all
levels, fusion at the score level is the most popular, offering the
best trade-off between information content and ease of fusion
[26].

In the literature the fusion methods at the matching score
level are categorized into three large groups [19], [26]. The first
group of methods is transformation-based: all the component
matching scores are firstly transformed onto a comparable scale
and then simple fusion rules are applied on the transformed
scores. Examples of the fusion rule are product, sum, mean,
max, etc. [15]. The second group of methods are density-based:
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the underlying probability density function of multiple scores
is firstly estimated, and then the joint probability is computed
as the fused score [3], [13], [21]. The third group of methods
is classifier-based: the component matching scores are concate-
nated as feature vectors, on which new classifiers are trained,
and produces the corresponding classification score for each
feature vector. Examples of classifiers are neural networks (NN)
[34], support vector machines (SVM) [27], decision trees [25],
[29].

By formulating score fusion as a probability or pattern recog-
nition problem, the second and third categories of methods
are very flexible. The formulation makes it possible to explore
the rich literature resources in relevant domains. In doing
so, however, we point out that the intrinsic characteristic of
the matching score has not been taken into consideration. 4
matching score differs from an arbitrary feature in that its
quantitative value is already an indication of the sample’s
likelihood of being genuine [26]. For example, if all component
scores of input A are higher than all component scores of input
B, A is by definition more likely to be genuine than B. This
implies that the fused score of A should be larger than the
fused score of B. Such requirement, however, is not always met
by the probability- or pattern-based fusion methods. Taking
probability-based fusion methods for example, assume all
component classifiers produce scores ranging from zero to
infinity, it is conceivable that the input A with extremely high
component scores (e.g. all infinite) will actually have low
fused score by probability-based fusion because the probability
density at infinite always approaches zero. In this respect,
utilizing the intrinsic characteristic of matching score would
avoid such errors, accurately shape the problem, and lead
to improved results. In this paper, we propose such a fusion
method that explicitly takes into consideration the specific
score characteristics. This is realized by exploiting the receiver
operating characteristics (ROC), which, computed from the
matching scores, is inherently associated with the score charac-
teristics as well. Although the ROC has been commonly used
to characterize the classification performance, only very few
utilized it for the purpose of classification [10], [28], [30]. The
limited work in literature, furthermore, mostly concentrated on
optimizing the decisions instead of fusing on the score level in
real number domain.

The Naive Bayes classifier is a probabilistic classifier based
on the Bayes’ theorem with independence assumptions on
individual features [6]. Despite the assumption that can be
unrealistic in many cases, the Naive Bayes classifier is sur-
prisingly successful in practice, often competing with more
sophisticated classification techniques. In fact, the optimality
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of the Naive Bayes classifier in dependent cases has been
investigated from a theoretical point of view [4], [5], [35].
The Naive Bayes classifier has proven to be effective in many
practical applications including text classification, medical
diagnosis, etc. [1], [18], and biometric score fusion [16]. A
biometric score fusion method based on standard computation
of the likelihood ratio has demonstrated excellent performance
[19]. In [19], the probability density functions of the genuine
and the impostor scores are firstly estimated by the Gaussian
Mixture Model (GMM). The algorithm integrates parameter
estimation and model selection for density estimation in an
integral optimization framework, producing a globally optimal
choice of cluster modeling under the minimum description
length (MDL) criterion. Although optimal from the pattern
classification point of view, the method still regards the score
as common features (as defined in pattern recognition termi-
nology), and the algorithm is computationally expensive with
the MDL optimization. In the proposed method, in comparison,
the score-specific characteristics will be integrated, to improve
the fusion performance while reducing the inherent algorithmic
complexity.

The introduction of the unique score property contributions
to the fusion performance in three senses: firstly, it improves
the fusion accuracy, secondly, it increases the robustness of fu-
sion to small sample size, and thirdly, it significantly reduces
the computational complexity. In the following, Section II in-
troduces the theory of the biometric score fusion by Naive like-
lihood ratio. Section III presents the implementation aspects of
the method. Section IV shows the experimental results of the
proposed fusion on realistic biometric score data. Section V is
the conclusion.

II. NAIVE LIKELIHOOD RATIO ESTIMATION VIA ROC: THEORY

A. Naive Bayes Classifier

We consider two classes in the biometrics scenario: the gen-
uine user class w, and the impostor class w;. The probability
density functions of the two classes are expressed as p(s|wg)
and p(s|w;), where s is the concatenated score vector, with each
element s; (i = 1,..., N) the matching score from one of the
N individual biometrics.

A Naive Bayes classifier is a simple probabilistic classifier
based on the Bayes’ theorem with independence assumptions
on individual features [6]. The original form of Bayesian rule,
in the two-class case, is expressed as

*

w* =arg max plw|s)

wE{wy wit

=arg max plw)p(s|w).
we{wy wi}

Wy Wi

(1

where w* is the class estimation.

Suppose s is the input score vector composed of N indepen-
dent scores, s = [s1,...,sx], then (1) can be rewritten under
the independency assumption

N
w* =arg max pw Hp(5,|w)

we{wg,wi i

2

which is the Naive Bayes classifier.

B. Naive Likelihood Ratio

The likelihood ratio is a statistic defined as

) = p(s|wg)
M) = tshan) ®

The likelihood ratio test is defined as follows

it A(s) >t, W' = wy,

it A(s) <t, w' = w;, 4
where ¢ is the application-specific threshold of the likelihood
ratio.

The likelihood ratio test is optimal in the Neyman—Pearson
sense: at a given false acceptance rate, the obtained false rejec-
tion rate reaches minimal, and likewise, at a give false rejection
rate, the obtained false acceptance rate reaches minimal [33].

If the same independency assumption between features is in-
troduced as in (2), (3) is rewritten

N

[[iz, p(silws)
N

[LiZ1 p(silwi)

= H )‘(Si)v
=1

where we call Axuaive(s) the Naive likelihood ratio. For ease
of computation, the logarithm of the likelihood ratio is taken,
p = log(}), and we have

)‘Naive (S) =

)

N

/)Na,ivc(s) — Z P(él)

i=1

(6)

It follows by comparing (1) and (4) that in the two-class
problem, the likelihood ratio test is equivalent to the Bayes
rule of (1), if and only if the threshold in (4) is set as ¢ =
p(wi)/p(wg). In fact, this represents a single operation point of
the likelihood ratio test. In the likelihood ratio test, by varying
t, the entire ROC curve of the likelihood ratio test can be ac-
quired, describing all situations with different combination of
class priors and misclassification costs.

C. ROC and Likelihood Ratio

The ROC is widely-used to characterize the classification per-
formance. It describes the trade-off between the detection rate
(or correct acceptance rate) pg and the false acceptance rate «,
with the change of the threshold on the matching score. The
threshold ¢ could be any scalar value, t € [—o0, o], covering
the entire matching score space.

Theoretically, pg and o can be computed from the distribu-
tions of the matching scores in the genuine and impostor classes,

p(slwg) and p(s|w;)

palt) = [ plslu)ds ™)
a(t) = [ shonds, ®)

t

where ¢ is the operating threshold.



TAO AND VELDHUIS: ROBUST BIOMETRIC SCORE FUSION BY NAIVE LIKELIHOOD RATIO 307

Taking the derivative (slope) of the ROC, and referring to (8)
and (7), we have

dpa _ T p(tw,) = A(t), )
da (:1—(: p(t|wi)

which is, by definition, the likelihood ratio of the matching
score. This means that by taking the slope of the ROC curve,
a direct mapping from the score ¢ to its corresponding likeli-
hood ratio value is realized without the need to estimate the two
probability density functions p(t|w,) and p(t|w;).

D. Biometric Fusion by Naive Likelihood Ratio

Suppose we have /N sets of biometric scores, denoted by s;,
t = 1,..., N, coming from different biometric modalities or
different classifiers. We concatenate the individual matching
scores to construct a new feature vector s = [.917 e sN], and
classify the feature vector by a Naive Bayes classifier. The
Naive likelihood ratio is a summation of individual log-like-
lihood ratios, which can be derived from the slope of the
component ROCs as introduced in Section II-C

N d
d,i
)‘Naive(s) = H (1(1"
i=1 "
N N
dpa.
Paive(s) = Zlog( 1 ) =D o), (10)
i=1 * i=1

where pq; «; are the operation points on the ith component
ROC.

With s being a quantative measure of the underlying bio-
metric being genuine, the derived new score p(s) should keep
the same property. This implies that p(s) needs to be a mono-
tonic function of s, and the fusion process should integrate par-
ticular steps to ensure this property.

III. NAIVE LIKELIHOOD RATIO ESTIMATION VIA ROC:
IMPLEMENTATION
A. ROC Estimation and Processing

In practice, x and pq in (10) can only be estimated in discrete
manner from a number of given matching scores:

_Hsls>#sewi|

O[(t) = )
| {s]s € wi} ||
[ {s[s > .5 € wg} |
pa(t) = ' 1n
| {s]s € wg} |
where ¢ denotes the varying score, and || - || denotes the length

of the set.

The accuracy of the estimated operation points largely relies
on the number of training samples. Fig. 1 shows how sample
size influences the estimation. In the two examples, the genuine
and impostor score distributions are both modeled as Gaussian,
by N(1,1) and N(—1,2), respectively. The two distributions
overlap with each other such that the ROC, p4(a), is not trivial.
In one example, large number of samples of 100,000 per class
are generated, while in the other, only 200 samples per class are
generated. The theoretical likelihood ratio can be obtained as

1

08 +  size = 100000
O size =200
theoretical

0.6

+  size = 100000
O  size =200
theoretical

0.4

Detection rate
log likelihood ratio

0.2

0 0.2 0.4 0.6 0.8 1 -2 = 0 1 2
FAR s

Fig. 1. (a) Estimated ROC; (b) estimated log likelihood ratio versus matching
score. The large sample case (10,000), small sample case (200), and theoretical
reference are all plotted.

log(p(slw)/p(slur)) = log(2) — ((x — 1)2/2)+((x +1)2/8).
Fig. 1(a) shows the estimated ROC of the two cases computed
by (11). Theoretical values of the ROC and log likelihood ratio
are also plotted for reference. It can be observed that for the
smaller sample size, the estimated ROC operation points and
log likelihood ratio become less accurate.

One practical parameter is the number of operation points
on the ROC. Generally speaking, too densely sampled opera-
tion points tends to produce a noisy ROC due to the limited
number of score samples, whereas too sparsely distributed op-
eration points may under-represent the true ROC. In our work,
we have chosen 100 as an empirically good number, with evenly
distributed percentiles (1%, . . ., 100%) in the score set. Conse-
quently, the input scores of arbitrary size (which can be orders
higher than 100) are transformed into a fixed number (100) of
operation points.

The accuracy of ROC approximation is important for the fu-
sion performance. In large sample case, the ROC can be reli-
ably computed given the accuracy of estimated «(¢) and pq4(t).
In small sample case, some processing on the operation points
is necessary and beneficial. The ROC curve pq () can be effec-
tively refined by simultaneously smoothing «(¢) and p4(¢). This
is equivalent to smoothing the probability density estimation
with simple linear filters, since both «(¢) and p4(¢) are smooth
and monotonic curves given their accumulative nature. In our
work we used an 8th order Chebyshev lowpass filter, with the
cutoff frequency 1/4 of the sampling rate. Imposing the mono-
tonicity of score mapping, furthermore, is equivalent to ensuring
monotonicity of the ROC slope, which can be realized by taking
the convex hull of the operation points on the resulting ROC.
The properties of (%), pa(t), and pa(cx), therefore, are effec-
tively incorporated into the fusion process.

Consequently, the computation of the likelihood ratios can be
accomplished by simple manipulations on a small number of op-
eration points, provided that the operation points are accurately
approximated. Fig. 2 shows the results of the ROC processing
on data of Fig. 1. More accurate estimation of the ROC, as well
as the ROC slope, can be observed in Fig. 2(c), (d).

B. Parameterization and Score Field Visualization

The proposed method transforms the complex joint proba-
bility density estimation problem into multiple one-dimensional
fitting of simple monotonic p(s) functions. Given a number of
pairs [s;, pi],i = 1,2, ..., N, parameterization of the p(s) func-
tion enables score mapping in continuous domain. In realistic
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Fig. 2. (a) pq varying with t; (b) o varying with t; (¢) ROC and the processed
ROC; (d) the original and processed log likelihood ratio estimation, compared
to the theoretical value.

situations, there are a number of frequently encountered dis-
tributions, which consist exponential terms, like Gaussian, Ex-
ponential, Rayleigh, Gamma, etc., and as such the log likeli-
hood ratio can indeed assume a simple form. In our work, we
fit p(s) with polynomial functions under the minimum square
error (MSE) criterion.

To better follow the curvature of p(s) and meanwhile main-
tain robustness, piecewise polynomial fitting can be applied. We
have observed that most often 1-3 polynomial functions suf-
fice to fit p(s). The method fits p(s) with piecewise smooth
low-order polynomials, where “smooth” implies continuity of
the value as well as derivatives. In this way the local smooth-
ness and global flexibility of the curve are satisfied simultane-
ously. The problem can be formulated as a standard quadratic
programming problem. Mathematics of piecewise polynomial
fitting can be found in the Appendix A. An example of piece-
wise polynomial fitting will be given in Fig. 3.

Non-parametric approximation of p(s) is also possible by
interpolation between a number of reliably estimated discrete
points p(s;). This includes among others the linear or spline in-
terpolation. However, in most cases the parametric fitting suf-
fices to achieve accurate and robust results.

We further visualize the decision boundary resulting from the
proposed method. By calculating the likelihood ratio values in
the score space using (9) and (10), the likelihood ratio field can
be obtained, from which the boundaries can be derived as the
iso-value contours of this field. The decision boundaries are il-
lustrative for the properties of fusion methods such as mono-
tonicity and smoothness. Suppose we have two mapping func-
tions p1(s1) and pa(s2), then the contours can be written in the
mathematical form

P('SlavSQ):P(51)+P('92):C C:{Cl',"",CK}7 (12)
where c is a set of K constants corresponding to different perfor-

mance requirements (i.e. FAR or FRR). The visualization helps
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Fig. 3. (a) Fitting s, using piecewise polynomial. (b) Fitting sz using piece-
wise polynomial. (¢c) Score distribution and the decision boundaries. (d) ROCs
of the individual scores and of the Naive likelihood ratio fused scores.

illustrate how the processing in the fusion method influences
the final decision boundaries in the score space. For example,
the shape of the decision boundaries is determined by the para-
metric forms of p1 ($1) and p2(s2). As a consequence, the mono-
tonicity, smoothness, and robustness of the p(s) are inherited by
the decision boundaries. As an example, we show in Fig. 3 the
decision boundaries of piecewise polynomial fitting, in which
3 equidistance pieces are taken and polynomials with order up
to 2 are used.

IV. EXPERIMENTS AND DISCUSSION

A. Databases

The first database contains the matching score of the two-
dimensional and three-dimensional face-recognition data from
the Face Recognition Grand Challenge face database [23]. The
scores were derived from a diversity of classifiers, including
the hierarchical graph matching (HGM), Gabor filters, principle
component analysis (PCA), linear discriminant analysis (LDA).
For details, please refer to [30]. The database contains data of
465 subjects and has in total 4007 samples. The classifiers that
produce the matching scores are trained on 309 subjects in the
database. The large sample set in this step ensures that the clas-
sifiers are well-trained, and that the classification and fusion al-
together lead to a high-performance biometric system. To train
fusion, another 100 subjects are taken to obtain the matching
scores from the trained classifier, resulting in 25,520 genuine
scores and 2,568,190 impostor scores. The remaining 56 sub-
jects are used for evaluation, resulting in 12,270 genuine scores
and 700,910 impostor scores.

The second database is the publicly available Biometric Au-
thentication Fusion Benchmark Database (BA-fusion) [24], de-
veloped from the XM2VTS database [17], which contains the
matching scores from synchronized face video and speech data
of 295 subjects. The matching scores are derived from various
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baseline systems, with different feature and classifier combina-
tions (5 for face and 3 for speech), as described in detail in [24]).
The fusion is trained on the development set, and evaluated on
the independent evaluation set, both provided by the database.
The databases consist of scores computed from a variety of fea-
ture extraction and pattern classification methods (for details see
[24]), covering a large range of realistic score distributions.

To evaluate the proposed method, we also implemented four

other well-established fusion methods for comparison:

(1) Sum Rule: This method firstly transforms the individual
scores by Z-normalization [15], which normalizes the
genuine scores to unit variance, and then sum them up.

(i1)) SVM: This method maximizes the (soft) margin between
classes [2]. The flexible radius basis function (RBF)
kernel was used. The tuning of the SVM parameters are
done by cross validation and grid search as described in
[11]. We used the SVM-light package [14] to realize fast
core implementation of the SVM.

(iii) LLR-GMM: This method is theoretically optimal from
a classification point of view. The joint probability den-
sity functions of the genuine and impostor scores are es-
timated using the GMM model. The implementation in-
tegrates parameter estimation and model selection in a
single algorithm [9], producing a globally optimal choice
of cluster modeling under the MDL criterion. Then the
likelihood ratio is calculated from the estimated genuine
and impostor score distributions.

(iv) Naive-LLR-GMM: This method computes the Naive like-
lihood ratio as the proposed method, but instead of es-
timating the ratio directly, it first estimates the genuine
and impostor distributions and then computes their ratio.
One-dimensional probability density function estimation
using GMM model is performed for each component bio-
metric score. The same method as in (iii) is used.

B. Results

All above score-level fusion methods eventually produce the
fused scores, with which the ROC curve can be derived to give
an overall evaluation of the fusion performance. Visualizing the
resulting fused score (Naive LLR) field help demonstrate the
different fusion mechanisms. To evaluate the robustness of the
fusion method to sample size, the same Naive likelihood ratio
fusion trained on a small subset of the score data, can be drawn
for comparison. The first database containing large sample set
was used for this purpose, and in the subset case, only 1% of the
original data is taken.

Fig. 4 shows the results from the five different methods, in
cases of large and small sample sizes. With the same underlying
distribution but different sample size, the influence of sample
size on the final estimated Naive LLR field can be observed. The
monotonicity in the proposed method is clearly shown, while
more flexible boundaries of the other two LLR methods can also
be observed.

Fig. 5 compares the ROC curves of the five different
methods on the independent evaluation data. The ROC curves
showed the overall performance of the five fusion methods.
The three methods that work with LLR, namely, LLR-GMM,
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Fig. 4. Visualization of the final score field of different fusion methods on the
FRGC database [32]. From top down: sum rule, SVM, LLR-GMM, Naive-LLR-
GMM, Naive-LLR-ROC. The left column shows the results on the full dataset,
while the right shows the results on the 1% data subset. The field is visualized
by the iso-value contours, with red indicating high values and blue low.

Naive-LLR-GMM, Naive-LLR-ROC, exhibited high perfor-
mances. In the small sample case (Fig. 5(b)), the proposed
method yielded slightly better performance. The mean and
standard deviation of the Equal Error Rate (EER) were also
computed and reported in Fig. 6. To reduce the statistical
variance of the subset sampling, 50 random subsets were taken
and the results were averaged over all subsets to provide a
reliable performance estimation. Paired T-test showed that the
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Fig. 5. Comparison of the fusion results on the FRGC database [32] in terms
of ROC. The fusion method is trained on the development set and tested on the
evaluation set. (a) Results on the complete dataset; (b) results on the 1% data
subset.
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Fig. 6. Comparison of the fusion results on the FRGC database [32] in terms
of EER. The results from both the entire dataset and 1% dataset are shown.

proposed method yielded significantly lower EER than other
methods when performing fusion on the 1% subset (p < 0.05).
We have further carried out a larger-scale validation on the
second database, which contains a wide variety of score dis-
tributions. Two types of evaluation, namely intermodality and
intramodality fusion, was performed. The intermodality fusion
work on scores coming from two distinct biometric modali-
ties: face and speech, which are in principle independent of
each other. In contrast, the intramodality fusion works on two
scores coming from the same biometric, but computed by dif-
ferent classifiers. Obviously the component scores are depen-

Inter-modality Fusion
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B e S S o L it mnd IR RS B SO T T
w
w
1 - | BNl BN e | BN g | BN L.l
os- BB BB
0 LLR-GMM Naive-LLR-GMM  Naive-LLR-ROC
(a)
Intra-modality Fusion
[ W T00% training data
PUE LT . (SO G
I 10% training data
3 ..........................................................................................................
o
w
w

LLR-GMM

(b)
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Fig. 7. Bar plot of EER comparison for the BA-fusion database [24]: (a) in-
termodality fusion; (b) intramodality fusion. EER is plotted for three different
sample sizes: 100%, 50%, and 10%.

dent. The performance of Naive classifier in nonoptimal situa-
tions can therefore be examined in the intramodality scenario.

With 5 scores for face modality and 3 scores for speech
modality, there are in total 15 combinations for intermodality
fusion and 10 combinations for intramodality fusion of the
face modality. We further evaluated the robustness of the five
methods in small sample size case, by comparing the results on
fusing scores of different sample sizes, namely, 100%, 50%,
and 10% from the original set. In Fig. 7 the mean and standard
deviation of EER is displayed for the five fusion methods, at
different sample sizes.

It can be observed from the figures that the sum rule, de-
spite its high robustness, exhibited in general poorer perfor-
mance compared to the advanced methods. The two methods
that are based on LRR and separate estimation of the genuine
and impostor probability density functions (LLR-GMM-Naive
and LLR-GMM) showed comparable performance in both inter-
modality and intramodality fusion. This indicates that the Naive
assumption can be indeed suitable for the biometric fusion sce-
nario. Both methods showed a trend of degradation in small
sample size case, and the same trend is true for the SVM fusion
method using RBF kernels. This can be explained by the high
algorithmic complexity, which demands a large number of the
training samples. Overall the proposed method shows a good
compromise between accuracy and robustness, as can be ob-
served from Fig. 7. Using the paired T-test, the EER values from
different methods did not show significant difference when ap-
plied on the full dataset, but with the 10% subset, the proposed
method yielded significant lower EER than the SVM and GMM
method (p < 0.05).

The computational load of different fusion methods differ
significantly. In the current computer of 2.16 GHz, 2 GB
RAM, using Matlab for computation, the fusion experiments
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on the BA-fusion database take 0.33 sec for the sum rule
fusion, 836.45 sec for the SVM fusion with tuning of pa-
rameters, 43.26 sec for the LLR-GMM, 12.24 sec for the
LLR-GMM-Naive, and 0.72 sec for the Naive likelihood ratio
fusion. For the larger score database from the FRGC database,
the difference between computation time is more substantial.
The fusion takes 0.32 sec for the sum rule fusion, 9239.32 sec
for the SVM fusion with tuning of parameters, 543.16 sec for
the LLR-GMM, 122.39 sec for the LLR-GMM-Naive, and
0.81 sec for the Naive likelihood ratio fusion.

The proposed method is uniformly light in computation for
any input sample set. Any number of input scores are firstly con-
verted into a limited number (100) of operation points, for all
the rest computation. For SVM or GMM, in contrast, the com-
putation is still based on the original data, whose size can be
orders higher, and involves more complicated steps like expec-
tation maximization (EM) in the GMM case and quadratic pro-
gramming (QP) in the SVM case. From practical concerns, the
proposed method is favorable in the sense it can achieve com-
peting performance with much more sophisticated methods, at
substantially lower hardware cost.

V. CONCLUSION

This paper presents a new method of fusing multiple bio-
metrics, using the likelihood ratio under the Naive Bayes
assumption. The method achieves the likelihood ratio esti-
mation via a limited number of operation points on the ROC,
avoiding explicit estimation of the genuine and impostor score
distributions. We have extensively validated the proposed
method on the FRGC 2D-3D face database and the public
BA-fusion database. The method demonstrated competitive fu-
sion performance when compared to more sophisticated fusion
methods like SVM and GMM, with much lower computation
complexity. In addition, the method exhibited high robustness
to small training sample size, demonstrating higher fusion
performance compared to the SVM and GMM methods when
only a small subset is taken.

APPENDIX

In the following, we will provide mathematical solutions to
the piecewise polynomial fitting problem. Polynomials of order
up to 2 will be smoothly connected. Higher order piecewise-
polynomials are also possible with similar mathematics deriva-
tion, but not recommended in this case for the risk of overfitting.

Assume the matching scores range from Smin tO Smax,
and three pieces are taken from this range: [smin. 1], [f1, 2],
[t2, Smax]), Where smin < #1 < t2 < $max. Let the three poly-
nomial function be Fi(s), Fx(s), and F3(s), then the fitting
error is to be minimized

2 2
F= Y (Fs)-)+ > (Bas) 1)
Smin <5: <t t1<Cs; <t
+ > (Bask) - )’ (13)
t2 <5k <Smin

As defined in Section I1I-B, smooth piecewise polynomial fit-
ting means continuity of the value as well as derivatives. Then

the following equations should be satisfied at the conjoining
points £; and %

Fi(t) = F(th),
Fi(t1) = Fy(t1).

Ls(ts) = Fy(ia)
Fy(t2) = Fi(t2)

(14)
(1s)

This is a second-order optimization problem with constraints,
and can be formulated into a standard quadratic programming
problem with respect to the polynomial coefficients of the
three piecewise functions. A standard quadratic programming
problem is written as follows [22]

1
& = arg min <§ZL‘TH.’L' + fL)

subject to: A1z < by, or Agx =by (16)

The unknowns are the 9 polynomial coefficients of the
3 functions £, I, and F3. Let us put them into one coefficient
vector X = [c12,C11, C10, €22, €21, €20, €32, €31, C30) - » Where
for each ¢;;, the first subscript # denotes the function index, and
the second subscript 7 denotes the coefficient order. It is easy
to transform the 9-coefficient vector back to the 3-coefficient

vector of the three individual functions via a 3 X 9 matrix

T
c11, cio]” =Pix,

[(3127
[c22, €21, c20]" =Pox,
[c19, c11, c10]T =P3x a7
where
1 0 000 0 0 0 0
P,=(0 1 0 0 0 0 0 0 O
0O 01 0 0 0 0 0 0
0O 0 0 1 0 0 0 0 0
P.=[0 0 0 01 0 0 0 0
0O 0 0 0 0 1 0 0 0
0o 0 0 0 0 0 1 0 0
P;=(0 0 0 0 0 0 0 1 0 (18)
o 0 0 0 0 0 0 01

To deal with the three piecewise polynomials, we parti-
tion the input matching scores into three ranges [$min,?1],
[t1, 2], [t2, Smax), and assume the scores in the first range be
{81,...,8x, }, in the second range be {sn, 1 1,--, SN+ N5 }»
in the third range be {sn, Ny 41:---s SNy No 1N f» Where
Ny + Ny + N3 = N. Define three matrices as follows

Sl = .

2

SN, My

2 .

SNi+1 SnNp+1 1
S, =

SN +Ny SNI4N: 1

SNI4+Ny+1 SNi+Na2+1 1
Sg = :

ai SN 1
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Likewise, define three vector of the LLR values as follows using the standard quadratic programming methods. Further ref-

erence of the quadratic programming problem can be found in

L

In,
l Ny

l Ni+N2
Iny 43+
I3 =

In

The function to minimize, (13), therefore, can be rewritten as

[S1P1x — Li|” + [|S2Pox — L[| + [|SsPsx — Ly||?

Let Q; = S:Py, Q2 = SoTs, Q3 = S3T3. Extend this
function, and refer to (16), we have

H=Q7TQ: +Q7Q: +QIQ; (19)
f=-Q{1; - Qi1 - Qil; (20)

The smoothness at the conjoining points can be formulated
as the equality constraints. Put the two conjoining points £; and
ty into two vectors t1 = [t2 1 1]T t5 = [t3 £ 1]7, then (14)
can be written as

t,{P]_X = t?PzX7 tgPQX = tgpg

The first order derivative can be obtained via the following

matrix

I
oo
—_o o
c oo

Using D, (15) is then written as

tIDP1x =tIDPy,x,  tIDPyx = tIDPsx
Referring to (16), we have

tTPy — tI P,

tIP; — tIP3
A=\ rpp, _7DP, @h)
tIDP, — tIDP;
0
0
bo= 1 (22)

0

With Ay and b established, we have completely converted
the smooth piecewise polynomial fitting problem into a standard
quadratic programming problem as in (16), with H, f, Ag, by
calculated by (19), (20), (21), (22). The problem is then solved

h [22].
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