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Abstract

We investigate the problem of secure transmission over auseo multi-input multi-output (MIMO)
X-channel in which channel state information is providethvaine-unit delay to both transmitters (CSIT),
and each receiver feeds back its channel output to a differ@msmitter. We refer to this model as MIMO
X-channel withasymmetricoutput feedback and delayed CSIT. The transmitters argppgdiwith M/
antennas each, and the receivers are equippedMWiimtennas each. For this model, accounting for both
messages at each receiver, we characterize the optimal exumesdegrees of freedom (SDoF) region.
We show that, in presence of asymmetric output feedback atayeldd CSIT, the sum SDoF region of

the MIMO X-channel issameas the SDoF region of a two-user MIMO BC with\/ antennas at the
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transmitter,NV antennas at each receiver and delayed CSIT. This resultsstiat; upon availability of
asymmetric output feedback and delayed CSIT, there is rfonpeance loss in terms of sum SDoF due to
the distributed nature of the transmitters. Next, we shat this result also holds if only output feedback
is conveyed to the transmitters, but inspmmetricmanner, i.e., each receiver feeds back its output to
both transmitters and no CSIT. We also study the case in whinth asymmetric output feedback is
provided to the transmitters, i.e., without CSIT, and deras lower bound on the sum SDoF for this
model. Furthermore, we specialize our results to the casehinh there are no security constraints. In
particular, similar to the setting with security consttajnve show that the optimal sum DoF region of
the (M, M, N, N)-MIMO X-channel with asymmetric output feedback and dethgSIT is same as the
DoF region of a two-user MIMO BC witRM antennas at the transmittéy, antennas at each receiver,

and delayed CSIT. We illustrate our results with some nutaégxamples.

. INTRODUCTION

In modern era, there is a growing requirement for high datsria wireless networks, in which multiple
users communicate with each other over a shared mediumnidreniation transmission by multiple users
on a common channel raises an important issue of interfenaneetworks. In existing literature on multi-
user channels, such as [1], several interference alignteehhiques have been proposed. Most of these
technigues rely on the availability of perfect channelesiaformation at the transmitting nodes (CSIT).
However, because the wireless medium is characterizedshghierent randomness, such an assumption
is rather idealistic and is difficult to obtain in practice. [2], Maddah-Ali and Tse study a multi-input
single-output (MISO) broadcast channel with delayed CSlilakle at the transmitter, from a degrees
of freedom (DoF) perspective. They show that delayed (de)ys@SIT is useful, in the sense that it
increases the DoF region in comparison with the same MIStihgatithout any CSIT. The model with
delayed CSIT of([2] has been extended to study a variety ofaisod hese include the two-user MIMO
BC [3], the three-user MIMO BCL[3],[]4], the two-user MIMO #&rference channel[[5]/_[6], and the
K-user single-input single-output (SISO) interference Xachannels|[7], [[8].

In [9], Jafar and Shamai introduced a two-user X-channel ehothe two-user X-channel consists
of two transmitters and two receivers, with each transmitiending two independent messages to
both receivers. For this model, the authors establish bowmdthe DoF region under the assumption
of full CSIT. In [10], Maleki et al. study a two-user SISO X-channel with output feedback pedid
asymmetrically to the transmitters. They establish a lola@und on the allowed sum DoF. For MIMO
X-channels, the setting with no CSIT is studied [in![11]; tle¢ting with delayed CSIT is studied [12];

and the setting with delayed CSIT and asymmetric noiselagsubfeedback is studied in [13], all from



a DoF viewpoint. In all these works, a symmetric antenna lmppois assumed, with each transmitter
being equipped with\/ antennas and each receiver equipped wthantennas. In[[12], it is assumed
that each receiver knows the CSI of its own channel and als@#st CSI of the channel to the other
receiver. Also, the past CSI available at each receiverasiged to the corresponding transmitter over
a noiseless link. For this model, the authors establish &iddwund on the sum DoF over all messages
in the network (in the rest of this paper, we will refer to ths being thaotal DoF). In [13], Tandoret

al. study a model which is similar to the one that is investigatefdl2], but with additional asymmetric
noiseless output feedback from the receivers to the tratessii In particular, they show that the total
DoF of this two-user MIMO X-channel with asymmetric outpeetiback and delayed CSIT is same as
the total DoF of a two-user broadcast channel with delayetil G8ith 20/ transmit antennas aniy
antennas at each receiver. For this model, the availabilithie output feedback together with the delayed
CSIT help each transmitter reconstruct the informationgnaitted by the other transmitter. The reader
may refer to [[14]+[16] for some other related works.

In his seminal work[[1[7], Wyner introduced a basic informattheoretic model to study security by
exploiting the physical layer attributes of the channele Thodel consists of a sender which transmits
information to a legitimate receiver; and this informatisnmeant to be kept secret from an external
wiretapper that overhears the transmission. Wyner's beetigp has been extended to study the secrecy
capacity of various multiuser channels, such as the bre@addzannel [[18],[[19], the multi-antennas
wiretap channell[20]=[23], the multiple access wiretaproted [24]-[28], the relay channel [29]=[31],
the interference channel [32], [33] and X networks!|[34] (teader may also refer t0 [35] for a review
of many other related contributions). Ih_[36], the authonsdg a K-user interference channel with
security constraints, from a SDoF perspective. Similarhie $etting with no security constraints, the
SDoF captures the way the spatial multiplexing gain, ore®ccapacity prelog or degrees of freedom,
scales asymptotically with the logarithm of the signahtiise ratio (SNR). In[[37], the authors study a
K-user Gaussian multiaccess channel with an external esmset, and derive a lower bound on the
allowed total SDoF under the assumption of perfect insteegas CSI available at the transmitter and
receivers. In[[38], Yangpt al. study secure transmission over a two-user MIMO BC with dedagSIT.
They provide an exact characterization of the SDoF regidre doding scheme of [38] can be seen as
an appropriate extension of Maddah Ali-Tse schelme [2] tmeroodate additional noise injection that
accounts for security constraints.

In this paper, we consider a two-user MIMO X-channel in whégdth transmitter is equipped with

M antennas, and each receiver is equipped Witantennas as shown in Figure 1. Transmitter 1 wants
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Fig. 1. MIMO X-channel with asymmetric output feedback aredagted CSIT, with security constraints.

to transmit messagdd; and W, to Receiver 1 and Receiver 2, respectively. Similarly, Sraitter 2
wants to transmit messag#is,; and Wo, to Receiver 1 and Receiver 2, respectively. The transnmissio
is subject to fast fading effects. Also, we make two assuwngti namely 1) each receiver is assumed
to have perfect instantaneous knowledge of its channeficigeits (i.e., CSIR) as well as knowledge of
the other receiver’s channel coefficients with one unit yledend 2) there is a noiseless output and CSI
feedback from Receivet, i = 1,2, to Transmitter;. We will refer to such output feedback as being
asymmetric by opposition tosymmetricfeedback which corresponds to each receiver feeding back it
output toboth transmitters. The considered model is shown in Figure 1thEumore, the messages that
are destined to each receiver are meant to be kept secrethmather receiver. That is, Receiver 2 wants
to capture the paifiVy1, Ws;) of messages that are intended for Receiver 1; and so, in@utt that it

is a legitimate receiver of the paiiV2, Was), it also acts as an eavesdropper on the MIMO multiaccess
channel to Receiver 1. Similarly, Receiver 1 wants to capthe pair(Wi2, Ws2) of messages that are

intended for Receiver 2; and so, in addition to that it is dtie@te receiver of the paifiV;;, Wa), it



also acts as an eavesdropper on the MIMO multiaccess chamiReceiver 2. Both eavesdroppers are
assumed to be passive, i.e., they are not allowed to mod#ytrtinsmission. The model that we study
can be seen as being that bf [13] but with security consgamposed on the transmitted messages. We
concentrate on the case of perfect secrecy, and focus onpastjerbehaviors, captured by the allowed

secure degrees of freedom over this network model.

A. Contributions

The main contributions of this paper can be summarized daws! First, we characterize the sum
SDoF region of the two-usefM, M, N, N)-MIMO X-channel with asymmetric output feedback and
delayed CSIT shown in Figudd 1. We show that the sum SDoF megfothis model is same as the
SDoF region of a two-user MIMO BC with delayed CSH)/ transmit antennas aniy antennas at
each receiver. This result shows that, for symmetric argemonfigurations, the distributed nature of the
transmitters does not cause any loss in terms of sum SDoF€eBut also emphasizes the usefulness of
asymmetric output feedback when used in conjunction withya® CSIT in securing the transmission of
messages in MIMO X-channels, by opposition to in MIMO braastachannels. That is, for the two-user
MIMO X-channel, not only asymmetric output feedback withaged CSIT does increase the DoF region
as shown in[[13], it also increases thecureDoF region of this network model. The coding scheme that
we use for the proof of the direct part is based on an apprepeitension of the one developed by Yang
et al. [38] in the context of secure transmission over a two-useMMIBC with delayed CSIT; and it
demonstrates how each transmitter exploits optimally tfalable output feedback and delayed CSIT.

Next, concentrating on the role of output feedback in theeabs of CSIT from a secrecy degrees of
freedom viewpoint, we study two variations of the model afu¥el[l. In the first model, the transmitters
are completely ignorant of the CSlI, but are provided vegimmetricoutput feedback. As we mentioned
previously, this output feedback is assumed to be providasefessly by both receivers to both trans-
mitters. In the second model, the transmitters are provigiga only asymmetric output feedback, i.e.,
the model of Figuré€ll but with no CSIT at all.

For the model with symmetric output feedback at the trartensit we show that the sum SDoF region
is same as the sum SDoF region of the model with asymmetrpubi@edback and delayed CSIT, i.e.,
the model of Figur&]l. In other words, the lack of CSIT doesaatse any loss in terms of sum SDoF
region as long as each transmitter is provided with outpediback from both recievers. In this case, each
transmitter readily gets the side information or internfexe that is available at the unintended receiver

by means of the output feedback; and, therefore, it can dligrth the information that is destined to



the intended receiver directly, with no need of any CSIT.

For the model in which only asymmetric output feedback isvjghed to the transmitters, we establish
an inner bound on the sum SDoF region. This inner bound is meige strictly smaller than that of the
model of Figurd1l; and, so, although its optimality is showtydn some specific cases, it gives insights
about the loss incurred by the lack of delayed CSIT. This iessused by the fact that, unlike the coding
schemes that we develop for the setting with asymmetricutufgedback and delayed CSIT and that
with symmetric output feedback, for the model with only asyetric output feedback each transmitter
can not learn the side information that is available at thetended receiver and which is pivotal for
the alignment of the interferences in such models.

Furthermore, we specialize our results to the case in wikiehetare no security constraints. Similar
to the setting with security constraints, we show that théntgd sum DoF region of th¢M, M, N, N)—
MIMO X-channel with asymmetric output feedback and dela@RIT is same of the DoF region of a
two-user MIMO BC with2M transmit-antennasy antennas at each receiver, and delayed CSIT. Finally,
we illustrate our results with some numerical examples.

This paper is structured as follows. Sectign Il providesranfd description of the channel model that
we consider, together with some useful definitions. Sedfidstates the sum SDoF region of the two-user
(M, M,N, N)-MIMO X-channel with asymmetric output feedback and deta@SIT of Figure[l. In
section IV, we provide the formal proof of the coding scheim&t tve use to establish the achievability
result. In sectior_V, we study the role of output feedbackhia absence of CSIT. In Sectién]VI, we
specialize the results to the setting with no security gangs; and, in Section Mll, we illustrate our
results through some numerical examples. Finally, se@diconcludes the paper by summarizing its

contributions.

B. Notation

We use the following notations throughout the paper. Baefapper case letters, e.&, denote
matrices; boldface lower case letters, exg.denote vectors; and calligraphic letters designate akpisa
i.e., X. For integersi < j, we use the notatioX’ as a shorthand fotX;,...,X;). The notation
diag/{H[t]}:) denotes the block diagonal matrix with[¢] as diagonal elements for all The Gaussian
distribution with meany and variances? is denoted byCN (u,c?). Finally, throughout the paper,
logarithms are taken to base and the complement to unity of a scalare [0, 1] is denoted by,

e, u=1—u.



Il. SYSTEM MODEL AND DEFINITIONS

We consider a two-us€iM, M, N, N) X-channel, as shown in Figuté 1. There are two transmitters
and two receivers. Both transmitters send messages to bo#ivers. Transmitter 1 wants to transmit
messagély; € Wy = {1,...,2"(P)} to Receiver 1, and messa§ig, € Wi, = {1,..., 2P
to Receiver 2. Similarly, Transmitter 2 wants to transmitssagelVy; € Wh = {1,... ,2"R21(P)} to
Receiver 1, and messagé,, € Way = {1,... ,2"R22(P)} to Receiver 2. The messages pdivy;, W)
that is intended to Receiver 1 is meant to be concealed froreiRer 2; and the messages p@ir;s, W)
that is intended to Receiver 2 is meant to be concealed frooeiRer 1. Both eavesdroppers are allowed
to only overhear the transmission and not modify it, i.ee assumed to bpassive

We consider a fast fading model, and assume that each red@ige/s the perfect instantaneous CSI
along with the past CSI of the other receiver. Also, we asstimé Receiver, 1 = 1,2, feeds back
its channel output along with the delayed CSI to Transmittéthe outputs received at Receiver 1 and

Receiver 2 at each time instant are given by

Yilt] = Hu[t]xa[t] + Haz[t]xe[t] + z1[t]
yQ[t] = Hgl[t]Xl[t] + Hgg[t]Xz[t] + Zg[t], t=1,...,n (1)

wherex; € CM is the input vector from Transmitteér i = 1,2, andH;; € CV*¥ is the channel matrix
connecting Transmitter to Receiverj, j = 1,2. We assume arbitrary stationary fading processes, such
that Hy; [t], Hi2[t], Hoi[t] and Hoo[t] are mutually independent and change independently adross t
The noise vectorg;[t] € CV are assumed to be independent and identically distribited.)( white
Gaussian, witheg; ~ CN (0,1 ) for j = 1,2. Furthermore, we consider average block power constraints

on the transmitters inputs, as

n

SCEl[AIP) <nP. for i€ {1,2). )
t=1

Hip [t} His [t]
H21 [t} H22 [t]

1]} designate the collection of channel state matrices for st (p — 1) symbols. For convenience, we

For convenience, we lét[t] = { } designate the channel state matrix &tfd! = {H[1],..., H[t—
setHY = (). We assume that, at each time instanthe channel state matrid[¢] is full rank almost
surely. Also, we denote by§‘1 = {y;[1],...,y;[t — 1]} the collection of the outputs at Receivgr
j = 1,2, over the pastt — 1) symbols. At each time instanf the past states of the channé¢i~! are
known to all terminals. However the instantaneous stéths[t], Hi2[t]) are known only to Receiver 1,

and the instantaneous stat@$,; [t],Ho2[t]) are known only to Receiver 2. Furthermore, at each time



instant, Receiver 1 feeds back the output vegfor to Transmitter 1, and Receiver 2 feeds back the
output vectory, ! to Transmitter 2.

From a practical viewpoint, the two-user MIMO X-channel lwidasymmetric output feedback and
delayed CSIT of Figurel1 may model a cellular network in whiglo base stations communicate with
two destinations. Each base station sends information agessto both receivers; and, in doing so, it
wants to keep the information that is sent to each receiveresdrom the other receiver. Here, by
opposition to classic wiretap channels in which the eaasulr is generally not willing to feed back
information about its channel to the transmitter from whickvants to intercept the transmission, each
receiver is not merely an eavesdropper for the informatemt by the transmitters to the other receiver
but is also a legitimate receiver intended to get other mtion messages from tteametransmitters.
For this reason, in its desire to help the transmitters alddetter estimate of the channel, the receivers
may find it useful to feedback information on their channelthe transmitters. Depending on the strength

of the feedback signal, this may be heard at both or only ontbetransmitters.

Definition 1: A code for the Gaussiafi/, M, N, N)-MIMO X-channel with asymmetric output feed-

back and delayed CSIT consists of two sequences of stocleastoders at the transmitters,

{p1+ : W11><W12><7'lt_1><yfv(t_l) — XM

{p2r : W21><W22><7'lt_1><yév(t_l) — X 3)

where the messagé¥,1, Wi, Wo1 and Wy, are drawn uniformly over the setd/;;, Wis, Wo and

W, respectively; and four decoding functions at the recsiver
i 0 VX H T )M xHis — Wi
o1+ VX H )M xHis — Way
Pra + VI H T xHo xHay — Wia
Yas + VIXH" Mo xHay — W 4)

Definition 2: A rate quadruplg Ry (P), Ri2(P), R21(P), Ro2(P)) is said to be achievable if there

exists a sequence of codes such that,

lim sup PI’{Wij # Wi;|Wi} =0, V (i, 5) € {1,2}*. ()

n—o0



Definition 3: A SDoF quadrupléd;;, di2,ds1,d22) is said to be achievable if there exists a sequence
of codes satisfying the following reliability conditions laoth receivers,

1 ij(n, P .
M >dij7 v (17]) 6{172}2

lim liminf

P—o0 n—0co nlog P -
lim sup Pr{W,-j 75 Wij’Wij} = O, V(Z,j) c {1, 2}2 (6)
n—00

as well as the perfect secrecy conditions

I(Wig, Wag; yi, H™)

i iy SR <0
lim limsup [OV11, Warsy3, H") =0. (7)

P—00 n—oo nlog P

Definition 4: We define the sum secure degrees of freedom region of the MIMé&axinel with
asymmetric output feedback and delayed CSIT, which we @ebpC2T. as the set of all of all pairs
(d11 + do1,d12 + doo) for all achievable non-negative quadrupl@s, d1, di2, d22). We also define the

total secure degrees of freedom as SHgFE' " = MAX (4, dyr duadas) G11 + do1 + d12 + doo.

[1l. Sum SDoF oF (M, M, N, N)-MIMO X-CHANNEL WITH ASYMMETRIC OUTPUT FEEDBACK AND

DELAYED CSIT

In this section we state our main result on the optimal sumFSEBgion of the two-user MIMO X-
channel with asymmetric output feedback and delayed CSH.illystrate our result by providing few
examples which give insights into the proposed coding sehem
For convenience we define the following quantity that we wile extensively in the sequel. Let, for

given non-negativé\/, N),

0 if M <N
_ NM(M—N) .
ds(N,N, M) = NNy N<M<2N (8)
2y if M >2N

The following theorem characterizes the sum SDoF regiorhefMIMO X-channel with asymmetric

output feedback and delayed CSIT.

Theorem 1:The sum SDoF regio6igiy. of the two-usefM, M, N, N)-MIMO X-channel with asym-
metric output feedback and delayed CSIT is given by the sall obn-negative pair&d,; +da1, di2+d22)
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satisfying

di1 + doy di2 + dao <1
ds(N,N,2M)  min(2M,2N) —
d d d d
11 T a2 12 + d22 <1 ©)

min(2M,2N) ' dy(N,N,2M) —
for 2A > N; andCgige = {(0,0)} if 2M < N.

Proof: The converse proof follows by allowing the transmitters twpgerate and then using the
outer bound established in [38, Theorem 3] in the contexkeetise transmission over MIMO broadcast
channels with delayed CSIT, by takirij/ transmit antennas ani¥ antennas at each receiver. Note
that Theorem 3 of/[38] continues to hold if one provides addal feedback from the receivers to the

transmitter. The proof of achievability is given in SectiBf ]

Remark 1:In the case in whicl2M > N, the sum SDoF region of Theordr 1 is characterized fully

by the three corner pointgi;(N, N, 2M),0), (0,ds(N,N,2M)) and

(di1 + do1,di2 + d22) =

(N(2M—N) N(2M—N)>
2M 0 2M

if N<2M <2N
(10)
(5.9) if 2N < 2M

Remark 2: The sum SDoF region of Theordr 1 is same as the SDoF regionnaf-ager MIMO BC
with delayed CSIT in which the transmitter is equipped Wil antennas and each receiver is equipped
with N antennas [38, Theorem 3]. Therefore, Theokém 1 shows teeg th no performance loss in terms
of total SDoF due to the distributed nature of the transmsitie the MIMO X-channel that we consider.
Note that, in particular, this implies that, like the seadtiwith no security constraints [13, Theorem 1],

the total secure degrees of freedom, defined as in Definitianddgiven by

0 if 2M <N
SDoFp TF=q NEMZN) it N <om < N (11)
N if 2M > 2N

is also preserved upon the availability of asymmetric oufpedback and delayed CSI at the transmitters,

even though the transmitters are distributed.

Figure[2 illustrates the optimal sum SDoF region of thé, M/, N, N)-MIMO X-channel with asym-
metric output feedback and delayed CSIT as given in Thebiéor Hifferent values of the transmit- and

receive-antennas. Obviously, secure messages transmissiot possible if, accounting for the antennas
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(M,N) = (4,4), 2M > 2N

(M,N) = (2,3), N <2M <2N

|
1.5
di1 + da

Sum SDoF region of theM, M, N, N)-MIMO X-channel with asymmetric output feedback and deta@SIT, for

different antennas configurations.

Case SDoFECHTF | DoFECSTF 3] | DoFssy '™ [11]
2M < N 0 oM oM
N(2M—N)
N<2M <2N | NeM-N) AN N
2N <2M N % N
TABLE |

TOTAL SDOF AND TOTAL DOF OF (M, M, N, N)-MIMO X- CHANNELS WITH DIFFERENT DEGREES OF OUTPUT FEEDBACK
AND DELAYED CSIT.

available at both transmitters, there are less transménaais than receive antennas at each receiver,
i.e.,2M < N. Also, the sum SDoF region increases with the gaif, N) if N < 2M < 2N. For a
given numberN of receiver antennas at each receiver, the sum SDoF regidonger increases with
the number of transmit-antenndg at each transmitter as long &4 > N. This shows that, from a
SDoF perspective, there is no gain from equipping the tréttesrs with more thanV antennas each. A
similar behavior is shown in Table | and Figlide 3 from a totdge degrees of freedom viewpoint. Table

| summarizes the optimal total SDoF of tli¢/, M, N, N)-MIMO X-channel with asymmetric output
feedback and delayed CSIT as given by ](11), as well as thé Date of the (M, M, N, N)-MIMO
X-channel without security constraints, with asymmetiitput feedback and delayed CSIT [13, Theorem
1] and with no output feedback and no CSIT[[11, Theorem 11jufé[3 depicts the evolution of the

total SDoF [(I1) as a function of the number of transmit ardsnat each transmitter, for an example
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Total secure DoF with asymmetric feedback and delayed GEIJ |(

Total DoF with asymmetric feedback and delayed CSIT [13,0Fémn 1]

di1 + di2 + d21 + d22

Total DoF with no feedback and no CSIIC]11, Theorem 11]

1r H ,
4 I I I I I I I
Ol 2 3 9 10

4 5 6 7 .
Number of transmit antennad at each transmitter

Fig. 3. Total secure degrees of freedom of &, M, N, N)-MIMO X-channel as a function of the number of transmit

antennas)M at each transmitter, for a fixed numh&r = 4 of receive antennas at each receiver.

configuration in which each receiver is equipped wiNh= 4 antennas. It is interesting to note that, for
the casel! > N the total SDoF of the MIMO X-channel with asymmetric outpeedback and delayed
CSIT is same as the DoF of the MIMO X-channel with no feedbact ao CSIT. Thus, providing
the transmitters with asymmetric output feedback and @elaySIT can be interpreted as the price for

secrecy in this case.

IV. PROOF OFDIRECT PART OF THEOREM[T]

In this section, we provide a description of the coding sahémat we use for the proof of Theoréin 1.
This coding scheme can be seen as an extension, to the caze-oboperative or distributed transmitters,
of that established by Yanet al. [38] in the context of secure transmission over a two-usevi®IBC
with delayed CSIT.

In the case in whiclkM < N, every receiver has enough antennas to decode all of theriafmn
that is sent by the transmitters; and, so, secure transmisgimessages is not possible. In the case in

which 2M > N, it is enough to prove that the corner points that are giveRemark 1 are achievable,
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since the entire region can then be achieved by time-sharFimg achievability of each of the two corner
points (ds(N, N,2M),0) follows by the coding scheme df [38, Theorem 1], by having tia@smitters
sending information messages only to one receiver and tier ogceiver acting as an eavesdropper. In

what follows, we show that the point given Hy [10) is achidgaliVe divide the analysis into two cases.

A. Case 1:N <2M < 2N

The achievability in this case follows by a careful combimatof Maddah Ali-Tse coding scheme [2]
developed for the MIMO broadcast channel with additionasadnjection. Also, as we already mentioned,
it has connections with, and can be seen as an extension wa#ieeof distributed transmitters, of that
developed by Yanget al. [38] in the context of secure transmission over a two-useM®IBC with
delayed CSIT. The scheme also extends Tanebal. [13] coding scheme about X-channels without
security constraints to the setting with secrecy. The coniocation takes place in four phases. For
simplicity of the analysis, and in accordance with the Do&rfework, we ignore the additive noise

impairment.

Phase 1: Injecting artificial noise

In the first phase, the communication takes plac&in- N2 channel uses. Let; = [u},...,«"]” and
Up = [ul, ... ,ué”Tl]T denote the artificial noises injected by Transmitter 1 arah$mitter 2 respectively.

The channel outputs at Receiver 1 and Receiver 2 during traseare given by
y =By + 7Y, (12)
yél) = fléll)ul + I;ISQ)UQ (13)

whereI:Iﬁ) = diag({H%)[t]}t) e CNTXMTy for ¢ = 1. Ty, i=1,2j =12yl € V0 and
ygl) € CNT1, During this phase, each receiver gatgy linearly independent equations that relafe 7,
u;- and us-variables. At the end of this phase, the channel output aeReri, i = 1,2, is fed back

along with the past CSI to Transmittér

Phase 2: Fresh information for Receiver 1

In this phase, the communication takes placelin= N(2M — N) channel uses. Both transmitters
transmit to Receiver 1 confidential messages that they wacbhceal from Receiver 2. To this end,
Transmitter 1 sends fresh information; = [v},...,v}?*]” along with a linear combination of the

channel outpuygl) of Receiver 1 during the first phase; and Transmitter 2 senbjsfeesh information
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Vo1 = [vay, ..., va 2] intended for Receiver 1, i.e.,

X1 = Vi1 + @13’51)

X9 = Vg1 (14)

where®; € CMT2xNTi is a matrix that is known at all nodes and whose choice will fpeciied below.

The channel outputs at the receivers during this phase ae ty

y§2) = Hﬁ) (Vi1 + @1}’51)) + I:Ig)Vm (15a)

y§2) = flg‘? (Vi1 + @1}’51)) + ﬁ%’Vm (15b)

whereI:Iﬁ) = diag({Hg.f)[t]}t) € CNDXMT: for ¢ =1,... Ty, i=1,2 7 =1,2 y¥ € CV and
y§2) € CNT:, At the end of this phase, the channel output at Recéjvier= 1,2, is fed back along with
the delayed CSI to Transmitter

Since Receiver 1 knows the C&ﬁﬁ),ﬂ%)) and the channel outpyﬁl) from Phase 1, it subtracts out the
contribution ofygl) from the received signajgz) and, thus, obtain&'T; linearly independent equations
with 2MT5 vi;- and vy -variables. Thus, Receiver 1 requiré€sV/ — N)T5, extra linearly independent
equations to successfully decode the- andvsy;-symbols that are intended to it during this phase. Let
yf) e CeCM-N)T: denote a set of2M — N)T; such linearly independent equations, selected among the
available NT; side information equationysgz) € CNT: (recall that2M — N < N in this case). If these
equations can be conveyed to Receiver 1, they will sufficeelp it decode ther;;- andvsy;-symbols,
since the latter already knovyél). These equations will be transmittgaintly by the two transmitters

in Phase 4, and are learned as follows. Transmitter 2 Ie)tfjﬁ,sand soy§2), directly by means of the
output feedback from Receiver 2 at the end of this phase.shmdter 1 Iearnsygz), and soygz), by
means of output as well as delayed CSI feedback from Recéiarthe end of Phase 2, as follows.
First, Transmitter 1 utilizes the fed back outmﬁ) to learn thevy;-symbols that are transmitted by
Transmitter 2 during this phase. This can be accomplisheedity since Transmitter 1, which already
knowsvy; and ygl), has also gotten the delayed C&I[ﬁ),f{g)) and M < N. Next, Transmitter 1,

which also knows the delayed Cﬁlilg?,ﬁg)), reconstructsyg) as given by[(15b).

Phase 3: Fresh information for Receiver 2
This phase is similar to Phase 2, with the roles of Transmittend Transmitter 2, as well as those
of Receiver 1 and Receiver 2, being swapped. More specyficdle communication takes place in

T, = N(2M — N) channel uses. Fresh information is sent by both transmitteReceiver 2, and is
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to be concealed from Receiver 1. Transmitter 1 transmitshfieformationvyy = [vly, ..., v127*]” to
Receiver 2, and Transmitter 2 transmits = [vl,, ..., v53.2]T along with a linear combination of the

channel outpuygl) at Receiver 2 during Phase 1, i.e.,
X1 = Vi2
= Oyl 16
Xy = Vag + O2y, (16)

where©, € CMT2xNTi s matrix that is known at all nodes and whose choice will becgfed below.

The channel outputs during this phase are given by

P = s + B (v + 02310) re)
vy = HSviy + HS) (var + ©2y3") (7o)

5.‘? - diag({Hg.i.’)[t]}t) € CNTXMT: for ¢ = 1, Ty, i = 1,2, j = 1,2, y\¥) € CV% and

yg?’) € CNT:, At the end of this phase, the channel output at Recéjviee= 1,2, is fed back along with

where H

the delayed CSI to Transmitter

Similar to Phase 2, at the end of Phase 3 since Receiver 2 l«h@/\GSI(ﬁQ),ﬂg) and the channel
outputygl) from Phase 1, it subtracts out the contributiory@l? from the received signq}g’) and, thus,
obtain N'Ty linearly independent equations wigd/ T, v,5- andvqs-variables. Thus, similar to Receiver 1
atthe end of Phase 2, Receiver 2 requitge/ — N)T» extra linearly independent equations to successfully
decode thev;,- andva,-symbols that are intended to it during this phase.ﬂ;@( e C2M-N)T: denote

a set of (2M — N)T, such linearly independent equations, selected among tagalkle N7, side
information equationgrf’) € CNT2| |f these equations can be conveyed to Receiver 2, they uffice

to help it decode th&,2- andvss-symbols, since the latter already knoy(&). These equations will be
transmittedjointly by the two transmitters in Phase 4, and are learned as folldremsmitter 1 learns
yf’), and soyf’), directly by means of the output feedback from Receiver lhatend of this phase.
Transmitter 2 Iearnyf’), and soyg?’), by means of output as well as delayed CSI feedback from Rexcei
2 at the end of Phase 3, as follows. First, Transmitter 2zeslithe fed back outply(f) to learn the
vi2-symbols that are transmitted by Transmitter 1 during tthiage. This can be accomplished correctly

since Transmitter 2, which already knows andygl), has also gotten the delayed C($~I§i), ﬁg)) and

M < N. Next, Transmitter 2, which also knows the delayed Oﬁlﬁ),ﬁg)), reconstructtyf’) as given
by (I7&).

Phase 4: Interference alignment and decoding
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Recall that, at the end of Phase 3, Receiver 1 requd6— N )T, extra equations to successfully decode
the sent/;;1- andvs;-symbols, and Receiver 2 requirgs\f — N) T, extra equations to successfully decode
the sentvi5- andvys-symbols. Also, recall that at the end of this third phdsath transmitters can re-
construct the side information, or interference, equatipii’ € CM-M% andy?) € CEM-NT: that
are required by both receivers. In this phase, both tratemitransmit these equations jointly, as follows.

The communication takes place i = (2M — N)? channel uses. Let

I=a[ g5 o, 1" +aal 57 o, I
~~ ~ ~~ ~~
2M—-N)T, (2N—-2M)T> 2M—N)T, (2N—-2M)T>

where®; € C?MTsxNT> gnd &, € C2MT:xNT> gre linear combination matrices that are assumed to be

known to all the nodes. During this phase, the transmittersl s

X, = [I', ..., M5

Xy = [JMFDTs NI

At the end of Phase 4, Receiver 1 géf93; equations ir2 NT3 variables. Since Receiver 1 knovyg’)
from Phase 3 as well as the CSI, it can subtract out the cottitsib of yf’) from its received signal to
get NT3 equations inNT3 variables. Thus, Receiver 1 can recover ﬂi@ e CEM-NT: interference
equations. Then, using the pair of output vec(q/ﬁ),yf)), Receiver 1 first subtracts out the contribution
of ygl); and, then, it inverts the resultij\/ T, linearly independent equations relating the sehtT;
vi1- andvsyi-symbols. Thus, Receiver 1 successfully decodewtheandvs;-symbols that are intended
to it. Receiver 2 performs similar operations to succelsfiliécode thevi,- and vys-symbols that are

intended to it.

Security Analysis
The analysis and algebra in this section are similar td _irf] [B&he context of secure broadcasting of
messages on a two-user MIMO broadcast channel with delagd. C

At the end of Phase 4, the channel outputs at the receiverbearitten as

Y1 =
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Ho Hﬁ)@l 0
o6 Ban@g ¢ Vi
Hi®,Gy H P 1H5 01 HiPo )
Hqiu (18)
0 Ing, 0
|:|3V2 + ng)@gélu
0 0 Int,

N

H € C4M2Nx4M2N

Yo =
[ 0o Int, 0 |
\
0 0 InT, .
~ ~(3) Glu (19)
Gs Hay ©2 0 N ~(2) .~
S . Gavi +Hy ©:1Hyu
Gu®oHy Gy®oH|Y 0, Gy |
G c (C4Z\/I‘2rN x4M2N
v oom® @ & ig@® @) _ _ T 1T _ I I 1T _

v, vi,]T. The information rate to Receiver 1 is given by the mutuabinfation(vy;y,), and can be
evaluated as

~ ~ ~ 3 ~
I(vi;yy) = I(vi,Hiu, Hsvo + H§2)92G1UQY1)

~ ~ ~ 3 ~
— I(Hyu,H3vs + H§2)@2G1U;Y1|V1)
A%, o
- ~(2) ~
(a) . H4®1H21 @1 H4q)2
= rank(H).log(2P) — rank .log(2P)
]:]\[fl“1 0
0 InT,
(®) He
= N(Ty + T).1log(2P) + rank| _ _ | -log(2P)
H,®1G2

— N(T1 + T3).log(2P)

Ho

=rank| = _ | .log(2P)
H1®1G2
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9 9OMN(2M — N).log(2P) (20)

where (a) follows from [38, Lemma 2];(b) follows from the block diagonalization structure Ef and

(c) follows by reasoning as in_[38] for the selection ®f with appropriate rank such that the equality
holds.

Similarly, the information leaked to Receiver 2 can be bathds
I(V13Ys) = I(V13Yo|V2) < I(Gavi;y,|Vva)
= I(GaV1,U; Y |Va) — I(U;Y5|Gavi, Va)

~ ~ ~ 2 ~ ~
<I(Giu,Gavy + H§1)91H1U;YQ|V2) — I(U;Y9|Gavy, v2)

INT1 0
@ 0 lvn
= rank i .log(2P)
Ao, 0

— rank - 8). log(2P)
H22 @2G1

~ ~ 3 ~ ~ ~ 2 ~

G10,HY 0,6, + 6,0,A0,A,
G,

= N(T1 + T»).log(2P) —rank | o - log(2P)

©y 1)

where(a) follows from [38, Lemma 2]; andb) follows by choosing®; by reasoning similar to i [38].
From the above analysis, it can be easily seen 2AdtV(2)M — N) symbols are transmitted securely
to Receiver 1 over a total ofM? time slots, thus yieldingl;; + do; = N(2M — N)/2M sum SDoF
at this receiver. Similar reasoning and algebra shows2haiv (2 — N) symbols are also transmitted
securely to Receiver 2 over a total ##/2 time slots, thus yieldingly + dos = N(2M — N)/2M sum

SDoF at this receiver.
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B. Case 22M > 2N

In this case, one can use the coding scheme of Selction IV-th ®ach transmitter utilizing only
N antennas among th&/ antennas with which it is equipped. In what follows, we byiefescribe an
alternate coding scheme in which Receivet = 1,2, feeds back only its output to transmitteri.e.,
delayed CSI is not required. Also, as it will be seen from wiadibws, this coding scheme requires a
shorter time delay comparatively. Some of the details ofahalysis of this coding scheme are similar
to in Sectior IV-A, however; and so we only outline them byieMore specifically, the communication

takes place in four phases, each composed of only one tinhe slo

Phase 1: Injecting artificial noise
In this phase, both transmitters inject artificial noiset ue = [u},...,u)]? denote the artificial noise
injected by Transmitter 1, andy = [ul,...,u)]” denote the artificial noise injected by Transmitter 2.

The channel outputs at the receivers during this phase ae ty
vy =HYu, + 7Y u, (22)
s = HYui + HSYus (23)
whereH'Y € CV*N fori = 1,2, j = 1,2, y{" € €V andy'" € CV. At the end of this phase, the
J 1 2
output at Receivet, i = 1,2, is fed back to Transmitter.

Phase 2: Fresh information for Receiver 1

In this phase, both transmitters transmit confidential mgss to Receiver 1. These messages are meant to
be concealed from Receiver 2. To this end, Transmitter Siéts fresh information;; = [vi, ..., v]]"

along with a linear combination of the channel output at Rerel during Phase 1, and Transmitter 2

transmits fresh informationy; = [vs,,...,v3]7 intended for Receiver 1, i.e.,

X1 = Vi1 + @13’51)
Xg = V21 (24)

where®; € CV*N is a matrix that is assumed to be known at all the nodes, andevbboice will be

specified below. The channel outputs at the receivers duhisgphase are given by
YEQ) = Hﬁ) (Vi1 + @1}’51)) + Hg)Vm (25a)
y§2) = H(zl) (Vi1 + @1}’51)) + H§22)V21 (25b)

whereHﬁ) e CNXN fori=1,2,j=1,2, yf) e CN and yf) € CN. At the end of this phase, the

channel output at Receiveri = 1,2, is fed back to Transmitter. Since Receiver 1 knows the CSI and
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the channel outpmgl) from Phase 1, it subtracts out the contributiory&? from y§2) and, thus, obtains
N linearly independent equations that relates2hevy;- andvsy;-symbols. Thus, Receiver 1 requir@s
extra linearly independent equations to successfully dedbev;;- andvsy;-symbols that are intended
to it during this phase. These extra equations will be predidy transmittingygz) by Transmitter 2 in
Phase 4. Transmitter 2 Iearyg) directly by means of the output feedback from Receiver 2 atethd

of this phase.

Phase 3: Fresh information for Receiver 2

This phase is similar to Phase 2, with the roles of Transmittand Transmitter 2, as well as those of
Receiver 1 and Receiver 2, being swapped. The informatiossages are sent by both transmitters to
Receiver 2, and are to be concealed from Receiver 1. Moreifgadly, Transmitter 1 transmits fresh
informationvis = [vly, ..., v{]T to Receiver 2, and Transmitter 2 transmits = [v3,, ..., v35]7 along

with a linear combination of the channel output received etdiver 2 during Phase 1, i.e.,
X1 = Vi2
X = Voo + 92}’51) (26)

where©, € CV*¥ is matrix that is known at all nodes and whose choice will bec#ffed below. The

channel outputs at the receivers during this phase are gpyen

y§ = Hvas + B (v + 020) @re)
v = BV, + S (v + 025Y) (270)

WhereHg’) e CN*N fori=1,2,j=12, yf’) e CN and yg’) € CN. At the end of this phase, the
channel output at Receiveri = 1,2, is fed back to Transmitter Since Receiver 2 knows the CSI and
the channel outpqxgl) from Phase 1, it subtracts out the contributioryﬁf from yg?’) and, thus, obtains
N linearly independent equations that relates2hevsy; - andvys-symbols. Thus, Receiver 2 requir@s
extra linearly independent equations to successfully dedbevs;- andvy,-symbols that are intended
to it during this phase. These extra equations will be predidy transmittingyg?’) by Transmitter 1 in
Phase 4. Transmitter 1 Iearyg‘) directly by means of the output feedback from Receiver 1 atehd

of this phase.

Phase 4: Interference alignment and decoding

Recall that, at the end of Phase 3, Receiver 1 kryﬁ)sind requiresléz); and Receiver 2 know;sf) and

©)

requiresy;”. Also, at the end of this phase, Transmitter 1 has Ieayﬁ@cby means of output feedback
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from Receiver 1; and Transmitter 2 has Iearlyéga by means of output feedback from Receiver 2. The

inputs by the two transmitters during Phase 4 are given by

X1 = <I>2Y§3)

Xy = ®1y) (28)

where®; € CV*N and®, € ¢V*N are matrices that are assumed to be known by all the nodebeAt t
end of Phase 4, Receiver 1 getsequations il2 N variables. Since Receiver 1 know?’, as well as
the CSI, it can subtract out the side information, or intenfiee, equationyf) that are seen at Receiver
2 during Phase 2. Then, using the pair of output vec(yﬁg),yéz)), Receiver 1 first subtracts out the
contribution ofy§1); and, then, it inverts the resultinfgV linearly independent equations relating the
sent2N vyi;- andvsi-symbols. Thus, Receiver 1 successfully decodes/theandvy;-symbols that are
intended to it. Receiver 2 performs similar operations tocegsfully decode the;,- and vss-symbols
that are intended to it.

Security Analysis

At the end of Phase 4, the channel outputs at the receivergiae by

Y1 =
Ho HYe, 0
Vi
HY®:G, HYeHYO, HYo,
Hiu (29)
0 In 0
Hsvo + H@@gGlu
0 0 Iy
|Z| € CANx4N
Yo =
[0 Iy 0 |
Vo
0 0 Iy
Gyu (30)
Gs HY e, 0 ;
(@) @ g 1) (@) Guvi + HiO1Hu
HY @oH; HY oH Y0, HEY @ |

G € CANx4aN
_g® (t) @ (t) _ _ T 1T _ T T 1T _
whereH; = [Hy]{ Hj3], Gr=[Hyy Hyyl, fort=1,...,3, u=[u; uz]", vi =[vy; Vy]', andvy =

v, vL)T. Similar to the analysis of the previous case, the inforamatate to Receiver 1 is given by
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the mutual informatior/ (v;;y;), and can be evaluated as

I(vi;yy) = I(vi, Hiu, Havs + HE 0,G1ur )
— I(Hyu,Havs + H{)©:G u;y, vi)

“ rankH). log (2P)

H% e, 0
Hiy ®1H5 01 HiY®s
— rank log(2P)
Iy 0
0 Iy
b H2
® 9N 1og(2P) + rank " log(2P) — 2N.log(2P)
H{)®, G,
Ho
= rank @ log(2P)
9 9N, log(2P) (31)

where (a) follows from [38, Lemma 2];(b) follows by using the block diagonalization structure Fof

and(c) follows by reasoning as in [38] for the selectiond®f with appropriate rank such that the equality
holds.

Similarly, the information leaked to Receiver 2 can be bathds

I(vi3Ys)

< I(Glu,val + H§21)®1H1U;y2|V2) — I(U;y2|GQV1,V2)

In 0

(@) 0 Iy
= rank log(2P)

HY o, 0

Hy ®:H 0, HiZ e,
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Gy

HY o H,
— rank .log(2P)

HY 0,6,

H5Y®oH (Y 0,61 + Hiy & HSY O1H,

Gy
= 2N.log(2P) — rank .log(2P)

HZO1H,

® g 32)

where (a) follows from [38, Lemma 2]; andb) follows by choosing®; with the reasoning similar to
[38].

From the above analysis, it can be easily seen 2atsymbols are transmitted securely to Receiver 1,
over a total of4 time slots, yieldingl;; +ds; = N/2 sum SDoF. Similar analysis shows that the scheme
also offersd;s + do2 = N/2 sum SDoF for Receiver 2.

This concludes the proof of the direct part of Theofém 1.

Remark 3:Investigating the coding scheme of Theorgm 1, it can be desnirt the case in which
N < M, asymmetric output feedback only suffices to achieve thamymh sum SDoF point. That is,
the transmitters exploit only the availability of asymniewutput feedback, and do not make use of the

available delayed CSIT.

V. SDoF oF MIMO X-CHANNEL WITH ONLY OUTPUT FEEDBACK

In this section, we focus on the two-user MIMO X-channel vatily feedback available at transmitters.
We study two special cases of availability of feedback atdmaitters, 1) the case in which each receiver
feeds back its channel output to both transmitters, sgmmetric output feedbacknd 2) the case in
which Receiver, i = 1,2, feeds back its output only to Transmitteri.e., asymmetric output feedback
In both cases, no CSl is provided to the transmitters. Theeainaith symmetric output feedback may
model a setting in which both feedback signals are strongcamdbe heard by both transmitters. The
model with asymmetric output feedback may model a setting/inch the feedback signals are weak

and can be heard by only one transmitter each.
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A. MIMO X-channel with symmetric output feedback

The following theorem provides the sum SDoF region of the I@M-channel with symmetric output
feedback.

Theorem 2:The sum SDoF region of the two-usgV/, M, N, N)-MIMO X-channel with symmetric
output feedback is given by that of Theoréin 1.

Remark 4:The sum SDoF region of the MIMO X-channel with symmetric auitfeedback is same
as the sum SDoF region of the MIMO X-channel with asymmetritpat feedback and delayed CSIT.
Investigating the coding scheme of the MIMO X-channel wilyrametric output feedback and delayed
CSIT of Theoreni 1L, it can be seen that the delayed CSIT izedlitherein to provide each transmitter
with the equations (or, side information) that are heardhatther receiver, which is unintended. With the
availability of the output feedback symmetrically, thi$dnmation is readily available at each transmitter;
and, thus, there is no need for any CSIT at the transmittexsrder to achieve the same sum SDoF

region as that of Theorefn 1.

Proof: The proof of the outer bound can be obtained by reasoning lisvi Let us denote the
two-user MIMO X-channel with symmetric output feedbacktthe study as MIMO-X?). Consider the
MIMO X-channel obtained by assuming that, in addition to sy&tric output feedback, i) delayed CSIT
is provided to both transmitters and that ii) the transmstire allowed to cooperate. Denote the obtained
MIMO X-channel as MIMO-X"). Since the transmitters cooperate in MIMGX this model is in fact
a MIMO BC with 2M antennas at the transmitter addantennas at each receiver, with delayed CSIT as
well as output feedback given to the transmitter. Then, aerdwund on the SDoF of this MIMO-X
is given by [38, Theorem 3]. This holds because the resul88&f Theorem 3] continues to hold if one
provides outputs feedback from the receivers to the tratenin the two-user MIMO BC with delayed
CSIT that is considered in_[38]. Next, since delayed CSIThattransmitters and cooperation can only
increase the SDoF, it follows that the obtained outer bowndl$o an outer bound on the SDoF of
MIMO-X (9. Thus, the region of Theoref 1 is an outer bound on the sum $Bgibn for the MIMO
X-channel in which the transmitters are provided only wigimsnetric output feedback.

We now provide a brief outline of the coding scheme that we tasestablish the sum SDoF region
of Theoren 2. This coding scheme is very similar to that we fosehe proof of Theoremll, with the
following (rather minor) differences. For the case in whith/ < N and that in whicleN < 2M, the

coding strategies are exactly same as those that we usebefgrroof of Theorem]1. For the case in
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which N < 2M < 2N, the first three phases are similar to those in the codingnseraf Theorentll,
but with, at the end of these phases, the receivers feeditlgthair outputs to both transmitters, instead
of Receiveri, i = 1,2, feeding back its output together with the delayed CSI ton3naitter ;. Note
that, during these phases, each transmitter learns théedaide information equatiordirectly from

the symmetric output feedback that it gets from the recsiyeee Remark|4). Phase 4 and the decoding

procedures are similar to those in the proof of Theorém 1s €bincludes the proof of Theordm 200

B. MIMO X-channel with only asymmetric output feedback

We now consider the case in which only asymmetric outputldaek is provided from the receivers
to the transmitters, i.e., Receiveri = 1, 2, feeds back its output to only Transmitter
For convenience, we define the following quantity. Let, foaweg non-negativé M, N),
0 if M <N

local _ M?(M—N) :
(N, N, M) = § sty if N <M <2N (33)

e if M>2N
The following theorem provides an inner bound on the sum Siagfion of the two-user MIMO X-

channel with asymmetric output feedback.

Theorem 3:An inner bound on the sum SDoF region of the two-ugkf, M, N, N)-MIMO X-

channel with asymmetric output feedback is given by the sall mon-negative pairéd,; +da1, d12+d22)

satisfying
din + dan dip+dp2
dOGA(N, N, 20M) | min(2M, 2N) =
di1 + d21 diz +d  _ 1 (34)

min(2M,2N) ' do@(N, N,2M) —
for 2M > N; andCgn-= {(0,0)} if 2M < N.

Remark 5: Obviously, the region of Theorefd 1 is an outer bound on the SDoF region of the
MIMO X-channel with asymmetric output feedback. Also, itéssy to see that the inner bound of

TheorenB is tight in the case in whidid > N.

Remark 6: The main reason for which the inner bound of Theorém 3 is n#ian that of Theoref 1
for the model with asymmetric output feedback and delayetf @€&n be explained as follows. Consider
the Phase 4 in the coding scheme of Theofém 1 in SeCfionl IV&&hEeceiver requirev(2M —
N)(2M — N) extra equations to decode the symbols that are intendedctrriéctly. Given that there
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are more equations that need to be transmitted to both mseillan the number of available antennas
at the transmitters, some of the equations need to be serdthytlansmitters, i.e., some of the available
antennas send sums of two equations, one intended for eegiliere Then, it can be seen easily that this
is only possible if both transmitters know the ensemble déshformation equations that they need to
transmit, i.e., not only a subset of them corresponding ®receiver. In the coding scheme of Theofém 1,
this is made possible by means of availability of both asymimeutput feedback and delayed CSIT.
Similarly, in the coding scheme of Theoréin 2, this is madesiides by means of availability of symmetric
output feedback at the transmitters. For the model with @dymmetric output feedback, however, it
is not clear how this can be obtained (if possible at all); #rid explains the loss incurred in the sum
SDoF region. More specifically, consider Phase 2 of the gpdaheme of Theorefd 1. Recall that, at the
beginning of this phase, Transmitter 1 utilizes the fed b&@& (ﬂﬁ),f{g)) to learn thev,;-symbols
that are transmitted by Transmitter 2 during this phase;thad utilizes the fed back C$[~{§21), ﬂ%))

to reconstruct the side information output vecyé%) that is required by Receiver 1 (given Hy (15b)).
Also, Transmitter 2 performs similar operations to leara fide information output vectqr(lg) that is
required by Receiver 2 (given by (17a)). In the case of onlymasetric output feedback given to the
transmitters, as we mentioned previously, it is not cleaetwbr this could be possible because of the

lack of availability of CSIT.

Proof: We now provide an outline of the coding scheme for the MIMO h&ianel with asymmetric
output feedback.
For the case in whicRM < N and the case in whiclv < M, the achievability follows trivially by
using the coding scheme of Theoréin 1 (see Reimark 3).
For the case in whiclvV < 2M < 2N, the proof of achievability follows by a variation of the dénd
scheme of Theoref 1 that we outline briefly in what followseTdommunication takes place in four

phases.

Phase 1:The transmission scheme in this phase is similar to that ias@H of the coding scheme
of Theorem( 1L, but with at the end of this phase, Receiyér= 1,2, feeding back only its output to

Transmitteri, instead of feeding back its output together with the deda@&l to Transmittei.

Phase 2:The communication takes placeTy = M (2M — N) channel uses. The transmission scheme is
same as that of Phase 2 of the coding scheme of Thédrem 1 heifoltowing modifications. The inputs
(X1,X2) from the transmitters and outpu@f),yf)) at the receivers are again given ly](14) and (15),

respectively. At the end of these phases, Receiver 1,2, feeds back its output to TransmitterAt the
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end of this phase, Receiver 1 requif@d/ — N )T, extra linearly independent equations to successfully
decode thev;;- andvsy;-symbols that are intended to it during this phase.ig)( e C2M-N)T: denote

a set of (2M — N)T, such linearly independent equations, selected among thgable N7, side
information equation;yéz) € CN™: (recall that2M — N < N in this case). If these equations can be
conveyed to Receiver 1, they will suffice to help it decode whe and vy-symbols, since the latter
already knowsygl). These equations will be transmitted by (only) Transmitén Phase 4. Transmitter

2 Iearnsyéz), and soy§2), directly by means of the output feedback from Receiver Zhatend of this

phase.

Phase 3:The communication takes place T3 = M (2M — N) channel uses. The transmission scheme
is same as that of Phase 3 of the coding scheme of ThddremH theitfollowing modifications. The
inputs (X1, X2) from the transmitters and outpLJ(tys§2),y§2)) at the receivers are again given byl(16) and
(A7), respectively. At the end of this phase, Receiver 2ireq@2M — N)T5, extra linearly independent
equations to successfully decode the- andvsys-symbols that are intended to it during this phase. Let
953) e CM-N)T: denote a set of2M — N)T; such linearly independent equations, selected among the
available NT, side information equationyf’) € CNT: (recall that2A/ — N < N in this case). These
equations will be transmitted by (only) Transmitter 1 in B&a&. Transmitter 1 Iearr)ég), and soyf’),

directly by means of the output feedback from Receiver 1 atethd of this phase.

Phase 4:Recall that at the end of Phase 3, Receiver 1 requires therdmenation output vectoyf),
and Receiver 2 requires the side information output vejzﬁ?)}. In Phase 4, the communication takes
place inT3 = (2M — N)(2M — N) channel uses. During this phase, Transmitter 1 transmits <I>2y§3)
and Transmitter 2 transmits, = <I>1y§2), where®, € CMTxNT>  gnddy, € CMTsXNT2 in Ty channel

uses.

Decoding: At the end of Phase 4, Receiver 1 gé&fd; equations in2M T3 variables. Since Receiver
1 know5y§3) from Phase 3 as well as the CSI, it can subtract out the caotitib of yf”) from its
received signal to obtain the side information output ve@@). Then, using the pair of output vectors
(y§2),5r§2)), Receiver 1 first subtracts out the contribution yﬁ“); and, then, it inverts the resulting
2MT,; linearly independent equations relating the seM 75 vi;- and vo;-symbols. Thus, Receiver
1 successfully decodes thgi- and v,;-symbols that are intended to it. Receiver 2 performs simila
operations to successfully decode the- andv,,-symbols that are intended to it.

The analysis of the sum SDoF that is allowed by the descrilmeting scheme can be obtained by

proceeding as in the proof of Theoréin 1, to show thet? (27 — N) symbols are transmitted securely
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Fig. 4. MIMO X-channel with asymmetric output feedback aredagted CSIT with security constraints.

to Receiver 1 over a total ofy + 27, + T3 = 2(4M? — 3M N + N?) channel uses, thus yielding
diy + doy = M?*(2M — N)/(4M? —3M N + N?) sum SDoF at this receiver. Similar reasoning and

algebra shows thafjs + dys = M?(2M — N)/(4M? — 3M N + N?) sum SDoF for Receiver 2. This

concludes the proof of Theorem 3. O

The analysis so far reflects the utility of both output feaxkband delayed CSIT that are provided to
both transmitters in terms of SDoF. However, the modelsweahave considered so far esgmmetridn
the sense that both transmitters see the same degree of faggback and delayed CSI from the receivers.
The relative importance of output feedback and delayed GjFends on the studied configuration. In
what follows, it will be shown that, in the symmetric modeltdfeoreni B one can replace the asymmetric
output feedback that is provided to one transmitter withaget CSIT given to the other transmitter

without diminishing the achievable sum SDoF region.

Remark 7:Investigating closely the coding scheme of Theorém 3, ittmaseen that the key ingredient
in the achievability proof is that, at the end of the third phaeach of the side information output vector
yéz) that is required by Receiver 1 to successfully decode thébsisrihat are intended to it and the side

information output vecto&f’) that is required by Receiver 2 to successfully decode thebsigrthat
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are intended to it be learned kxactlyone of the transmitteHs In the coding scheme of Theordm 3,
the side information output vectoﬁé?’) and yg2> are learned by distinct transmitters at the end of Phase
3. The above suggests that the inner bound of Thediem 3 gl e@main achievable if these side
information output vectors are both learned by ganetransmitter. Figur€l4 shows a variation model
that is asymmetric in the sense that asymmetric output feddland delayed CSI are provided only
to Transmitter 1. In this model, by means of the output feeklend delayed CSI from Receiver 1,
Transmitter 1 can learboth side information output vector(s;rf’),yg)) (See the analysis of Phase 2 in
the coding scheme of Theordrh 1). Taking this into accouns é&asy to show that the inner bound of

Theoreni B is also achievable for the model shown in Figlire 4.

Proposition 1: For the model with asymmetric output feedback and delayed pt&ided only to

Transmitter 1 shown in Figuid 4, an inner bound on the sum Sigfen is given by Theorem 3.

V1. MIMO X-C HANNELS WITHOUT SECURITY CONSTRAINTS

In this section, we consider &/, M, N, N)-MIMO X-channelwithoutsecurity constraints. We show

that the main equivalences that we established in the prs\sections continue to hold.

Theorem 4:The sum DoF regiol@2fF of the two-user( M, M, N, N)-MIMO X-channel with asym-
metric output feedback and delayed CSIT is given by the sall obn-negative pair&d,; +da1, di2+d22)

satisfying
di1 + do dy2 + da2
- + — <1
min(2M,2N)  min(2M, N)
di1 + do di2 + doo <1 (35)

min(2M, N) = min(2M,2N) —

Proof: The converse proof follows immediately from the DoF regidraawo-user MIMO BC with
delayed CSITI[[B, Theorem 2] in which the transmitter is egegbwith2)/ antennas and the receivers
are equipped withV antennas each. The proof of the direct part follows by a @pdeheme that can be
obtained by specializing that of Theorém 1 to the settindiexit security constraints, and that we only
outline briefly here. First, note that the region of Theoféns fully characterized by the corner points
(min(2M, N),0), (0, min(2M, N)) and the pointP given by the intersection of the lines defining the
equations in[(35). It is not difficult to see that the corneing(min(2M/, N),0) and (0, min(2M, N))

By opposition, in the coding scheme of Theofgm 1, both sitterimation output vectors have been learned by both tratesrsit
at the end of Phase 3, as we mentioned previously.
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are achievable without feedback and without delayed C3Ttha system is equivalent to coding for a
MIMO multiple access channel for which the achievabilityidas from straightforward results. We now
outline the achievability of the poinP. If 2M < N, the pointP = (M, M) is clearly achievable. If
N < 2M < 2N, the achievability of the poinP = (2NM/(2M+N),2NM/(2M +N)) can be obtained
by modifying the coding scheme of Theoréin 1, essentiallygmpiing Phase 1. Note that, at the end of
the transmissiory M N (2M — N) symbols are sent to each receiver o¥&+7, = (2M —N)(2M +N),
i.e., a sum DoF oM N/(2M + N) for each. In the case in which/ > 2N, one can use the coding

scheme of the previous case with each transmitter utilipinly N antennas. ]

Remark 8: The sum DoF region of Theore 4 is same as the DoF region of aiseo MIMO BC
in which the transmitter is equipped with\/ antennas and each receiver is equipped Witlantennas,
and delayed CSIT is provided to the transmitter [3, TheorgnT2us, similar to Theorer] 1, Theorérh 4
shows that, in the context of no security constraints as,whd distributed nature of the transmitters in
the MIMO X-model with a symmetric antenna configuration doe$ cause any loss in terms of sum
DoF. This can be seen as a generalizatiori_of [13, Theorem whioh it is shown that the loss is zero

from a total DoF perspective.

Remark 9:Like for the setting with secrecy constraints, it can belgasiown that the sum DoF region
of the (M, M, N, N)-MIMO X-channel with symmetric output feedback is also giv®y Theoreni 4.

VIlI. NUMERICAL EXAMPLES

In this section, we illustrate the results of the previoustises (i.e., Theoremis] 1[1 2[] 3 andl 4)
through some numerical examples. We also include comperigoth some previously known results
for the MIMO X-channel without security constraints and willifferent degrees of CSIT and output
feedback.

Figure[5 illustrates the optimal sum SDoF of the/, M, N, N)-MIMO X-channel with asymmetric
output feedback and delayed CSIT given by Theoiém 1, forewdifft values of the transmit- and
receive antennas. For comparison reasons, Figure 5 alsesshe optimal DoF of the same model,
i.e., (M, M, N, N)-MIMO X-channel with asymmetric output feedback and deth@SIT, but without
security constraints, as given by Theoré 4. The gap thaisible in the figure illustrates the rate
loss that is caused asymptotically, in the signal-to-ne&®, by imposing security constraints on the
(M, M, N, N)-MIMO X-channel with asymmetric output feedback and deth@SIT. Thus, it can be

interpreted as therice for secrecyfor the model that we study.
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Sum SDoF with asymmetric output feedback and delayed CHIF: 2, N = 3

Sum SDoF with asymmetric output feedback and delayed CBIF 4, N = 4

4\ o Sum SDoF with asymmetric output feedback and delayed CBIF 1, N > 2M

Sum DoF with asymmetric output feedback and delayed C8IT 1, N > 2M

Sum DoF with asymmetric output feedback and delayed C8ITF- 2, N =3

3 Sum DoF with asymmetric output feedback and delayed C8ITF 4, N =4

dy1 +da

Fig. 5. Sum SDoF and sum DoF regions of tiid, M, N, N)-X channel with asymmetric output feedback and delayed CSIT
for different antennas configurations.
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Fig. 6. Sum SDoF region of theM, M, N, N)-X channel with different degrees of output feedback anaydel CSIT, for

some antennas configurations.
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-------------------------------------------------------------------------------

N

di1 + do1 + dia + do2
)

Total SDoF with asymmetric feedback and delayed CE&IT (11)

N

Total SDoF with asymmetric feedback and no delayed CSIT ¢féralB]

Total DoF with delayed CSIT and no feedbaEki[12, Theorem 1]

. Total DoF with asymmetric feedback and delayed CSIT [13,0Fémn 1]
L R 1
1 K
.
v
.
.
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3 Number4of transmﬁ;antennd\ﬂeat each tr7ansmitter 8

Fig. 7. Total secure degrees of freedom of the MINI@, M, N, N)-X channel, as a function of the number of transmit

antennas)M at each transmitter, for a fixed numh&r = 4 of receive antennas at each receiver.

Figure[6 shows the inner bound of Theorem 3, for differeneanas configurations. As we mentioned
previously, although the optimality of the inner bound ofebheni3 is still to be shown, the loss in terms
of secure degrees of freedom that is visible in the figurelfox 2M < 2N sheds light on the role and
utility of providing delayed CSI to the transmitters from eceecy viewpoint. Fo/ > N, however, the
lack of delayed CSIT does not cause any loss in terms of selageees of freedom in comparison with
the model with output and delayed CSIT of Theofem 1.

Figure[T depicts the evolution of the total secure degreeseedom of the(M, M, N, N)-MIMO
X-channel with asymmetric output feedback and delayed G&Tunction of the number of transmit-
antennas)V/ at each transmitter, for a given number of receive-anteanasach receivelN = 4. The
figure also shows the total secure degrees of freedom withasymmetric output feedback provided to
the transmitters (obtained from Theorém 3), as well as thel @oF without security constraints [13,
Theorem 1] (which can also be obtained from Theotém 4). Eumbre, the figure also shows the total

DoF of the MIMO X-channel with only delayed CSIT, no feedbaid no security constraints [12].
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VIIl. CONCLUSION

In this paper, we study the sum SDoF region of a two-user fmptit multi-output X-channel with
M antennas at each transmitter aNdantennas at each receiver. We assume perfect CSIR, i.d, eac
receiver has perfect knowledge of its channel. In additadinthe terminals are assumed to know the past
CSI; and there is a noiseless asymmetric output feedbadkeatransmitters, i.e., Receivér: = 1,2,
feeds back its past channel output to Transmittéke characterize the optimal sum SDoF region of this
model. We show that the sum SDoF region of this MIMO X-chanmigh asymmetric output feedback
and delayed CSIT isameas the SDoF region of a two-user MIMO BC with/ transmit antennas
and N antennas at each receiver and delayed CSIT. The coding sctimhwe use for the proof of
the direct part follows through an appropriate extensiorthat by Yanget al. [38] in the context of
secure transmission over MIMO broadcast channels withyadla&CSIT. Furthermore, investigating the
role of the delayed CSIT, we also study two-user MIMO X-chalnmodels with no CSIT. In the first
model, the transmitters have no knowledge of the CSI but egeiged with noiseless output feedback
from both receivers, i.esymmetric output feedback the second model, each transmitters is provided
by only output feedback from a different receiver, i@&symmetric output feedbacdkor the model with
symmetric output feedback, we show that the sum SDoF is santleah of the MIMO X-channel with
asymmetric output feedback and delayed CSIT. For the moitlelomly asymmetric output feedback, we
establish an inner bound on the allowed sum SDoF region., Nextspecialize our results to the setting
without security constraints, and show that the sum DoForegf the (M, M, N, N)-MIMO X-channel
with asymmetric output feedback and delayed CSIT is sambhea®oF region of a two-user MIMO BC
with 2M transmit antennas andy’ antennas at each receiver and delayed CSIT. The establiebelts
emphasize the usefulness of output feedback and delay€ed fGStransmission over a two-user MIMO

X-channel with and without security constraints.
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