
1

MISSILE: A System of Mobile Inertial Sensor-
Based Sensitive Indoor Location Eavesdropping

Huadi Zheng and Haibo Hu, Member, IEEE

Abstract—Privacy concerns on smartphones have been raised
by the public as more and more personal data are now stored
on them. In this paper, we show that location information
can be compromised through mobile inertial sensors which are
considered insensitive and accessible by any mobile application
in both iOS and Android without special privilege. We present
MISSILE, an automatic system that can infer users’ indoor
location using labeled sensor data as prior knowledge. The key
idea is that when a user reaches a particular indoor location, it is
very likely that he/she has passed through some unique interior
structures of a building, such as winding corridors, fire stop doors
or elevators. These structures exhibit repeatable motion and
environment patterns in mobile sensors that can be recognized
by supervised learning. In our MISSILE system, the location
labels of training data are automatically attained by Bluetooth
beacons deployed in sensitive locations. With effective feature
extraction procedure robust modeling, MISSILE shows good
success rate for inference attack. For example, in a university
campus with 15 sensitive locations, MISSILE achieves up to
73% correct prediction score whereas a random guess can only
achieve 1/(15 + 1) = 6.25%. Further improvements on system
performance and countermeasures are also discussed.

Index Terms—Mobile Sensing, Location Eavesdropping, Side-
Channel Attack, Supervised Learning

I. INTRODUCTION

THE increasing sensory capability and accuracy in mobile
and wearable devices have nourished many convenient

applications, such as turn-by-turn navigation, fitness track-
ing, virtual reality, and interactive mobile game. However,
privacy infringement arising from these applications has re-
cently drawn much attention throughout the world. To combat
this, US Federal Trade Commission has filed more than 130
lawsuits against spyware and 50 against general violation of
privacy corruption practice [1]; and EU has adopted the more
stringent “General Data Protection Regulation” (GDPR) to
supercede the “Data Protection Directive” and enforced it in
May 2018 [2]. Unfortunately, as more and more personal
data, such as locations, passwords and daily schedules, are
accessed through smartphones, even the best practice of pri-
vacy protection cannot protect them against mobile attacks that
exploit side-channel information, such as UI state [3], power
usage [4], or cellular network signal strength [5].

In the literature of side-channel attacks, many works have
succeeded in exposing information about victim’s location
such as tracking their driving or public transport routes without
using GPS, either through cellular/Wi-Fi networks [5] or
by inertial sensors [6], [7]. However, these works focus on
outdoor location, so it remains unresolved on the risk of
indoor location leakage from unprivileged sensory data, which

are usually more private and sensitive. In this paper, we de-
velop the mobile inertial sensor-based sensitive indoor location
eavesdropping (MISSILE) system to infer sensitive indoor lo-
cations using side-channel information only from unprivileged
sensors such as accelerometer, gyroscope and magnetic field
sensor. Our key idea is to identify a sensitive indoor location
(e.g., an office) using multiple structural characteristics (e.g.,
turnings in a corridor, pausing of motion to open a fire stop
door, or taking an elevator). These characteristics lead to
unique patterns in sensor readings and constitute the signature
of this location.

There are four challenges in MISSILE, namely, to acquire
reliable location labels, to handle data inconsistency caused
by device placement and movement, to transform raw data
into features, and to build an effective learning model. To
address these challenges, we propose a general-purpose ma-
chine learning system without prior knowledge of structural
characteristics. To feed this system with sufficient training
data, we develop an automatic location labeling mechanism
using Bluetooth beacons with latency calibration method.
Raw sensory data collected from different sources are made
consistent with normalization and noise reduction techniques.
After an efficient feature extraction procedure, calibration
for anomalies is further applied in modeling to reduce the
impact of data contamination from mislabeling and low-quality
sensor output. Finally, a lightweight classifier is trained and
embedded in a spyware to eavesdrop a victim’s sensitive
indoor location. Through our extensive experiments in a real
indoor environment, we show the feasibility of MISSILE
and the high risk of indoor sensitive location eavesdropping.
To complement this research, we also discuss the potential
extension of this attack and two countermeasures in addition
to lifting up the privilege requirement of accessing sensory
data.

To summarize, our contributions of this study are in the
following three perspectives.

1) We adopt a general adversarial framework for side-
channel attacks on mobile devices, based on which we
propose our indoor location eavesdropping attack.

2) We develop a real-life indoor location eavesdropping
attack system which comprises automatic data labeling,
data processing and machine learning pipeline on mobile
inertial sensor data.

3) We propose a labeling mechanism with BLE beacons
and a calibration method to compensate for latency using
maximum likelihood estimation.

4) We conduct extensive experiments to demonstrate the
feasibility of such an attack and thus the risk of indoor
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Fig. 1. The framework for side-channel attack on mobile devices

location exposure in practice.
The rest of this paper is organized as follows. Section II

formally defines the privacy problem from side-channel attack
and threat model with challenges. Section III dives into the
detail of MISSILE system and its associated algorithms.
Section IV presents the system evaluation and severity of this
threat. We further discuss the extension of this system and
potential countermeasures in Section V, followed by a review
of related work on unprivileged mobile sensor side-channel
attacks and indoor positioning in Section VI. Finally we draw
our conclusion in Section VII.

II. PROBLEM STATEMENT

A. General Side-channel Attack Framework

A typical side-channel attack on mobile devices is de-
scribed in Fig. 1. Side channels in these devices may react
to user interaction or exterior environment change, which can
be exploited by attackers to infer sensitive information. For
example, a slight but distinct acceleration change in motion
sensor can leak a user’s keystroke on soft keypad. A direct
consequence of such attack is the loss of users’ privacy,
which may further lead to even more serious attacks such as
social engineering on the victim, blackmailing ransomware,
and hijacking. As most sensors (especially multiple inertial
sensors) do not require permission to access, such attacks can
be camouflaged in normal applications, which makes them
hard to detect. Based on this general adversarial framework, in
what follows we define the MISSILE attack on indoor sensitive
locations.

B. MISSILE Motivating Scenario

We assume there are a finite number of sensitive locations
within the premises concerned (such as a campus, a shopping
center, or a hospital). An adversary would like to stalk the
daily routine of a frequent visitor (such as students/staff
in a university campus) and eavesdrop whether and how
often a victim user visits some sensitive location such as
an office room, a particular clinic, or even restroom. We
assume the adversary can intrigue the victim to install a
legitimate application on her mobile phone.1 Victim users
are often tricked into downloading such apps especially when
they do not require special permissions such as location. For
example, Kaspersky Labs found and removed 58,000 instances

1Some studies have also revealed the possibility of attaining sensor data
through web browsers using Javascript [8], notwithstanding limited sensor
types (e.g., motion sensors only) and sampling frequency.

of stalkerware in 2018 [9]. Even popular “trustworthy” apps
might have vulnerabilities that open the door for spying, such
as the one found in Whatsapp that allows injection of spyware
onto people’s phones [10]. Through such applications, the
adversary can then collect unprivileged sensory information on
the victim’s mobile device in the background (both Android
and iOS allow such collection without permission). A classifier
embedded in this application can then identify the unique
sensor pattern of a sensitive location.

The sensors considered in this paper include accelerome-
ter, linear acceleration sensor, gyroscope, and magnetic field
sensor. While accelerometer and linear acceleration sensor are
common motion sensors shipped in modern mobile devices for
detecting device acceleration, gyroscope is another important
sensor. By detecting a sudden turn or a subtle slow winding,
it indicates if a victim user is changing his/her direction in a
regular degree due to a hallway or corridor. Magnetic field
sensor is an environmental sensor whose readings change
as the victim user moves indoor. Magnetic local variation
exists in all buildings due to the geolocation and magnetic
materials used in construction (e.g., a large amount of steel
in an elevator) [11]. By combining the above sensor readings
in mobile devices, each sensitive location may have a unique
pattern in the sensory data stream for location inference.

C. Threat Model

The major threat comes from a mobile application that only
silently collects sensory data and eavesdrops sensitive location.
In this paper, we assume the attacker and its client-side
application has the following capabilities or characteristics:

Adversary Application and Network: For both Android
and iOS, application packages from any sources can be in-
stalled on the devices.2 As such, the malicious party can easily
develop legitimate spyware or repackage popular applications
(such as Facebook, Messenger, and WhatsApp) with malicious
codes and distribute them through social networks, third-
party app markets or emails. We assume this application has
network access, either Wi-Fi or cellular network, to upload
the eavesdropping results to or update the classifier regularly
from the attacker’s server.

Stealthy Side Channels: Side channels obtained from the
unprivileged accelerometer, gyroscope, and magnetic field sen-
sor are accessible to the adversary application. While both An-
droid and iOS have permission protection mechanism for GPS,
Wi-Fi and Bluetooth (iOS and Android over 6.0 require on-
the-fly approval), there is no specific permission protection for
sensors on both operating systems. The attack is not assumed
to be zero-permission. Instead, since the attack only targets at
the permission-free inertial sensors, no additional permissions
(particularly location-related) are needed. In other words, any
installed application can acquire sensor readings without the
consent or even knowledge of users. Existing antivirus apps
cannot prevent MISSILE from running in the background as

2Apple Developer Enterprise Program allows a developer to create and
distribute custom apps to any iOS device without submitting them to App
Store.
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MISSILE only monitors sensor readings with low CPU and
battery consumption like most legitimate applications.

Computational Power and Machine Intelligent: The
application can access the CPU (or even GPU) of the mo-
bile device for sensory data processing and classification.
Nonetheless, the computationally intensive training of the
classifier is still performed on the server side. However, as the
computational capability of mobile devices keeps increasing,
especially with the advent of dedicated AI chip on SoC (e.g.,
ARM Machine Learning Processor), certain machine learning
tasks can be processed on the mobile devices to offload the
MISSILE server and improve location inference response time.

D. Technical Challenges

Indoor pedestrian location inference using sensory data is
more challenging than route inference in outdoor environ-
ments [6], [12]. We summarize four major challenges as below.

Reliable Label Acquisition: To perform indoor location
eavesdropping attack, we need to capture sensor readings
with proper labels. As GPS and open map data are usually
not available under indoor scenarios, an automatic, highly-
efficient, and reliable mechanism is needed to collect a large
number of location labels as ground truth for training data.

Data Inconsistency: Since the output coordinates of inertial
sensors depend on the relative posture of mobile devices, we
need to normalize various device placements such as vertically
in a pocket or horizontally in a handbag. Furthermore, motion
sensors capture not only the location pattern but also the
walking style of users. The diversity of walking speed and
moving behavior of individuals has a negative impact on the
inference as it causes inconsistency in sensory data.

Raw Data Optimization: Raw sensor values are not
suitable to be directly fed into a machine learning pipeline
since processing high-dimensional and high-frequency data
consumes a significant amount of computational resources. To
maximize the attack performance under limited computational
power, we need an optimal set of low-dimensional features
selected by an automated feature extraction procedure without
prior information of location details.

Robust Modeling: The collected training data may be in
low quality, as they can be contaminated by corrupted devices,
label signal delay, and internal software or device faults. The
performance of the machine learning model can be impacted
by such anomalies and therefore a robust model with anomaly
calibration is always preferred.

III. MISSILE SYSTEM

In this section, we first present the overall design of MIS-
SILE system, followed by the detailed discussion on individual
component implementation.

A. Design Overview

As shown in Fig. 2, the proposed MISSILE system is
composed of two stages.

In the training stage, the attacker first identifies target indoor
sensitive locations, physically walks through these locations
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Fig. 2. Overview of MISSILE system

with stock mobile devices, and collects sensor readings as they
pass by these locations.3 To automate the collection process
and increase its accuracy, MISSILE deploys a Bluetooth Low
Energy (BLE) beacon in each sensitive location to activate
sensor readings automatically as the attacker walks by. BLE
beacons (e.g. Apple’s iBeacon) are small, inexpensive, and
long-lasting devices that continuously emit identifiable radio
signals in the neighborhood (normally within a range of up
to 10 meters in our system). In practice, BLE beacons have
been widely deployed by many indoor positioning services for
navigation and advertisement, so the attacker can even leverage
these existing beacons without any extra deployment cost.

To acquire a desired length of data with proper label, seg-
mentation is performed on the long continuous data stream.
Such a small segment from the whole stream is called an
exemplar, which is assumed to contain the unique signature
of a sensitive location. The length of exemplar is a hyperpa-
rameter that ensures it is long enough to contain the desired
sensor data patterns. Each exemplar can contain signals from
multiple sensors to capture a comprehensive set of location
characteristics, so that they can reveal the structural (e.g., door
opening, stairs walking), ambient (e.g., magnetic field), and
even environmental (e.g., air pressure) patterns and increase
robustness against dynamic environment such as high user
density.

Exemplars are further normalized to resolve the inconsis-
tency problem of device placement. Noise reduction is applied
next due to the high-density noise in normalized exemplar
from body movement. Then automatic feature extraction is
performed to obtain an optimal low-dimensional representa-
tion of the sensor pattern. The generality of this procedure

3Many premises are semi-private/semi-public and accessible to the attacker.
For example, everyone can enter most of the buildings in a university campus
or a hospital even though they are privately owned premises.
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Algorithm 1 Starting Timestamp Determination
Input: RSSI sequence

S = {s1, s2, . . . , sn}
si = {timestamp,major,minor, rssi}
Step threshold st
RSSI threshold rt

Output: Starting points Start
Procedure:
1: CP = ∅, Pruned = ∅, Start = ∅
2: Segment S into sub-sequences {S1, S2, . . .} with same minor
3: for each sequence Si do
4: Add all climbing points in Si to CP
5: for j = 1 to |CP | do
6: if CPj .rssi ≤ rt then
7: Prune j-th point from CP

8: CP = DescendSortRSSI(CP )
9: for k = 1 to |CP | do

10: if CPk not in Pruned then
11: l = CPk.timestamp− st
12: r = CPk.timestamp+ st
13: O = FindOverlap(l, r, CP,CPk.major)
14: Pruned = Pruned ∪O
15: Start = CP - Pruned
16: Return Start

allows the attacker repeat MISSILE to other premises without
knowledge of the actual sensor pattern and feature engineering.
When the features of clean exemplars are ready, a robust su-
pervised learning scheme using anomaly calibration technique
is used to construct a classifier to recognize the sensor pattern
for each sensitive location.

In the attacking stage, the attacker embeds this classifier into
a legitimate mobile application for victims to install on their
mobile devices. This application then continuously collects
the sensor readings in the background and captures indoor
sensitive locations when the expected sensor patterns occur. To
preserve battery life, two activation techniques are introduced
to reduce unnecessary eavesdropping when the victim is far
from the concerned premises or is stationary. Finally, the
eavesdropped sensitive location log can be delivered to the
attacker when the network is available.

B. Labeling and Data Segmentation

The first key component is to segment the short, recogniz-
able pattern exemplar of sensitive locations from the stream
of continuous sensory readings. To determine the starting
timestamp of an exemplar, an intuitive choice is to use
the estimated distance from the beacon. However, since this
distance is hard and inaccurate to estimate,4 we instead use the
raw Received Signal Strength Indicator (RSSI) and its change.
Typically, RSSI ranges between around -20dB to -80dB in
short proximity and less than -95dB in the farthest distance
under the setting of experiment deployment.

1) Climbing Point as Starting Timestamp: Since this is the
training stage, the attacker can have the full control to keep the
device moving while collecting the BLE signals. The challenge

4Theoretically, we can estimate the distance between a receiver and a bea-
con based on the received signal and the reference signal strength of 1-meter
distance. However, due to the environmental absorption and power change,
such distance estimation can suffer from significant delay and fluctuations.

(a) Potential starting timestamps of exemplar

Exemplar

Exemplar

Exemplar Exemplar

Exemplar

(b) Selected starting timestamps with st = 750 and rt = -85dB

Fig. 3. Exemplar timestamp is detected in RSSI sequence collected from one
reference point. The sensitivity is set to -99dB since RSSI lower than this
threshold occurs from a remote beacon.

in segmentation is to determine the starting timestamp of a
potential sensor pattern that indicates a sensitive location is
reached. Intuitively, this timestamp should be associated with
a maximal RSSI value (i.e., a climbing point). However, due
to the fluctuation of radio signals, there are multiple climbing
points when walking through a location, as illustrated in
Fig. 3(a). To resolve the true starting timestamp, we introduce
two thresholds to prune climbing point candidates caused by
signal delay and other factors. Step threshold is the minimum
length between two starting timestamps (of two locations), and
the RSSI threshold defines the minimum RSSI for a starting
timestamp. The former is based on the fact that sensitive
locations are discrete and fall apart with one another, whereas
the latter is based on the fact that the starting timestamp
is usually associated with a strong RSSI. When multiple
reference points are available in a location, we leverage the
metadata emitted by the beacons to separate signal sources,
namely major identifier and minor identifier. In our setting,
major identifier denotes the location while minor identifier
denotes the beacon itself.

Algorithm. 1 describes the details of determining starting
timestamp for an exemplar. It first separates the RSSI sequence
from different beacons by minor. After deriving all RSSI
climbing points from each beacon, we store them in the set
of CP as shown in Fig. 3(a). A point is defined as climbing
if the current RSSI is larger than its previous moment in the
sub-sequence. Based on the provided RSSI threshold rt, all
climbing points whose RSSI values are below rt are pruned.
The algorithm iteratively sorts and accesses remaining points
in descending order of their RSSI values. In each iteration,
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(c) 1 meter proximity of Beacon B

Fig. 4. The deviation histogram of derived starting timestamp

only one climbing point is retained for each beacon within the
step threshold st while all other climbing points with different
major (i.e., signals from other locations) are pruned. After
this step, only those strong climbing points survive in Start,
the candidate set for starting timestamps of sensor pattern.
Fig. 3(b) illustrates a running example of this algorithm for
one reference point (i.e., RSSI measurements taken from one
beacon for each location), where a red rectangle denotes an
exemplar of length 15 seconds (i.e., 750 samples under a
50Hz sampling rate). In what follows, we propose a calibration
method to refine this starting timestamp to further compensate
for the latency of BLE signal.

2) Calibration for Latency: The latency of detecting BLE
beacon signal consists of both discovery latency and prop-
agation latency. The former arises from the fact that BLE
is a slotted protocol that periodically sends data packet in
designated time slots and sleeps in between. The emitting
interval between two consecutive slots can range from 100ms
to 2000ms. Discovery latency happens when broadcast packets
miss the scanning window of a receiving mobile device,
which has low BLE scanning frequency by default. Since
data collection is managed by attacker, such latency can be
significantly reduced by minimizing the emitting interval and
maximizing the scanning frequency [13].

The propagation latency is caused by radio signal propaga-
tion due to absorption, congestion or reflection. Although such
latency could be large and fluctuating in general, we only care
about the latency when the device is in close proximity to the
BLE beacon to annotate the starting timestamp. As shown
in Fig. 4, we plot the deviation between the actual starting
timestamp, which is recorded manually, and the derived start-
ing timestamp from Algorithm 1 under different proximity
distances and beacon models. We observe that the deviation
can be approximated by Gaussian distribution with a mean
proportional to its proximity distance. Under this assumption,
we propose a calibration method using Maximum Likelihood
Estimation (MLE) [14] as follows to refine the annotated
starting timestamp.

According to Bayes’ Theorem, the conditional probability of
actual starting timestamp t given a derived starting timestamp

α from RSSI is

P (t|α) = P (α|t)P (t)
P (α)

.

Since both P(α) and P(t) are constant (because both α
and t are uniformly distributed drawn from their domains),
maximizing P (t|α) is equivalent to maximizing P(α|t), and
further P(α−t|t), the conditional probability of deviation α−t.
According to our assumption, the latter follows a Gaussian

distribution, i.e., P (α− t|t) = 1

σ
√
2π
e
− (α−t−µ)2

2σ2 . Therefore, we
can calibrate the starting timestamp t∗ by maximizing the
following likelihood

t∗ = argmax
t

P (α− t|t)

= argmax
t

1

σ
√
2π
e−

(α−t−µ)2

2σ2 = argmin
t

(α− t− µ)2

2σ2
.

After solving the above equation, we have

t∗ = α− µ.

The above equation means that in the single reference point
case, the calibration can simply be carried out by deducting a
mean deviation from the derived starting timestamp.

Now we generalize the derivation to the case of two
reference points (e.g., beacons on both sides of the location)
whose derived timestamps are α1 and α2 respectively.5 The
joint conditional likelihood of α1 and α2 can be derived from
their individual distribution independently:

P (α1, α2|t) = P (α1|t) · P (α2|t)

Similar to the single reference point case, we can calibrate the
starting timestamp t∗ by maximizing the joint likelihood of
α1 − t and α2 − t instead:

t∗ = argmax
t

P (α1 − t|t) · P (α2 − t|t)

= argmax
t

1

σ1
√
2π
e
− (α1−t−µ1)2

2σ1
2 · 1

σ2
√
2π
e
− (α2−t−µ2)2

2σ2
2

= argmin
t

(α1 − t− µ1)
2

2σ12
+

(α2 − t− µ2)
2

2σ22

5We assume no collision in the beacon signal as BLE can transmit through
40 channels.
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As such,

t∗ =
σ2

2(α1 − µ1) + σ1
2(α2 − µ2)

σ12 + σ22
.

As we observe from Fig. 4, the deviation follows the same
distribution given the same beacon model and proximity dis-
tance. Therefore, we can simplify t∗ by setting σ1 = σ2 = σ
and µ1 = µ2 = µ:

t∗ =
σ2(α1 − µ) + σ2(α2 − µ)

σ2 + σ2
=
α1 + α2

2
− µ.

The above equation means that in case of two or more
reference points, the calibration can simply be carried out by
deducting a mean deviation from the average of all derived
starting timestamps.

C. Normalization and Noise Reduction

Most inertial sensors (e.g., accelerometer) produce 3-
dimensional readings in a coordinate system that is relative to
the device’s screen. As such, different device placements cause
inconsistency of the sensor readings even when they come
from the same location. Another key factor in data consistency
is irrelevant noise caused by body movement. For example,
walking has a major impact on motion sensors especially when
the device is placed close to the leg (e.g., in the pant pocket).
In such cases, the sensor signals caused by body movement
can overshadow those caused by the physical environment.

1) Resolving Inconsistency by Device Placement: A
straightforward solution is to convert the screen-based 3-axis
coordinate vector, such as the accelerometer vector A =
[ax, ay, az], into an absolute value by taking the Euclidean
norm:

‖A‖ =
√
a2x + a2y + a2z

This scalar is independent of device placement, but the details
of device movement on each axis are removed. To preserve
the details, we adopt the rotation-based normalization which
transforms screen-based coordinate into world reference coor-
dinate [15]. In what follows, we use the gravity sensor vector
and the magnetic field sensor vector as example. Note that the
former points to the core of the earth while the latter always
provides an approximate geographical pole direction. A rota-
tion matrix which maps between the screen-based coordinate
and world coordinate can be derived as follows.

Unit vector of a vector v can be obtained from vu = v
‖v‖ .

Let G and M be the unit vector of gravity and magnetic field
in device reference, the cross product of G and M must be
perpendicular to the plane spanned by G and M . Since M
lies on the plane spanned by the gravity vector and south-
north vector, this cross product produces vector EW , i.e., the
west-east vector. Similarly, the south-north vector SN is the
cross product of G and unit vector of EW :

G = [gx, gy, gz]
>, M = [mx,my,mz]

>

M ×G = EW, G× EW = SN

As such, we can use the unit vectors of EW , SN , G to
form a rotation matrix that connects screen-based coordinate

TABLE I
RUNTIME ON GOOGLE PIXEL

Approach Execution Time (ns)
Coordinate Rotation 20000 - 25000

Euclidean Norm 600 - 900
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(a) Accelerometer raw data
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(b) Filtered data with α = 0.15

Fig. 5. Turning event is more evident after filtering movement noises

and world reference coordinate. To rotate a new sample K into
world coordinate, we multiply it with the inverse of rotation
matrix R as follows

R =

 ewx snx gx
ewy sny gy
ewz snz gz


R−1 ·K = Krotated

Obviously the computational cost of the rotation-matrix-
based normalization is higher than the Euclidean-norm-based
normalization, as the former involves matrix inverse and
multiplication. In our experiment, we measure their CPU time
(see Table I), and the latter is more than 20 times faster.
Nonetheless, the former preserves more details in each axis
and our experimental results in Table V show that the former
consistently outperforms the latter in terms of F1-score under
various classifiers.

2) Resolving Inconsistency by Body Movement Noises:
Body movement noises are mostly distributed in the high-
frequency spectrum while sensor signals corresponding to lo-
cation patterns lie in the low-frequency spectrum. To illustrate
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Algorithm 2 Significant Features Extractor
Input: Exemplars

E = {E1, E2, . . . , Ek}, Ei ∈ Rm×n

Location labels
L = {l1, l2, . . . , lk}
Rank threshold r

Output: Final features
F ′ = {F ′1, F ′2, . . . , F ′k}, F ′i ∈ Rm×r

Procedure:
1: F = ∅, tempPV =∅, PV = ∅, Type = ∅, F ′ = ∅
2: for Ei in (E1, E2, . . . , Ek) do
3: Fi = ExtractCommonFeatures(Ei)
4: Add Fi into F
5: for feature type f in F do
6: if f is binary feature then
7: tempPV = FisherTest(f , L)
8: else if f is real-valued feature then
9: tempPV = MannWhitneyTest(f , L)

10: Add tempPV to PV
11: Type = RankFeature(PV, r)
12: F ′ = SelectFeature(F, Type)
13: Return F ′

this, we use the accelerometer as an example. Fig. 5(a) shows
raw accelerometer readings of a pedestrian who encounters
a sudden turn when walking inside a building. The original
raw data have such a dense signal distribution over the whole
recordings that it is hard to discover important event from
the time domain. Therefore, we apply a low-pass filter to this
sequence. In particular, we choose a moving average filter for
noise reduction, which derives the moving average from the
original sensor data as

yi = yi−1 + α ∗ (xi − yi−1),

where the filtered sample yi is based on its previous value
yi−1 and the current xi with parameter α lying between 0 to
1. As illustrated in Fig. 5(b), by applying this filter the data
are properly smoothed and the turning motion is more evident
from the original noisy data.

D. Feature Extraction

Filtered exemplars are still in the form of raw sensor
signals unsuitable for learning an effective model. To reduce
the data volume for learning, we need to extract signifi-
cant low-dimensional features from these exemplars. Features
are commonly used in classification tasks to capture the
properties of signal behavior. Further, since we assume the
adversary has no prior domain knowledge on sensor patterns,
this feature extraction and selection process should be fully
automated without human intervention. In MISSILE, we adopt
the FRESH procedure [16] to build an automatic significant
features extractor, which remarkably reduces the effort on
feature engineering. The detailed procedure is shown in Algo-
rithm. 2, which consists of the following three phases.

1) Extraction of Feature Candidates : The raw time-series
exemplars are first mapped into common features with a set
of predefined parameters. Let us assume that there are k
exemplars in the collection E = {E1, E2, ..., Ek}. For each
exemplar, n samples are collected from each sensor axis and

a total of m sensor axes are sampled. As such, each exemplar
can be written as

Ei = {(s1it1 , s
1
it2 , . . . , s

1
itn), . . . , (s

m
it1 , s

m
it2 , . . . , s

m
itn)},

where t1 is the starting timestamp of exemplar Ei.
The features Fi of exemplar Ei are extracted from various

statistics on samples including maximum, minmum and root

mean square (frmsm
i =

√∑tn
t1 |smi |2

n ):

Fi = {(fmax1i , fmin1
i , f rms1i , . . .),

. . . ,

(fmaxmi , fminmi , f rmsmi , . . .)}
2) Statistical Hypothesis Testing: After all the features

are extracted, we need to select significant ones from them
before feeding them into a classifier for learning. Statistical
hypothesis test is conducted on each feature to evaluate its
relevance to locations. The main idea is that, if a feature f can
distinguish a particular location ja, its conditional probability
distribution on this location ja, P (f |ja), must be significantly
different from P (f |jb), the distribution on any other location
jb. Using this principle, the null hypothesis Hf

0 and alternative
hypothesis Hf

1 to test relevance of feature f to location ja are
formulated as

∀jb 6= ja, H
f
0 = {P (f |ja) = P (f |jb)}

Hf
1 = {P (f |ja) 6= P (f |jb)}

A set of probability values (p-value) PV will be returned
after the tests. A smaller p-value suggests stronger evidence
to reject the null hypothesis Hf

0 , which means the feature
is relevant to location ja against location jb since they do
not share the same conditional distribution. In MISSILE, we
use two hypothesis tests, namely, Fisher’s exact test for those
binary features and Mann–Whitney rank test for those real-
valued features.6

3) Selection: In the final step, we sum up the total p-values
across all axes for each feature and rank them in ascending
order. Only top-r features which have the smallest p-values
are selected as the refined feature set F ′.

In MISSILE, we apply FRESH [16] with over 60 categories
of pre-defined features. They can be divided into two sets.
Time-domain features such as mean, variance, median, and the
number of peaks mainly characterize signal intensity as in time
series. For example, a magnetic field sensor produces different
number of peaks based on the magnetic local variation in
different locations. Frequency-domain features capture the
characteristics of signal pattern in terms of frequency envelope
and certain frequency component after Fourier transform.
Certain location such as a winding corridor may not have
obvious time-domain pattern but it has unique pattern on
frequency domain. Table II shows the top-12 features after
the selection step using our exemplar dataset. These features

6The Mann–Whitney rank test can examine the distribution of two real-
valued random variables using statistics derived from ranking against each
other. In the case of multiple locations, the test is conducted in one-vs-all
style.
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TABLE II
EMPIRICAL FEATURE EXTRACTION RESULT ON 4 SELECTED SENSORS

Feature Category Description Dimension Average p-value
VAR Variance of each axis s in a exemplar 1 1.18 ∗ 10−5

LSTD Whether the standard deviation is larger than 0.25 times of max(s)-min(s) 1 1.56 ∗ 10−3

MEAN Overall average of each axis s in a exemplar 1 4.52 ∗ 10−5

MEDIAN Median value of each axis s in a exemplar 1 5.92 ∗ 10−5

SPKT Cross power spectral density on the second coefficient 1 6.24 ∗ 10−6

RRSIGMA Ratio of values more than the distance of 2 away from mean value 1 1.99 ∗ 10−6

PEAKS Number of amplitude maxima with least support of 1 and 3 2 2.66 ∗ 10−4

LINTREND Linear least-squares regression value over aggregated sequence with chunk size of 50 1 9.10 ∗ 10−4

FFTCOE First and third Fourier coefficients of discrete Fourier Transform 2 3.55 ∗ 10−6

SYM Symmetric shape of distribution with the level of 0.1 1 9.94 ∗ 10−4

constitute the inputs for location classification task in our
experiment.

E. Modeling

In the core of MISSILE, we want to identify sensor patterns
for different sensitive indoor locations, which is a typical
classification task. There are a number of classification models
suitable for this task, such as naive Bayesian, decision tree,
support vector machine and neural network. All of them are
capable of learning hidden pattern from data to labels. In
MISSILE, we choose the non-parametric decision tree as the
classifier. In particular, we use the CART (Classification And
Regression Tree) classifier model [17]. This model recursively
splits input attributes (i.e., features in training data) to generate
a binary decision tree, where each leaf node corresponds to a
class label. To split attributes, gini index is employed for the
impurity measurement function H(·):

H(P ) = 1−
∑
k

p2k,

where pk is the ratio of instances with label k among all the
instances in node P . If H(P ) = 0, then this node becomes
a leaf node as only one label exists among all instances. We
determine the order of attributes to split using gini gain:

Gain(P ) = H(P )−
∑
c

|Pc|
|P |

H(Pc),

where Pc represents child node c of node P , and | · | means
the number of instances. A higher gain value indicates a better
choice to split this node.

F. Calibration for Anomalies

In the above classification, we trust the training set with
their labels and input features. However, in reality there
are anomalies in the training set. First, exemplars from the
automatic collection may be labeled with incorrect location
due to BLE signal delay or signal penetration from the floor
or wall. Second, malfunctioned mobile sensors may produce
low-quality data, which significantly contaminates the training
set. To prevent the above anomalies from degrading the
classifying accuracy, we adopt two advanced and orthogonal

machine learning techniques, namely Ensemble Learning (e.g.,
Random Forest [18]) and Isolation Forest [19] to identify these
anomalies.

1) Random Forest: Ensemble learning uses multiple learn-
ing algorithms with bootstrapping technique to achieve better
classification accuracy than could be achieved from any of
the constituent learning algorithms alone. Recent side-channel
attack research [20] [7] suggests that an ensemble version of
the decision tree, namely the random forest, is suitable to
conduct learning tasks on a noisy dataset with distinguishing
patterns. Random forest generates a multitude of decision
trees, and trains each with random subset data of the given
features. When classifying input features, the data pass through
every tree in the forest and the final prediction is decided
by the most predicted label of these trees. The various trees
trained with different subset data provide significant variability
for a prediction model, thus reducing the overfitting issue.
However, an ensemble classifier is at the cost of consuming
more CPU time for training and classification.

2) Isolation Forest: Isolation forest is a robust and efficient
anomaly detection algorithm with linear time complexity. It
can be used before the training phase to filter anomalies. The
core idea of isolation forest is that anomalies are sensitive
to isolation when separating attributes. In other words, an
anomaly is usually far away from the dense distribution inside
the class cluster, so it is singled out at the early stage of
isolation. Essentially an isolation tree (i-Tree) is a full binary
tree with random attribute split. It first randomly picks a
feature from an input feature set and selects a random splitting
point between the minimum and the maximum value of this
attribute. All the instances will be separated into two partitions
based on this splitting point, one assigned to the left child
node and the other to the right child node. The isolation is
then recursively conducted until all instances are isolated in
the leaf nodes.

Isolation forest constitutes multiple i-Trees obtained by
isolating different subsets of the original set of n instances.
An anomaly score is then given to each instance x as follows

Score(x, n) = 2−
E(h(x))
A(n) ,

where the nominator is the expectation of the path length h(x)
(i.e., number of edges from the root node to the x instance) of
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all i-Trees inside the forest. And the denominator A(n) is the
average path length of an i-Tree given n samples (i.e., average
number of edges from the root node to any external leaf node)
to normalize E(h(x)), which can be derived by

A(n) = 2H(n− 1)− 2(n− 1)

n
,

where H(n−1) is the (n−1)-th harmonic number.
Once the scores are ready, we filter those instances whose

anomaly scores are higher than our designated threshold.
The final score is ranged between (0, 1] since the fractional
component in Score(·) is greater than zero and it is bound
by an exponential function. An exemplar is considered as an
anomaly when its score is close to 1 (i.e., E(h(x)) is much
smaller than average path length) and a normal one when it
is close to 0 (i.e., E(h(x)) is much greater than average path
length).

G. Attacking Stage

Unlike training stage, the attacking stage, i.e., location
eavesdropping, is operated on the victim’s device. As such, the
key challenge in this stage is to operate in a stealthy manner,
i.e., using as low footprint of CPU, memory, bandwidth and
power as possible. Regarding low CPU and memory footprint,
we employ sliding window [21] to process the sensory data
stream by limiting the extent of data to a sequence of most
recent samples. It is usually defined by tuple {win, str} where
win is the range of windowing and str is the stride when
sliding. When it is applied to the attacking stage, the sensor
data are sliced by the sliding window to form a specific
length of exemplar and fed to the embedded classifier. Once
a sensitive location is inferred, the spyware can take various
actions such as notifying its command-and-control center or
starting audio recording (if corresponding permission has been
granted).

Regarding low power footprint, we propose two optional
techniques to reduce the activity of the spyware. The main
idea is to invoke the location eavesdropping only when the
victim is walking and is not far away from a sensitive location.

Opportunistic Wi-Fi Activation: Nowadays many build-
ings or common areas are covered by a large public Wi-Fi.
By scanning the available SSIDs, the spyware or repackage
application can activate eavesdropping only when a victim
device “sees” a specific SSID, which means it is close to the
premises concerned. Note that scanning nearby SSIDs may
require Internet-related permission in the recent release of
operating system7, but most users tend to grant it because it
is the most common permission.

Motion Activation: To reduce unnecessary eavesdropping
activity when victim is non-moving (standing or sitting still),
the spyware can start monitoring only after a motion is
detected on the victim through endpointing. Endpointing is
a common technique used in speech recognition system to

7Android does not restrict on scanning SSID until Oreo (8.0). Even
in Oreo, SSID scanning is still allowed if an app has any of the
three permissions (CHANGE WIFI STATE, ACCESS FINE LOCATION,
ACCESS COARSE LOCATION).

Fig. 6. Indoor sensitive location examples

determine the start and end of a user speech and to separate
speech region and non-speech region [22]. We can apply
endpointing in motion sensor data as the energy in movement
region, i.e., the sum of squared sample values, is typically
much higher than the energy in non-movement region. We
can allow sensors to deep sleep and wake up intermittently to
see if the current average window of energy exceeds a pre-
defined threshold. If it does not exceed, all sensors continue
to sleep until the next wake-up cycle.

IV. PERFORMANCE EVALUATION

To evaluate the real-life performance of the MISSILE
system, we conduct experiments on sensitive locations in a
university campus, including students’ laboratory, professor’s
office, common room, washrooms, ATM station, and canteen
entrances. The disclosure of these locations can lead to sig-
nificant privacy breach where, for example, the frequency of
accessing washrooms and ATM can indicate personal health
and financial status. In practice, entrances, exits and corridors
connecting different zones are good targets of sensitive loca-
tions as they can be used to outline a victim’s daily activity.
Such knowledge can further lead to social engineering attacks.
As for the selection of locations, we first identify sensitive
indoor areas that imply strong semantics of personal activities
and may arouse interests of attackers. Then for each chosen lo-
cation we represent it (and its neighborhood) by a combination
of visual characteristics (e.g., door, turn, corridors) as listed
in Table. III. In our experiment, we choose 15 representative
sensitive locations that exhibit different combinations of visual
characteristics, which constitute the unique patterns when
victims pass by. Fig. 6 shows photo snapshots of four sample
locations whereas Fig. 7(a) and Fig. 7(b) plot them in their
corresponding floor plan.

The sensory data are collected by 10 individuals with mixed
genders and body figures. They carry the test devices with
random placement (left/right/front pockets) for their daily use
over a period of 90 days. As for location labels, we take advan-
tage of existing BLE beacons deployed by other services (e.g.,
teaching facilitation) to label sensor data and each location
has one beacon as reference point. To preclude the impact of
the way we split training and test datasets, all experiments
are conducted 10 times using random splits and the averaged
results are reported. Specifically, among all 2580 exemplars
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TABLE III
VISUAL CHARACTERISTICS OF SENSITIVE LOCATIONS

Vital Characteristics
Location ID

L1 L2 L3 L4 L5 L6 L7 L8 L9 L10 L11 L12 L13 L14 L15

Single Fire Stop Door X X X X X X X X

Double Fire Stop Door X X X

Corridor Quarter Turn X X X X X

Winding Corridor X X X X X

Straight Corridor X X

Elevator X X X

Stairways X X X X

向上

D CORE

Office

Office

Office Office Office
向上

E CORE

Office

Office

Office

L3

L5

(a) Floor plan for L3 (falculty office) and L5 (inventory office)

  Security Lab

向上

D CORE

Office

Office

Office Office Office
向上

E CORE

L4

L1

(b) Floor plan for L1 (research laboratory) and L4 (teaching laboratory)

Fig. 7. Experiment floor plan with example trajectory (shadow area illustrates
sensitive area).

of sensitive locations, 6 individuals’ exemplars (around 1548
exemplars) are used for training while the other 4 individuals’
(around 1032 exemplars) are used for testing. As for non-
sensitive locations, we randomly extract 350 exemplars for
training into a “non-sensitive location” class, which is close
to the number of exemplars of the most popular sensitive
location. For testing, we extract another 1400 exemplars with
non-sensitive locations. This ratio, 1032 : 1400, approximates
the statistics of ratios of sensitive to non-sensitive locations of
all exemplars in our experiment. Other system parameters are
listed in Table IV.

Our comparative study includes: (1) the performance of
different normalization approaches (i.e., rotation-matrix-based
versus Euclidean-norm-based normalization), (2) the impact of
ensemble classifiers (i.e., decision tree versus random forest),

TABLE IV
SYSTEM PARAMETERS

Parameter Value
Exemplar Length 15s

Sampling Frequency 50Hz

Noise Filter α 0.15

Step Threshold 750

RSSI Threshold -85dB

Features 12 features per sensor axis

Anomaly Threshold 0.8

Models Decision Tree, Random Forest

Devices (Android Version, RAM, CPU)
LG G3 (5.0, 3GB, 2.5GHz),
Redmi Note4X (6.0, 4GB, 2.0GHz),
Google Pixel (7.1, 4GB, 2.15GHz),
HTC U Ultra (8.0, 4GB, 2.15GHz),
Samsung Galaxy S8 (8.0, 4GB, 2.35GHz)

Selected Sensors Gyroscope (3-axis),
Magnetic Field Sensor (3-axis),
Linear Acceleration Sensor (3-axis),
Accelerometer (3-axis)

(3) the impact of isolation forest, (4) the impact of training data
size, (5) the impact of sensor types, (6) the impact of different
location characteristics, (7) the impact of system parameters
(e.g. exemplar length, tree numbers in random forest and
feature setting), and (8) the power consumption on popular
devices. To evaluate the effectiveness of MISSILE attack, we
categorize all classification results of location label i into 4
cases in one-vs-all style: true positive (TPi, recognizing a
location i correctly), true negative (TNi, ignoring a location
i correctly), false positive (FPi, recognizing a location i
incorrectly), and false negative (FNi, ignoring a location i
incorrectly). Based on these cases, we define precision and
recall for each location label i as follows

precisioni =
|TPi|

|TPi|+ |FPi|

recalli =
|TPi|

|TPi|+ |FNi|
The precisioni essentially tells how well the system can

distinguish location i from other locations while recalli shows
how well the system can detect a particular location label. As
these two metrics are sometimes contradicting to each other,
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Fig. 8. Impact of training data size by decision tree and random forest

we also employ the F1-score [23] as an overall metric for each
location label i, which is

F1i =
2 · precisioni · recalli
recalli + precisioni

The overall F1-score is the weighted average F1-score of
all location labels, based on the number of true instances of
each location in the testing data label set L as follows

F1overall =
∑
i

|Li|
|L|

F1i

A. Overall Performance of Missile System

Table. V shows the performance comparison between deci-
sion tree (DT) and random forest (RF), with Euclidean-norm-
based (EN) and rotation-matrix-based normalization (RM),
namely, DTEN, DTRM, RFEN, RFRM. We observe that
all classifiers significantly outperform random guess (one
out of 16 choices, 6.25%), which justifies the feasibility of
MISSILE. Further, random forest, an ensemble classifier, can
achieve an even higher F1-score of 62%. On the other hand,
rotation matrix normalization always outperforms Euclidean
norm by at least 10%, because it preserves useful information
for classification. Anomaly detection by isolation tree has
shown moderate improvement of F1-score for all classifiers,
among which the classifier with decision tree and Euclidean
norm witnesses over 6% improvement. This shows both the
ensemble method and rotation matrix normalization are more
robust against anomalies. For the rest of experiments, we
will mainly report DTRM and RFRM results after isolation
tree. In terms of CPU time, classifiers using ensemble method
cost significantly 10 times more CPU resources to train the
model and 50 times more to make a prediction. Rotation
matrix normalization also noticeably increases the training
overhead but has less influence for prediction. It suggests
that spyware can switch among different classifiers to balance
battery condition and desired utility.

B. Impact of Training Data Size

Fig. 8 illustrates the precision for individual sensitive loca-
tions. We categorize them into locations with small training
data (≤ 50 exemplars) and locations with rich training data
(≥ 150 exemplars). We observe that locations in the former
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Fig. 9. System precision with one and two reference points calibration

category (L6 to L15) have a higher probability to be mis-
classified. This effect is more eminent for the decision tree
than for the random forest, as the former is a single classifier
method and thus more vulnerable to noises and outliers. An
ensemble method such as the random forest tends to alleviate
the impact of noises and outliers by splitting data into subsets
with crossover items, so that they cannot easily dominate the
training process. Note that L16 (grouped as N ) is a location
label for all non-sensitive locations. It achieves around 90%
accuracy in RFRM , which indicates that the system is able
to identify most of non-sensitive locations.

C. Impact of BLE Reference Points

To evaluate the impact of the number of BLE reference
points on the annotation of starting timestamps, we collect
additional training data from location L1 and L2 using two
beacons each and re-train our system. Fig. 9 plots the dif-
ference of system precision using one and two reference
points. Overall, the system with two reference points always
performs better by 3%-4% for DTRM and 1% for RFRM.
The small gain might be attributed to the long exemplar
length, which is already long enough to include enough sensor
patterns to distinguish a sensitive location (more details are
discussed in Section IV-F. Since one reference point already
leads to satisfactory performance, throughout the experiment
we use one reference point for each location and calibrate the
starting timestamps of exemplars with the mean of deviation
distribution.

D. Impact of Sensor Type

To investigate the contributions of different sensor types in
the MISSILE system, we measure the F1-scores using single
or a pair of sensors in Fig. 10. We observe that in both DTRM
and RFRM, the top F1-score rankings are similar, which means
some sensor or sensor combinations are consistently better
than the others regardless of the classifiers. In particular, the
magnetic field sensor plays a major role, with its F1-score
reaching over 60% (alone) and around 70% (pairwise). This
indicates that the magnetic distribution caused by geolocation
and indoor structure material can constitute a unique signature
for inferring sensitive locations. By combining another motion
sensor, such a sensor pair can approximate the result of using
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TABLE V
OVERALL PERFORMANCE OF MISSILE SYSTEM

Classifier Training Time (s) Inference Time (ms) F1-Score F1-Score (after Isolation Forest)
Decision Tree + Euclidean Norm (DTEN) 0.6 - 0.8 0.8 - 1.2 35.14% 42.35%

Decision Tree + Rotation Matrix (DTRM) 1.6 - 2.0 1.5 - 2.0 49.27% 53.13%

Random Forest + Euclidean Norm (RFEN) 9.0 - 10.0 40.0 - 60.0 59.62% 63.14%

Random Forest + Rotation Matrix (RFRM) 15.0 - 16.0 60.0 - 80.0 70.81% 73.79%
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Fig. 10. Performance results in descending order for different sensors:
Gyroscope (G), Magnetic Field Sensor (M), Linear Acceleration Sensor (L),
Accelerometer (A)

all four sensors. Other three sensors leverage user behavior
information and obtain similar results (over 50%).

E. Impact of Location Characteristics

Regardless of the methods used for classification, we ob-
serve that the F1-scores in some locations are consistently
better than those in the others. For example, locations L1 and
L2 have both high precision (75% and 73%) and high recall
(90% and 86% in Fig. 11). From Table III, we learn that
L1 and L2 have 4 and 3 characteristics, respectively, while
all other locations have 2 or even fewer. Furthermore, some
characteristic has more significant impact than the others. For
example, the top-ranked recall locations — L1-L5, L13, L14,
L11, and L15 — all share a common characteristic: a fire
stop door. Such high recall implies a high tendency to identify
locations with door opening event correctly.

F. Impact of System Parameters

1) Impact of Exemplar Length: In previous experiments,
we set 15 seconds as the standard time length of an exemplar in
the attacking stage. This value is set to generate a sufficiently
long signal pattern that captures necessary characteristics of
any sensitive location. In this subsection, we vary this length
from 3 to 30 seconds and plot the F1-score in Fig. 12(a) under
both decision tree and random forest methods.
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Fig. 11. Recall of RFRM in ascending order for individual location

For both methods, we observe a steady increase as the
exemplar length increases, which coincides with our reasoning
above that a longer exemplar may capture more characteristics
of a sensitive location. However, the F1-score starts to saturate
after 12 seconds especially for classifier RFRM , which indi-
cates that over-extending this length does not significantly help
to further improve the classification results as the chance of a
sensitive location being covered by two consecutive exemplars
is slim.

2) Impact of Random Forest Setting: We vary the number
of decision trees for the ensemble method (i.e., the random
forest) and plot the F1-score for both Euclidean norm and
rotation matrix normalization in Fig. 12(b). We observe that
both methods reach a saturation point after 60-100, which
means the random forest is robust under this parameter.

3) Impact of Feature Setting: Top-12 feature selection is
adopted during the automatic feature extraction in all the
previous experiments. To examine the impact of this setting,
we measure and plot the F1-score change of classifier RFRM
with feature sets generated under different top-r settings in
Fig. 12(c). We observe that top-1 feature in classifier RFRM
can reach an F1-score of 48% alone. The performance of
classifier grows steadily until this setting reaches top-6 and F1-
score saturates at around 73%. This indicates that a minimum
of top-6 feature setting is required for classifier RFRM to
achieve its best performance. Since the ranking is decided
by p-values shown in Table. II, it is obvious that features
containing the unique information of sensitive location are
highly associated with low p-values.

G. Power Consumption

The spyware installed by MISSILE continually samples
multiple mobile sensors. To reduce power consumption, we
implement both opportunistic WiFi activation and motion ac-
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Fig. 12. Impact of system parameters over performance

TABLE VI
SPYWARE POWER CONSUMPTION ON MONITORING SENSORS (50HZ)

Model Capacity Spyware-On Idle Usage
HTC U Ultra 3000mAh 1.323% 0.611% 0.712%

Samsung Galaxy S8 3000mAh 1.529% 0.801% 0.728%

Google Pixel 2770mAh 1.317% 0.507% 0.810%

tivation as in Section III. To further evaluate the power impact
of continuously accessing sensors, we activate the spyware
in the background to sample sensors with the screen off and
measure the power usage per hour of various smartphones.
The result is presented in Table. VI, which shows a moderate
consumption of around 0.7% - 0.8% extra battery per hour.

V. EXTENSION AND COUNTERMEASURE

In this section, we will discuss the potential extension of
MISSILE and countermeasures.

In the experiment, the sensitive locations data are collected
by attackers manually, which limits the scalability of this
attack. To acquire a large-scale and more diversified dataset,
this process can be enhanced by automation or crowdsensing.
The former, such as IndoorAtlas [24], can provide efficient
sensory measurement of indoor location. The latter delegates
the task of sensing and labeling location data to a crowdsourc-
ing platform.

Currently, the MISSILE system only considers stateless
recognition, which does not take the relationship between
sensitive locations into consideration. Inspired by dead reck-
oning for indoor positioning [25], we can improve the location
inference performance by extracting detailed context such as
walking distance, turning angle and pushing motion.

As for countermeasures for indoor sensitive location infer-
ence attack of MISSILE, we propose two methods below.

Access Control: Permission mechanism is the first line of
defense. We suggest that no request from mobile application
for statistics or raw sensory information should bypass the per-
mission mechanism. In addition, since high-resolution sensor
data can be exploited by attackers who take advantage of subtle
change [26], we suggest replacing them with feature-level data
access, which also significantly reduces computational cost.

Data Manipulation: Noise injection is an alternative coun-
termeasure. Software level noise injection has already been
applied to GPS data in the geo-social network. With the same
rationale, noise can be injected into sensor readings to avoid
highly accurate location inference. If the operating system
cannot be trusted to perform this injection, we recommend
employing hardware noise injection, for example, enabling the
vibrator of a mobile device.

VI. RELATED WORK

In this section, we review the related literature on mobile
side-channel attacks using inertial sensors and indoor position-
ing.

A. Side-channel Attacks on Mobile Devices

Side-channel attacks on mobile devices have evolved drasti-
cally. Since smart devices constantly sense the environmental
information with their embedded sensors, external influence
such as temperature, air pressure, noise, and body movement
may create unique patterns on sensory data. For motion-related
sensors, Owusu et al. [20] have eavesdropped users’ passwords
using only accelerometer to detect the acceleration caused
by different digits. Mehrnezhad et al. [27] further improve
this approach by a website that can smuggle sensor readings
with JavaScript. For radio frequency related sensors, Li et
al. [28] propose WindTalker to infer sensitive keystrokes on
mobile devices with side-channel information from wireless
network. As for other environmental sensing modules (e.g.
barometer, magnetometer, microphone, and camera), similar
approach has been applied to the inference of identity [29]
and behavior [30].

Recently side-channel attacks have exploited the inertial
sensors in Android and iOS to infer a user’s outdoor location
and even trace him/her. While we pay close attention to the
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indoor scenario with pedestrian where the estimation has to
deal with limited data and volatile movement, most of related
works focus on outdoor inference where multiple resources are
available (e.g. GPS, street map and real-time public transport
database). Users’ driving routes have been successfully tracked
in [31] and [6] by motion sensory information from their
mobile devices. The former work is based on accelerometer
and gyroscope, which leverages a dead reckoning technique
with probability mapping algorithm while the latter one uses
fine-grained gyroscope data and the graph of road information.
Other than motion sensors, ambient sensors have also been
investigated in driving route inference attack. Won et al. [12]
have proposed to use the latent relation between barometer
readings and the geolocation to track drivers. As for public
transportation, Hua et al. [7] have shown that they can reveal
users’ daily metro schedule by monitoring accelerometers
whose data are significantly affected by the route of metro.
Watanabe et al. [32] have demonstrated how to infer users’
train schedule by matching user motions with the public
railway database.

Other location attacks leverage non-sensory or active infor-
mation. Mosenia et al. [33] can track users on train, plane
or outdoor walking using hybrid sources. Michalevsky et
al. [4] have designed a location inference attack by profil-
ing power consumption during commutes as cellular signal
strength varies. Gao et al. [34] have shown that usage-based
automotive insurance can expose a driver’s route through the
recorded driving speed while Zhou et al. [35] enhanced the
inference performance using real-time traffic and proposed
defense framework with privacy-preserving scoring and au-
dition. Kenneth et al. [36] develop an active location attack
using signal transmitted from low power magnetic coil and
received by mobile magnetometer. Cellular network based
localization has also shown to be effective by observing the
pattern of data transmission [5] or listening to GSM broadcast
channel [37]. Li et al. [38] and Ometov et al. [39] have
proposed new methods on location tracking through social
network footprints. Arp et al. [40] have used the ultrasonic
wave to infer a user’s current location.

B. Indoor Positioning

Mobile devices have played a major role in indoor position-
ing system (IPS) over the past decade. Significant approaches
in IPS include dead reckoning, magnetic field fingerprinting,
wireless multilateration and fingerprinting.

Among these approaches, dead reckoning extensively uti-
lizes inertial motion sensors for displacement and activity anal-
ysis. It predicts user’s indoor route from an initial position with
continuously measured speed and direction. Murata et al. [41]
improve the performance of basic indoor dead reckoning with
human activity knowledge such as age and environment when
estimating step length. While Kang et al. [25] develop a
fine-grained system to derive accurate walking parameters
from inertial sensor data. But in dead reckoning, small error
may easily accumulate and lead to erroneous results [42].
An alternative indoor positioning technique using inertial
sensor is to leverage magnetic filed information. Magnetic

field fingerprinting requires an offline mapping of magnetic
intensity [43]. Wireless multilateration is another more stable
positioning solution which derives time of arrival or direction
of arrival information from external reference devices to
pinpoint current location [42] while wireless fingerprinting
captures the distribution of wireless signal strength [44].

Modern State-of-Art IPS usually incorporates various radio
frequency signals (WLAN, RFID, Bluetooth, etc.) with context
information from the floor plan, ambient sound/light sensing,
magnetic field map to provide reliable positioning [45]. Under
this legitimate scenario, unconstrained permission is granted to
access privileged radio sensors, pedestrian initial state, compu-
tation power and floor plan data. However, such resources are
unavailable for a stealthy attacker, who also has little domain
knowledge of mobility analysis or magnetic map construction.

VII. CONCLUSION

In this paper, we investigate a side-channel attack that can
eavesdrop user’s sensitive locations using unprivileged sensory
information. This attack is modeled as a classification problem
of various sensory data collected from different locations.
The classifier is built from supervised learning of training
data prepared by automatic labeling mechanism, effective pro-
cessing and optimal feature extraction. Real experiments are
conducted on 15 indoor locations inside a university campus.
The classifier using modeling with anomaly calibration can
reach around 73% F1-score, which is significantly higher than
random guess. As for future work, we plan to implement the
improved version using multiple reference points for labeling,
stateful routes and other side-channels (e.g., JavaScript in
mobile browser). We also plan to investigate countermeasures
against such attack, evaluate and compare them on various
metrics, such as time complexity, accuracy and utility.
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