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Abstract—We propose a new approach for privacy-preserving
and verifiable convolutional neural network (CNN) testing in
a distrustful multi-stakeholder environment. The approach is
aimed to enable that a CNN model developer convinces a user
of the truthful CNN performance over non-public data from
multiple testers, while respecting model and data privacy. To
balance the security and efficiency issues, we appropriately
integrate three tools with the CNN testing, including collaborative
inference, homomorphic encryption (HE) and zero-knowledge
succinct non-interactive argument of knowledge (zk-SNARK).

We start with strategically partitioning a CNN model into a
private part kept locally by the model developer, and a public
part outsourced to an outside server. Then, the private part runs
over the HE-protected test data sent by a tester, and transmits
its outputs to the public part for accomplishing subsequent
computations of the CNN testing. Second, the correctness of
the above CNN testing is enforced by generating zk-SNARK
based proofs, with an emphasis on optimizing proving overhead
for two-dimensional (2-D) convolution operations, since the
operations dominate the performance bottleneck during
generating proofs. We specifically present a new quadratic
matrix program (QMP)-based arithmetic circuit with a single
multiplication gate for expressing 2-D convolution operations
between multiple filters and inputs in a batch manner. Third,
we aggregate multiple proofs with respect to a same CNN
model but different testers’ test data (i.e., different statements)
into one proof, and ensure that the validity of the aggregated
proof implies the validity of the original multiple proofs. Lastly,
our experimental results demonstrate that our QMP-based zk-
SNARK performs nearly 13.9x faster than the existing quadratic
arithmetic program (QAP)-based zk-SNARK in proving time,
and 17.6x faster in Setup time, for high-dimension matrix
multiplication. Besides, the limitation on handling a bounded
number of multiplications of QAP-based zk-SNARK is relieved.

[. INTRODUCTION

Convolutional neural networks (CNNs) [[1]], [2] have been
widely applied in various application scenarios, such as health-
care analysis, autonomous vehicle and face recognition. But
real-life reports demonstrate that neural networks often exhibit
erroneous decisions, leading to disastrous consequences, e.g.,
self-driving crash due to the failure of identifying unexpected
driving environments [3]], and prejudice due to racial biases
embedded in face recognition systems [4]]. The reports em-
phasize that when applying CNN models in security-critical
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scenarios, model users should be sufficiently cautious of
benchmarking the CNN models to obtain the truthful multi-
faceted performance, like robustness and fairness, not limited
to natural accuracy. For example, when a CNN model is
deployed in a self-driving car for identifying camera images,
a user should be assured that the CNN model is always highly
accurate, even for perturbed images; for face recognition appli-
cations, users want to know that the underlying CNN models
can accurately recognize face images without discrimination.

A widely adopted approach to benchmarking a CNN model
is black-box testing [5[], [6]. Black-box testing enables users
to have a black-box access to the CNN model, that is, feeding
the model with a batch of test data and merely observing its
outputs, e.g., the proportion of correct predictions. Such ap-
proach is suitable for the setting where model users and model
developers are not the same entities. The main reasons are
that the parameters of CNN models are intellectual properties
and are vulnerable to privacy attacks, such that developers
are unwilling to reveal the parameters. We are also aware
that existing excellent white-box testing approaches [7|] can
test CNN models in a fine-granularity fashion using model
parameters, but black-box testing is preferred in the above
setting where model parameters are inaccessible.

Starting by black-box testing, two essential issues need
consideration to probe a CNN model’s truthful and multi-
faceted performance. (i) Black-box testing strongly relies
on the test dataset [7], which in turn requires multi-
source data support in reality. In order to support testing a
model’s multi-faceted performance, the available test dataset
should be as various as possible. One evidence is that multiple
benchmarks are built by embedding dozens of types of noises
into ImageNet to measure the robustness of CNN models [{]].
Despite the necessity, building such benchmarks consumes
many manpower and multi-party efforts, even for large com-
panies, e.g., a recent project named Crowdsourcing Adverse
Test Sets for Machine Learning (CATS4ML) launched by
Google Research [9]. Thus, the off-the-shelf test datasets for
supporting multi-faceted CNN testing are likely from multiple
sources. (i) Black-box testing opens a door for untrusted
model developers to cheat in testing. They might forge
untruthful outputs without correctly running the processes of
CNN testing on given test datasets. Additionally, if developers
can in advance learn a given test dataset, they might craft
a CNN which typically adapts to the test dataset, which
deviates from our initial goal of testing their truthful multi-
faceted performance. From this point, test datasets cannot be
public, not merely due to that datasets themselves are privacy-
sensitive in many security-critical scenarios. Motivated by the



two issues above, there needs an approach for users to validate
the correctness of the black-box CNN testing over multi-source
test datasets, in which test datasets are not public and the CNN
model is privacy-preserving.
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Fig. 1: Scenario example (mj,mg refer to CNN models,
and dq,d, refer to test datasets; Des means non-private
descriptions for the CNN models or test datasets).

While many awesome efforts have been done to make
CNN prediction/testing verifiable [10]—[17] using crypto-
graphic proof techniques [[18[]-[23]], we still need a new design
satisfying our scenario requirements. We now clarify our
scenario requirements, which cannot be fully satisfied by the
previous work (see explanation in Section [[I). As shown in
Fig. [T} a publicly accessible platform (in gray color), e.g.,
ModelZoo [24]], Kaggle [25] and AWS Marketplace [26], can
allow third-party developers to advertise their CNN models
towards users for earning profits. For users who will pay for
a CNN model, they may be understandably concerned about
its performance, given previous reports of misleading claims.
The platform might have a motivation to maintain a good
reputation for sustainability by publishing good models. To
address the concerns, the platform can announce a crowdsourc-
ing task to test the CNN model, such that zesters participate in
probing the model performance using their test datasets. Note
that the model parameters and test datasets are not disclosed
on the platform, while the model architectures can be public.
Our design empowers untrusted CNN developers by providing
them with a way to prove the truthful performance of their
models over multiple test datasets to convince potential users.
The design needs to satisfy three requirements as follows:
(a) Public verifiability and no need of interaction. Since the
user is later-coming and not pre-designated, proof generation
and verification w.r.t the CNN testing should not share private
information between the developer (i.e., prover) and the user
(i.e., verifier), and thereby requiring public verifiability. The
proving ability should also be non-interactive, due to that
the CNN developer, the user and testers are not always
simultaneously online.

(b) Privacy preservation. During the CNN testing, model
parameters should not be exposed to users, since they may be
intellectual properties for profits, and the parameters memorize
sensitive training data [27]]. Also, the test data should also be
protected against the CNN developer, considering the CNN
developer might strategically craft the CNN model based on
the test data. Besides, any verifier should fail to learn private
information from the final CNN performance and proofs.

(c) Batch proving and verification. A CNN model usually re-
ceives test data in batches, so it is a natural requirement to sup-

port batch operations in proof generation. In terms of verifica-
tion in our scenario, a later-coming user has to verify multiple
proofs w.r.t a single CNN model which is tested with the multi-
tester test data. Hence, enabling the user to verify multiple
proofs in a batch manner can be another desirable requirement.

A. Our Designs

To satisfy the three requirements, we populate our designs
by strategically integrating fully homomorphic encryption
(FHE), zero-knowledge Succinct Non-interactive ARgument
of Knowledge (zk-SNARK) and an idea of collaborative
inference [28[], [29]. We adopt zk-SNARK-based proof
systems, mainly due to that the class of proof technique
supports many properties like public delegatability and
public verifiability which suit our scenario involving multiple
distrustful entities. To summarize, our designs include three
components: (1) privacy-preserving CNN testing based on
an FHE algorithm and collaborative inference, (2) generating
zk-SNARK' proofs for the above privacy-preserving CNN
testing, with an emphasis on proposing a new quadratic
matrix programs (QMP)-based zk-SNARK for proving 2-D
convolutional relations, and (3) enabling zk-SNARK proof
aggregation for verifying multiple proofs in a batch manner.

Firstly, we start by letting a developer locally run the
CNN testing process over the FHE-protected test data from
every tester. Our starting point is to enable performing the
whole CNN testing processing over ciphertext domain. While
FHE can provide stronger data confidentiality, compared to
other secure computing techniques, such as secure multi-
party computation and differential privacy [30], the straight-
forward adoption is computation-expensive, nearly 4 to 5
orders slower than computing on unencrypted data. Moreover,
proving overhead on encrypted data (in ring field R,) and
encoded CNN parameters (in ring field R;) becomes unafford-
able, compared to generating proofs over plaintext domain.
We hence find a middle point for balancing privacy and
efficiency, by introducing a collaborative inference strategy,
and thereby making partial testing process run on ciphertext
domain. Particularly, the CNN developer can split his CNN
model into two parts: one is private, called PriorNet, and
another one is less private, called LaterNet. Then, the devel-
oper can locally evaluate PriorNet on the FHE-protected test
data, and delegate LaterNet to a computation-powerful server
for accomplishing the subsequent computation by feeding it
with the plaintext outputs of PriorNet. Next, due to that the
plaintext outputs of PriorNet might be susceptible to model
inversion attacks [28]] by the malicious server, an off-the-shelf
and generic adversarial training strategy [29] is able to protect
the PriorNet’s outputs against the attacks.

The second step is to prove the correctness of the above
splitting CNN testing on FHE-encrypted test data (i.e., poly-
nomial ring elements). We concretely adopt a proving roadmap
recently proposed by Fiore et al. [22]], in which Step 1 is to
prove the simultaneous evaluation of multiple polynomial ring
elements in the same randomly selected point (for PriorNet),
and Step 2 is to prove the satisfiability of quadratic arithmetic
program (QAP)-based arithmetic circuits (for PriorNet and
LaterNet) whose inputs and outputs are committed.



But we do not directly apply Step 2 into our case, since the
direct adoption causes high proving and storage overhead due
to a large number of multiplication gates for handling convolu-
tional relations [[12[]. We thus present a new method to reduce
the number of multiplication gates during proof generation, for
improving the proving time of the convolutional relations. At
first, we represent the 2-D convolution operations between M
filters which are m x m matrices and Mn? test inputs which
are n X n matrices into a single matrix multiplication (MM)
computation. The MM computation is conducted between a
Mn? x Mn? filter matrix which is strategically assigned with
the M filters and zeros as padding for operation correctness,
and another Mn? x Mn? input matrix which is assigned with
the Mn? test inputs. After that, we start from the QAP-based
zk-SNARK and present a new QMP formula [31]]. We then
express the above single MM computation as a circuit over
Mn? x Mn? matrices by an only one-degree QMP. As a
result, the number of multiplication gates always is 1 and the
proving time linearly increases by the matrix dimension, i.e.,
Mn? x Mn?. With the effort, we prove the satisfiability of the
QMP-based circuits via checking the divisibility in randomly
selected point of the set of matrix polynomials of the QMP.
Note that there are heterogeneous operations in each neural
network layer during CNN testing. We express the convolution
and full connection operations as QMP-based circuits, while
expressing the activation and max pooling functions as QAP-
based circuits, and then separately generate specialized proofs
for them. Furthermore, we add commit-and-prove (CaP) com-
ponents based on LegoSNARK [21]] for gluing the separately
generated specialized proofs, aiming to prove that the current
layer indeed takes as inputs the previous layer’s outputs.

Thirdly, we enable batch verification via proof aggregation,
and only a single proof is generated for a CNN model
tested by multi-tester inputs. We aggregate multiple proofs
with regard to the same CNN but different test inputs from
multiple testers based on Snarkpack [32]. We note that the
aggregation computation and proof validation can be delegated
to computation-powerful parties in a competition manner, e.g.,
decentralized nodes who run a secure consensus protocol to
maintain the publicly accessible platform previously described
in Fig. [T] The validation result will be elected according to the
consensus protocol, and then uploaded to the public platform
and attached to the corresponding CNN model. To the end,
a future user who is interested in the CNN model can enjoy
a lightweight verification by merely checking the validation
result, via browsing the platform.

In summary, this work makes the following contributions:

o We generate zk-SNARK proofs for the CNN testing based

on FHE and collaborative inference, which protects both
of the model and data privacy and ensures the integrity.

e We present a new QMP-based arithmetic circuit to ex-

press convolutional relations for efficiency improvement.

o We aggregate multiple proofs respective to a same CNN

model and different testers’ inputs for reducing the entire
verification cost.

e We give a proof-of-concept implementation, and the

experimental results demonstrate that our QMP-based
method for matrix multiplication performs about 17.6x

faster than the existing QAP-based method in Setup time,
and 13.9x faster in proving time. The code is available
at https://github.com/muclover/pvCNN.

B. Organization

In Section [l we revisit related work. In Section we
introduce intrinsic preliminaries. Section elaborates the
scenario problem this work is concerned about. Section
presents our solutions with customized proof designs. In
Section and Section we show the security analysis
and experimental results, respectively.

II. RELATED WORK

TABLE I: Comparison of verifiable CNN prediction/testing
schemes. Consider applying a two-dimensional (2-D) convo-
lution to a filter matrix of m xm and a test data matrix of nxn.
The column of Proving Time is for such 2-D convolutions
on M filter matrices and Mn? test data matrices (under
plaintext). For simplicity, we note M > m and the channel
number of test data is 1. Herein, the requirements include
(a) public verifiability and no need of interaction, (b) privacy
preservation of data and model and (c) batch proving and
verification, respectively. See concrete description in Sectionm

Requirements

Schemes @ ® © Proving Time
SafetyNets [10] O O O O(M - Mn? - (n?-m?))
Keuffer’s [14] e © O O(M - Mn? - (n?-m?))
SafeTPU (1] O O  © | O(M-Mn?- (n?-m?. ™))
Madi’s [16] O e O O(M - Mn? - (n?-m?))
vCNN [12] e © O O(M - Mn? - (n? + m?))
VeriML [15] e o O O(M - Mn? - (n?-m?))
ZEN [13] @ © O | oM -Mn? (0 -m? L))
ZkCNN [17) O © O O(M - Mn? - (n? + mé))
Ours e o o O(Mn? - Mn?)

O denotes the requirement is not satisfied; © denotes the scheme partially
supports the requirement; @ denotes the scheme fully supports the require-
ment. Besides, fac depends on the real size of filters. ZEN’s optimization
method may not be effective for small filters. See Table 4 in [13].

Verifiable CNN  Prediction/Testing. @ Many  prior
schemes [[10]—[[17] fail to fully satisfy our requirements,
as summarized in TABLE |I} The previous schemes can be
roughly classified into two major groups, according to their un-
derlying cryptographic proof techniques, such as Sum-Check
like protocols [18]], [33]], [34] and Groth16 zk-SNARK-based
systems [[19]-[23[]. Based on the underlying techniques, some
schemes clearly elaborate how they support privately verifiable
and interactive proofs [10], [[11]], [16]; some schemes support
partial privacy protection [[12], [[13]], [16]. A few schemes [35]],
[36] do not consider CNN. In addition, other promising di-
rections are designing an efficient and memory-scalable proof
protocol to support complicated neural network inference [37]],
and using clever verification methods to convert any semi-
honest secure inference into a malicious secure one [3§],
when entities are allowed to be simultaneously online.

We next differentiate this paper from previous schemes in
terms of our requirements. Regarding requirement (a). We
adopt a class of zk-SNARK proof systems that provide public
delegatability and public verifiability, which is suitable to our
scenario. We depart from previous schemes like SafetyNets,
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SafeTPU and Madi et al.’s work, since they generally need
not the properties. Compared to the line of Grothl6 zk-
SNARK-based schemes [[12]—[15]], we make new contributions
considering the following requirements (b) and (c). Regarding
requirement (b). We protect data and model privacy by
enabling CNN inference on encrypted test data while ensuring
the correctness of the result. Specifically, we protect the test
data from the entity who runs the CNN inference, preserve
the model privacy from the entity who provides the test data,
and prevent any verifier who checks the result correctness
from learning private information either of the test data or of
the model. Most existing work protects the privacy either of
model or of test data depending on which one is treated as the
witnesses on the side of a prover. For example, Keuffer’s [14],
vCNN [12] and zkCNN [17] treat model parameters as the
witnesses to be proven, while in ZEN [13]], test data is witness
and model parameters should be shared between a prover and
a verifier. Although Madi’s [16] provides privacy protection
on the both sides, by leveraging homomorphic encryption
and homomorphic message authenticator, the work requires
a designated verifier. As requirement (a) mentioned, our work
considers a non-designated verifier, since each user as a verifier
is not designated in advance. Regarding requirement (c).
We improve the proving time for handling 2-D convolutional
operations on batches of filters and test data, as well as
aggregate multiple proofs for reducing verification cost. In
terms of proving time, Keuffer’s and VeriML directly ap-
ply the Grothl6 zk-SNARK [19] to the 2-D convolutional
operations between each filter and each input, resulting in
O(n? - m?) proving time. For such convolutional operations,
VCNN reduces the proving time to O(n? + m?) by firstly
transforming the original convolutional representations of a
sum of products into a product of sums representations, and
then employing the quadratic polynomial program (QPP) in
the original QAP-based zk-SNARK. ZEN also makes effort to
reduce the proving time by reducing the number of constraints
in the underlying zk-SNARK system based on a new stranded
encoding method. Essentially, ZEN’s encoding method can
be complementary to other zk-SNARK-based applications,
including ours, when encoding the original numbers into
finite field elements. Despite the effort, they do not consider
the batch case as we previously described. When handling
convolutional operations between M filters and Mn? input
data, we have O(Mn? - Mn?) proving complexity. It derives
from our two-step effort: first, we strategically represent the M
filters into a matrix of Mn? x Mn? and meanwhile reshape
the Mn? inputs into another matrix; second, we employ a
new quadratic matrix program (QMP) in the QAP-based zk-
SNARK, making proving time depend on the dimension of
matrices, i.e, Mn? x Mn?. Besides, the previous work does
not consider proof aggregation as our work.

Secure Outsourced ML Inference. Our work delegates
partial computation of CNN inference to a strong but untrusted
server, which relates to a long line of work about secure
outsourced ML inference. One of most relevant work starts
from CryptoNets, enabling CNN inference on FHE-encrypted
data. CryptoNets [39] inspires many follow-up schemes [38],
[40]-[44] that aim to improve accuracy, communication or

computational efficiency by carefully leveraging cryptographic
primitives, other than FHE [39], [45]. For example, Huang et
al. [44]] achieve efficient and accurate CNN feature extraction
using a secret sharing-based encryption technique, which
avoids approximating the ReLU function with a low-degree
polynomial that is needed by CryptoNets, and thereby ensures
accuracy. However, the integrity of outsourced computation
is out of the consideration of the above schemes. Similarly
targeted at the scenario of privacy-preserving outsourced com-
putation, another line of work studies a group of toolkits,
which may pave the way for achieving more complex privacy-
preserving ML. The toolkits support general operations of
integer numbers [46] and rational numbers [47]], as well as
enable large-scale computation [48]]; many ML-based applica-
tions usually contain such computation characteristics.

III. PRELIMINARIES
A. CNN Prediction

We present here a prediction process of a CNN model
on a step-by-step basis. The CNN model basically contains
two convolution (conv) layers and three full connection
(fc) layers in order; other layers between them include
activation (act) and max pooling or average pooling (pool)
layers, and the output layer is softmax layer. Notice,
complex CNN models generally contain the above layers.
Specifically, taking as inputs a single-channel test data
X which is a n X n matrix, e.g., gray-scale image, the
layer-by-layer operations can be conducted sequentially: y, =
fo(ffc(ffc(fpool(fact(fcmw(fpool(fact(fcon’u (X))))))))),
where f is the output function which selects out the maximal
value among the values outputted by the last /¢, determining
the prediction output.

We proceed to elaborate the layer-by-layer operations in
detail. Denote a m x m weight matrix W) in the kin
layer. (1) Convolutional Layer f<°*. Two dimensional (2-
D) convolution operations will be applied to input matrices
and weight matrices (also called filters). Here, we show a 2-D
convolution operation applying to two matrices X and w
with a (n —m +1) x (n —m + 1) matrix YV as output:

m—1m—1

>

1V =0,1Y =0

YVLi[] = X[i + U]+ 1] x WD),

where 4,7 € [0,n —m + 1) and the row (resp. column)
index of the weight is lgl) (resp. 151)), and the stride size is
1. The subsequent f¢°™ are done similarly, applying to the
previous layer’s output matrices and the weight matrices in
the current layer. (2) Activation Layer f®°. There are two
widely used activation functions, applying to each element
of the output matrices of f°™" in layer [, in order to
catch non-linear relationships. Concretely, the two functions
are fet(Y®[i)[j]) = maz(Y®[i][j],0) named the ReLU
function, and foct(Y®[i][j]) = m named the
Sigmoid function. (3) Pooling Layer fP°°.. Average pooling
and max pooling are two common pooling functions for
reducing the dimension of the output matrices in certain
layer k. They are applied to each region covered by a



m x m filter, within each output matrix of the previous fact
layer. Specifically, an average pooling function is done by
(Y®[0][0], ..., Y [m — 1][m — 1])/m?, and a max pooling
function is by max(Y ™ [0][0], ..., Y¥) [m—1][m—1)). (4) Full
Connection Layer f/°. In this layer, each output matrix of
the previous layer multiplies by each weight matrix, and then
add with a bias in the current layer. We will omit the bias,
for simplicity. (5) After executing the mentioned sequential
operations, f° outputs a prediction label I for X.

B. Non-Interactive Zero-Knowledge Arguments

Non-interactive zero-knowledge (NIZK) arguments allow a
prover to convince any verifier of the validity of a statement
without revealing other information. Groth [19] proposed the
most efficient zk-SNARK scheme, with small constant size
and low verification time. Our work leverages a CaP Groth16
variant to prove arithmetic circuit satisfiability with committed
inputs, parameters and outputs. We here recall some essential
preliminaries.

Bilinear Groups. We review Type-3 bilinear group (p, Gi,
Ga2, Gr, e), where p is a prime, and Gj, Gy are cyclic groups
of prime order p. Note that g € Gy, h € Gy are the generators.
Then, e : G x Go — Gp is a bilinear map, that is, (g%, h?) =
e(g,h)®, where a,b € Z,,e(g, h)® € Gr.

Arithmetic Circuits. Arithmetic circuits are the widely
adopted computational models for expressing the computation
of polynomials over finite fields F,. An arithmetic circuit is
formed with a directed acyclic graph, where each vertex of fan-
in two called gate is labelled by an operation + or x, and each
edge called wire is labelled by an operand in the finite field.
Besides, there are usually two measures for the complexity of
a circuit, such as its size and depth. Specifically, the number
of wires of the circuit determines its size; the longest path
from inputs to the outputs determine its depth.

Quadratic Arithmetic Program (QAP) [49] For an arith-
metic circuit with n;, input variables, n, output vari-
ables in F, (p is a large prime) and n, multiplication
gates, a QAP is consisting of three sets of polynomials
{L:i(X),ri(X),0,(X)}™, and a n,-degree target polynomial
t(X). The QAP holds and (ao, ..., an,, , Gm—ngs+1s -5 Gm) €
Fgm‘*"of is a valid assignment for the input/output variables
of the arithmetic circuit iff there is (an,;, 41,y Gm—n,,) €
Fp-min=mor such that Y0 ali(X)) - Yok ari(X) =
> oai0;(X) mod ¢(X). Herein, the size of the QAP is
m and the degree is n.,.

zk-SNARK. Groth16 [19] is a QAP-based zk-SNARK
scheme, enabling proving the satisifiability of QAP via
conducting a divisibility check between polynomials, which
is equivalent to prove the satisifiability of the correspond-
ing circuits. We figure out some major notations which
can pave the way for presenting Groth16 and our design
later. Concretely, we can specify the mentioned assignment
(@05 -3 nyps Qg 415 -y @) € Fpin et as statement st to
be proven, and specify (an;, +1, - @m—n,,) € Fp'~ """t as
witness Wt only known by a prover. Then, we define the poly-
nomial time computable binary relation R that comprises the
pairs of (st, wt) satisfying the denoted QAP {{l;(X),r;(X),

0i(X)}iepo,m), t(X)}. The degree of {I;(X),r;(X),0:(X)}
is lower than that of ¢(X). If R holds on (st, wt), R = 1;
otherwise, R = (. Formally, the relation is denoted as
R = {(st,wt) | st := (ag,...;an;,, Gmeng,41s s Gm ), Wt :=
(Anyp, 415 -5 Gm—n,, ). Associated to the relation R, we denote
that language L contains the statements that the corresponding
witnesses exist in R, that is, L = {st | Jwt s.t. R(st,wt) = 1}.

Based on the above notations, we are proceeding to review
the definition of a zk-SNARK scheme for the relation R.
Specifically, a zk-SNARK scheme is consisting of a quadruple
of probabilistic polynomial time (PPT) algorithms (Setup,
Prove, Verify, Sim), which satisfies three properties:

Setup(1*,R) — (crs,td): the Setup algorithm takes a secu-
rity parameter A and a relation R as inputs, which returns a
common reference string crs and a simulation trapdoor td.

Prove(crs, st,wt) — =: the Prove algorithm takes crs, state-
ment St and witness wt as inputs, and outputs an argument 7.

Verify(R, crs, st,m) — 0/1: the Verify algorithm takes the
relation R, common reference string Crs, statement St and
argument 7 as inputs, and returns 0 as Reject or 1 as Accept.

Sim(R,td,st) — 7': the Sim algorithm takes the relation R,
simulation trapdoor td and statement st as inputs, and returns
an argument 7.

- Completeness. Given a security parameter A, V(st,wt) € R,
a honest prover can convince a honest verifier the validity of
a correctly generated proof with an overwhelming probability,
that is, Pr{Setup(1*,R) — (crs, td), Prove(crs, st,wt) — 7|
Verify (R, crs, st, ) — 1} = 1 — negl(1*).

Computational soundness. For every computationally
bounded adversary A, if an invalid proof is successfully
verified by a honest verifier, there exists a PPT extractor £
who can extract wt with a non-negligible probability, that is,
Pr{3(st, wt) ¢ R, A(crs, st,wt) — =|Verify(R,crs,st,7) — 1
A E(crs) — wth = 1 — negl(1?).

- Zero knowledge. For every computationally bounded dis-
tinguisher D, there exists the Sim algorithm such that D
successfully distinguishes a honestly generated proof from
a simulation proof with a negligible probability, that is,
Pr{Setup(1*,R) — (crs, td), Prove(crs, st, wt) — T,
Sim(R,td, st) — 7 |[D(m, 7 ) = 1} < negl(1*).

Commit-and-prove zk-SNARK. We particularly empha-
size the capability of CaP zk-SNARK that is useful for our
scenario. The formal definition can be found in Definition 3.1
of [21]]. Essentially, the CaP capability allows a prover to con-
vince a verifier of ”C,1 commits to y* such that y* = F(z)
and meanwhile y% = Fy(y!)”.

Intuitively, we suppose C,, committed to an intermediate
model m of a computation and meanwhile the model m is
taken as input for completing subsequent computation, that is
m = F(x) ANy = G(m). We next explain how such capability
matches the features of our scenario: (a) Compression. Before
proving the correctness of a CNN testing, the CNN developer
(resp. testers) store commitments to the CNN model (resp.
test inputs). Herein, commitment is a lightweight method to
compress large-size CNN models and test inputs for saving
storage overhead. In terms of security, both the models and
test inputs are sealed as well. (b) Flexibility. Committing to




the CNN model in advance provides the developer with certain
flexibility that enables proving later-defined statements on the
previously committed CNN model over unexpected test inputs.
(c) Interoperability. The proofs corresponding to the process
of CNN testing are generated separately due to that a CNN
model is partitioned into separate parts, so commitments to
the CNN model will provide the interoperability between the
separately generated proofs (see Fig. [6] and Fig. [7).

IV. PROBLEM STATEMENT

A. Collaborative Inference

We take the CNN model described in Section [II-Al for
image classification as an example, and partition it into two
parts. We choose the first pooling layer as a split point, such
that the model can be partitioned into a part named PriorNet
Fym, = frocli(focti(feenvi(.))) and another part named Lat-
erNet F, = fo(f/(fIe(froot2 (fe*2(f"2(-))))))- Sup-
pose that the chosen split point is sufficiently optimized [28]]
or the model is pre-processed [29] for privacy protection,
which makes the outputs of the PriorNet not reveal private
information of its input data. The choice of the split point
depends on the model architecture. A general principle is that
the deeper layer a split point locates at, the less privacy will
be leaked. Besides, we note that PriorNet M; will be locally
evaluated and LaterNet M; will be delegated.

test input PriorNet LaterNet

compare

Leest
Leruen|

Fig. 2: Pipeline of PriorNet and LaterNet inference.

We now elaborate in Fig. |2| the pipeline of PriorNet and
LaterNet inference over a given test input encrypted under
a tester’s public key of homomorphic encryption. We note
that the corresponding label of the test input is not encrypted.
Concretely, PriorNet is privately performed by the developer.
It takes as input an encrypted test X.; € R4, and produces an
FHE-encrypted intermediate result YS) € R, as the output.
Since the homomorphic encryption cannot efficiently support
the operations beyond additions and multiplications [30], [39],
the activation layer within the PriorNet is approximated by a
2-degree polynomial function.

Successively, YS) s plaintext Y® will be fed into the
LaterNet Fj, whose computations are delegated to a service
provider. We can leverage the re-encryption technique to let the
service provider obtain the plaintext Y®). Since the compu-
tations are conducted on plaintext domain, the later activation
functions remain unchanged. Finally, LaterNet outputs the
prediction result ligs;. The service provider proceeds to com-
pare the previously given true label [y With liest, and returns
an equality indicator O or 1. For a batch of test data, he would
count the number of 1 indicator, and return a proportion of
correct prediction. For the case of using a posterior probability
vector as a prediction output, we determine the indicator value
according to the distance between the prediction output and
the corresponding truth.

,"n_,
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B. Basic Workflow

We consider four main entities—public platform (PP),
model tester (MT), model developer (MD) and service provider
(SP) as demonstrated in Fig. [3]

Public Platform (PP)

o commit

1@

dawnlaad

a output

O rriornet inference @ LaterNet inference
Fig. 3: Scenario overview of pvCNN

Specifically, the PP in real world may refer to a publicly
accessible and online platform, which can be maintained by a
set of computational nodes. On the platform, an MD is allowed
to advertise his/her pre-trained CNN model by announcing
some usage descriptions and model performance, so as to
attract users of interest for earning profits, while an MT can
provide test data for measuring the model performance. In
order to establish trust among the MD, the MT and future
users in the scenario, the pvCNN wants to enable verifiable
announcements on the public platform, that is, any future user
is assured of the truthfulness of model performance without
learning any information of either private model parameters
or test data. We note the MD can delegate computation-
consuming tasks to the powerful SP.

The basic workflow around the entities is shown below:
O MTs freely participate in the platform and commit to the
test data. They also store encrypted test data by using a leveled
FHE (L-FHE) scheme [50] on the publicly accessible server.
® The MD splits his CNN model into a private PriorNet which
is kept at local device, as well as, a public LaterNet which
is sent to the SP; After that, he generates two commitments
to the PriorNet and LaterNet, and sends them to the PP.
©® The MD downloads the ciphered test data. @ The MD
evaluates the plaintext PriorNet on the encrypted test data
and generates a proof of executing the inference computation
as promised. © The MD sends the encrypted output of the
Step @. Note that the encrypted output can be transformed
into the ciphertext under the SP’s public key via re-encryption.
® The SP successively runs LaterNet inference in the clear
by taking the plaintext output of PriorNet inference as inputs,
and proves that LaterNet is executed correctly with the true
inputs and meanwhile LaterNet is consistent to the committed
one. @ The SP submits the final test results (e.g., classification
correctness rate) to the platform, and distributes proofs to the
decentralized nodes for proofs aggregation and validation.

C. Threat Assumptions

Model Developers. We consider CNN developers are un-
trusted; they can provide untruthful prediction results, e.g.,
outputting meaningless predictions or using arbitrary test data
or CNN model. They can also be curious about test data during
a CNN testing. Note that our verifiable computing design
does not focus on poisoned or backdoored models [51], but it



greatly relies on multi-tester test data to probe the performance
of CNN models in a black-box manner. Recently, SecureDL
[52]] and VerIDeep [53] resort to sensitive samples to detect
model changes, which can be complementary to our work.
Service Providers. They can be computationally powerful
entities, and accept outsourced LaterNet from developers.
Despite service providers’ powerful capabilities on computa-
tion and storage, we do not trust them. They can try their
best to steal private information with regard to PriorNet and
test inputs. They even incorrectly run LaterNet and produce
untruthful results due to machine disruption. Service providers
can also collude with a developer to fake correctness proofs,
with respect to the independent inference processes based on
a splitting CNN, aiming to evade verification by later-coming
users. But the service providers cannot obtain PriorNet by
colluding with the developer, since the developer has no
motivation. Similar to previous studies [15], [16], we do not
account for hyper-parameter extraction attacks through side-
channel analysis [54], [55] from service providers in our
research. Instead, we assume hyper-parameters to be pub-
licly accessible in our setting. Moreover, there are defensive
methods available [56] to mitigate such side-channel analysis
attacks .

Model Testers. Testers are organized via a crowdsourcing
manner. We consider that the testers are willing to contribute
their test inputs for measuring the quality of the CNNs. A
tester’s test inputs concretely contain a batch of data on an
input-label basis. We assume the original inputs need protected
but their labels can be public (refer to encrypted inputs and
plaintext labels in Section [[V-A). We also assume each
label is consistent with the corresponding input’s true label,
considering currently popular crowdsourcing-empowered
label platforms.

Public Platform and Future Users. We assume both the
public platform and future users are honest. Users have access
to all of data (not including model parameters or test data)
uploaded to the platform and the data cannot be tampered.
Finally, we assume that all entities communicate via a secure
authenticated channel.

V. CONCRETE DESIGN

This section will introduce how to generate publicly
verifiable zk-SNARK proofs for CNN testing based on L-
FHE and collaborative inference. We will present high-level
ideas in the subsection[V-A] We then illustrate the optimization
for 2-D convolutional relations in the subsection In the
subsequent subsection[V-C| we generate zk-SNARK proofs for
a whole CNN testing process in a divide-and-conquer fashion,
and aggregate multiple proofs in the subsection

A. High-level Ideas

On top of the scenario of testing PriorNet and LaterNet
with encrypted test data from testers, we want to generate
zk-SNARK proofs for convincing any future user that (1) the
model developer correctly runs PriorNet on the ciphered test
data and returns the ciphered intermediate result as output; and
(2) the service provider exactly takes the intermediate result as

input and correctly accomplishes the successive computations
of LaterNet, which produces a correct result. Meanwhile, any
future user does not learn any information about the model
parameters, the intermediate result and the test data.
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Fig. 4: Overview of proof generation. See the column of
function, we use a 2-degree polynomial to approximate the
ReLU function in the PriorNet Fy,.

Most importantly, we make two efforts to improve
proving and verification costs, by reducing the number
of multiplication gates and compressing multiple proofs,
respectively. For ease of understanding, we firstly introduce a
roadmap of proof generation, and then particularly emphasize
our two efforts during proof generation. As shown in
Fig. @] the roadmap of generating QAP-based zkSNARK
proofs is: a) compiling the functions of the splitting CNN
testing into circuits, b) expressing the circuits as a set of
QAPs, ¢) constructing the zk-SNARK proofs for the QAPs,
and d) generating commitments for linking together the
zk-SNARK' proofs which are constructed separately. Based
on the roadmap, our main efforts include: (A) Optimizing
convolutional relations for b) (see Section [V-B). We
allow matrices in constructing the QAP, leading to quadratic
matrix programs (QMP) [31]], which is inspired by vCNN
[12]’s efforts of applying polynomials into QAP (QPPs,
quadratic polynomial programs [57]). Our QMP can optimize
convolutional relations, considering a convolution layer with
multiple filters and inputs can be strategically represented by a
single matrix multiplication operation. The operation of matrix
multiplication then is complied into the arithmetic circuits in
QMP with only a single multiplication gate. As a consequence,
the number of multiplication gates dominating proving costs
is greatly reduced, compared to the previous case of using the
original expression of QAP. (B) Aggregating proofs for c)
(see Section [V-D). We enable aggregating multiple proofs for
different statements respective to test datasets over the same
QAP/QMP for the same CNN model. The single proof after
aggregation then is validated by a secure committee and the
validity result based on the majority voting will be submitted
and recorded on our public platform. In such way, any future
user only needs to check the validation result to determine
whether or not the statements over the CNN are valid.

B. Optimizing Convolutional Relations

As demonstrated in Eig.ﬂ we C?nsider 2-D convolution
operations between Mn? anmount of n X n input matrices

and M amount of m X m convolution filters (herein,
M > mn), which produces M 2n? filtered matrices of
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Fig. 5: Matrix multiplication for convolution operations. We
transform the convolution operations of M weight matrices
and Mn? input matrices (demonstrated on the top) into the
matrix multiplication operation between two square matrices
of Mn? x Mn? (demonstrated on the bottom).

(n—m +1) x (n —m + 1), by setting the stride 1.
Specifically, by computing the inner products between each
input matrix and each filter matrix, Vi,j € [0,n — m]

and £k € [0,M — 1], it can be expressed as:
T - m—1,m—1 . .
Yk[l]b} = 1,=0,l.=0 X[ + Ll + 1] x Wk[lTWC]'

Obviously, the multiplication complexity of such inner
product computation is O(n? - m?). Note that there are
M - Mn? amount of such set of Y, with respect to Mn? inputs
and M filters. Thus, O(M - Mn? - (n? - m?)) multiplication
gates in QAP-based circuits are needed for handling Mn?
inputs and M filters. Since the proving time depends on the
number of multiplication gates, a proof generation process
for 2-D convolution operations becomes impractical.

Now, we seek for improving proving efficiency by reducing
the multiplication complexity to O(Mn?- Mn?). The very first
step is to represent the inner products between the Mn? inputs
and M filters with a single matrix multiplication. Concretely,
we show a concrete example of the representation in Fig. [3
First, given Mn? amount of n X n input matrices {X}, they
are reshaped into a square matrix X" of Mn? x Mn?. Second,
another square matrix W” of the same dimension can be
constructed by packing the M filter matrices in a moving and
zero padding manner. As a result, the multiplication between
the two square matrices produces a square matrix Y™ of
Mn? x Mn?, which can also be regarded as a reshaped matrix
from the original M - Mn? amount of output matrices. Based
on such representation, the two square matrices W™ and X" of
the matrix multiplication can later be the left and right inputs
of an arithmetic circuit with only one multiplication gate. We
proceed to express the above circuit with our new QMP by
using matrices in QAP, which follows the similar principle of
using polynomials in QAP [57].

QMP Definition [31]]. For an arithmetic circuit with n;,
input variables, n,; output variables in M‘SX& and n, multipli-
cation gates, a QMP is consisting of three sets of polynomials
{Li(x), Ri(x), 0;(x)}*, with coefficients in fo‘; and a
n.-degree target polynomial t(z) € F,[z]. F, is a large
finite field, e.g., 2254 The QMP computes the arithmetic

circuit and (Ag, ..., Ap, s Ao, t1s -, Am) € MSX‘; is valid
assignment for the n;, + n,: input/output variables iff there
exists m — n;, — ne coefficients (Ap,, +1,-.sAm—n,,) €

Mf;; for arbitrary X € MEX‘; such that ¢(z) di-

vides p(z,X) = tr{XT 3" A;Li(v)) - Y0t  AiRi(z)} —
tr{X” -7, A;0;(x)}. Herein, tr means the trace of a square
matrix, and the degree of the QMP is deg(¢(x)). We note
that each wire of the arithmetic circuit is labeled by a
square matrix A; € MfFXp‘; Suppose that the arithmetic
circuit contains n, multiplication gates, and then t(z) =
Hf;gl t(x — x,). With regard to a multiplication gate x,.,
its left input wire is labeled by Yot o AiLi(x,)), right input
wire is labeled by Y." A;R;(z,)), and the output wire
is > AO;(xr)). We note that the multiplication gate is
constrained by tr{X” Y"1 A;Li(z,)) - S AiRi(z,)} =
tr{XT 27;0 A;O; (SCT)}

QMP for Matrix Multiplication Relations. As we in-
troduced before, we can represent convolutional operations
as matrix multlphcatlon Y = W' x X", where Y, X"
and W' € Mfmg XMn® g g noteworthy that we can use
advanced quantization techmques to transform floating-point
numbersm of 8-bit precision into unsigned integer numbers in
[0,255], which adapts to a large finite field. Now according
to the QMP definition, when the matrix multiplication com-
putation is expressed by the arithmetic circuit over matrices,
the corresponding QMP is {Lw(z), Rx(z),Oy(x),t(x)} of
the arithmetic circuit. Herein, there are three input/output
variables, and the degree of the QMP is one.

Similarly, we can apply our above idea into full connection
operations, and finally the operations can also be expressed
with similarly low-degree QMP.

C. Proof Generation for a Whole CNN Testing

This section elaborates how to generate proofs based on
the CaP zk-SNARK for ensuring the result correctness of
executing PriorNet and LaterNet. The proofs convince an
arbitrary user that PriorNet is correctly evaluated on the
ciphered test inputs, and subsequently, LaterNet is correctly
performed by taking the clear outputs of PriorNet as inputs,
yielding correct results. We note that the processes of proof
generation for the PriorNet and LaterNet are slightly dif-
ferent. For PriorNet, the values, such as weights, test inputs
and outputs, are represented as polynomial ring elements,
and we follow Fiore et al.’s work [22]] to generate proofs
for the computation over polynomial rings. For LaterNet,
we generate zk-SNARK proofs for the computation over
scalars. We will begin with relation definition, and then present
concrete realization for generating proofs. In light of the nature
of layer-by-layer computation of model inference, we will use
a divide-and-conquer method to generate zk-SNARK proofs
for each separate layer, and combine them as a whole via a
commit-and-prove methodology.

Let us define some notations at the beginning. We let
MPoly.Com be a polynomial commitment scheme from [22].
We denote ckpy and ckyy are the commitment keys used for
committing to the PriorNet and LaterNet; rpy, ryy are non-
reused commitment randomnesses. Cyy, ., means the commit-



Step 1: to prove that the prover knows the openings of the commitments in st;?,\}
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Fig. 6: Layer-by-layer relation definition for PriorNet.
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Fig. 7: Layer-by-layer relation definition for LaterNet.

ments to the inputs, weights, intermediates of M; while Cy,
represents the commitments to the weights and intermediates
of M2.

Relation Definition. We define the relations Rpy and Ry
with regard to PriorNet and LaterNet execution correctness:

Ren == {(sten = (Cwm, s Cx r(l),Y ), ckpn),
wtpn = (M1 ea, Xer, Ten)) | Yo M = Wm) ® Xr(l)
A{Y“”[ 113 = (VP B + Yol =
T(S) = oY 7(2))
ACML&, = MPoly.Com(M; .4, ckpn, rpN)

NCx,, = MPO|yCOfTI( T( ) CkpN,rpN)},

RN = {(Stin = (Cyr®), Oy s Liest, CkLN),

wity = (Y'®) My, riy)) | Y = wr®)  y7®)

MY ][] = maz (YO [i][j], 0)} Ma M1
AYT(6) — favg(YT(5))
AY" (D = yr(©) » wr(D
AY™®) = y(D)  wr®)

A Lest|§] = argmax(Y"®)[4])
A Cyrizy = MPoly.Com(Y"®), ckin, rin)
A Cm, = MPO|y.Com(M2,CkLN,I‘LN)}.

Besides the relations, we further define layer-by-layer relations
for proving the layer-wise computations of the Rpy and Ry in
Fig.[6|and [7] In Part 1, the layer-wise computations of the Pri-
orNet performs in an encryption manner, so we define the re-
lations to be proven with Setp 1 and Setp 2, as guided by the
work [22]. In Part 2, the LaterrNet runs in a plaintext setting,
so we define the corresponding relations similar to the above
Setp 2 (not needing Setp 1). Lastly, in order to combine
the layer-wise computations as a whole, we also denote the
relations for ensuring that starting from the second layer, each
layer’s inputs are consistent with the former layer’s outputs.
With the relations, we proceed to generate zk-SNARK
proofs accordingly. At a high level, the computations of the
PriorNet and LaterNet are proved correct iff both of binary
relations Rpy and Ry return 1, which means Rpy and Ry
hold on the corresponding pairs of statement and witness
(st,wt). For Rpy, we generate publicly verifiable proofs that
Y;Es) is computed correctly in an encryption manner, with
the trained parameters of PriorNet M, .4 and ciphered test
inputs X ( ) through the sequential computations mentioned
in the RPN In the relation, the witnesses M; .4 and Xr(l)
committed using the key ckpy, and the generated commitments
plus Y;g?’) are treated as the public statement. For Rin, we
generate proofs that LaterNet takes the correct plaintext Y" )
and returns the correct inference result l;.s; by conducting
the sequential operations included in the R|y. Similarly, the
witnesses My and Y'®) are committed using the key ckin,




and then the commitments and the execution result are public
statements. The processes of proof generation for Rpy and Ry
are conducted separately, since the two parts PriorNet and
LaterrNet are executed by different entities. After completing
the proofs for the two parts, we link the proofs together by
additionally proving that the output of the PriorNet is exactly
equal to the input of the LaterNet.
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22: call MPoly.Com(ck®?, x””) — Gy = (CL,, C2,)
23: call MPoly.Com(ck®’ YT(I)) — cy o= (cy K C2)
24: Cf o = (Cur - G - Cyk) CEe = (Ca- ka Cow)
L —Lq(k
25: T(x,y) = LD len)
2:g =11, ab & 7,
27: call MPoly.Com(ck®!, T(z, y)) — Cr:
sde~1.de—t, Low— pi—1gig
_TT<_ZPCT1_hTTgf0@ o,o Litt,j ,
de—1,de—1t,12 PR
cl = h7T§Et 0,i=0,j=0"" 1+t7j’“ ls ”,
- Cr:= (CTv C’%)
28: U = e(h®g®, g%). e « HASH(CL, , CL, &, Cr, U, k).
29:0 =a—(rL; ,k—7TL;)-emod ¢, 7 = b—rr-emod g, T = (Cr,e,0,7)
30: MUnIEv-IL.Verify(ck“*, C, , Cx, Cy k., Cr, k, 1) — 0/1:
31: by = (e(CLl,g ) == e(C{|,97)); b := (e(Cx, g%) == e(CK, 97));

32:b (E(ka, ) == e(Cq 1, 97) A e(Ci . 9%) == e(C5 1y 97)
/\e(cy k 9°) == e(C?k,g ))s

33 ba = (e(C, g%) == e(C3,9)):

34 H _e(CT,gl/g*k) e(cll/cll w07 G = ha/R,

35:U = e(h%57, g*) - H®,

36: b5 := (e == HASH(Cv,, Cv, %, Cr, U, k));

37:b:(b1/\b2/\b3/\b4/\b )—)0/1

Fig. 8: Generating zk-SNARK proofs for relation Rg,}l

Step 2 CaP zk-SNARK Proofs over QMP
IIst=(W_, (1) X;illz, Y'(l)) i0 =m = 3; QMP=(L(z),R(z),0(x).t(x)) )
Ip(x,Z) = tr{ZT~L(:1:)~R(:1:)}—tr{ZT -O(z)} = h(z,Z)t(x),VZ € M’(Zp">
1: AC-TL.Setup(1*, QMP)— crs:

2
2: (e, B,7,0,1,2) < Zp, L + ME;L:)’w, g,h + G

s s n m BLi(3)  aRi(2)

3icrs = (g,h, g%, g hP 07, g% h°, g% g7, {OP; =g 7+ .g 7 -
0,(2)

g 7 g:o)

4: AC-TI.Prove(crs, stwt)— Trle 2
50 L(x) = Wi - Lw(2): R(2) =X\ Rx(2): O(z) = Y1) - Oy(2)
2T L(z)

6: (t,s,v) & Zp, A= g% - g%, B :=hP . RB() R,
—tsé

7. C 1= gh(=BHR/8 s (B . gR() . gbsyt g g/,
82T L(2) aR(z) 2T 0(2)

8:D:=g 7 g 7 g vn/v,
BL(z aR(2) O(z)

9 d1:g g g“"”,dz:g gt ds =g gt

10: CL (dl,dz,dg)7 ﬂ'L
11: AC- H.Verify(crs, Trflz) —0/1:
12: b := (tr{e(A, B)} == tr{e(g%, h?) - e(D,hY) - e(C, h®)}) — 0/1.

(ABCDCle)

Fig. 9: Generating zk-SNARK proofs for relation R33 [L1].

Proof Generation for Rpy. As described before, the relation
Rpn defines that PriorNet is performed in an encryption
manner, by taking the encrypted inputs X;gl) in ring field
Zgz](z% + 1). To prove it, we adopt the methodology of
efficient verification computation on encrypted data by Fiore et
al. [22]. We then integrate it with the aforementioned CaP zk-
SNARK from Groth scheme [21] for proving the satisifiability
of QMP-based arithmetic circuits that are used to express
convolutional operations.

Following Fiore et al., there are two steps for completing
the proofs. With respective to the relation RPN, Step 1 is
to prove the knowledge of the commitments to test inputs,
trained weights of L;, and intermediate outputs, by proving
simultaneous evaluation of multiple ring field polynomials on
a same pomt as demonstrated in Fig. [§] With respective to the
relation Rp[L,], Step 2 shown in Fig. [9)is to prove the arith-
metic correctness of the matrix multiplication computation
with our idea of using QMP. The proofs in Flg ] contains the
commitments to the QMP, and they are CL k= = (dy,ds,ds).

For another relation R5%[Lz, Ls], the computation conducted
in the two layers involves a 2-degree polynomial evaluated on
Yggl) and subsequently an average pooling function. Hence,
we remain using the QAP-based circuit to express them,
instead of QMP-based one, and generate proofs by directly

leveraging the CaP variant of the Groth scheme [21].

Proof Generation for R n. We previously describe in the
relation Ry that LaterNet is executed over scalars instead of
polynomial rings, due to all of the data here are plaintext.
Hence, Step 1 is not needed and we directly adopt the
above Step 2 to prove the validity of the relations regarding
the LaterNet. Notice, before proof generation, we express
matrix multiplication operations in Rin[L4] and Rin[L7,Ls]
using QMP-based arithmetic circuits, while expressing non-
linear operations in Ry n|[Ls, Lg] and Ry n[L,] using QAP-based
arithmetic circuits.

Proofs Composition. We now need to combine the

previous layer-wise proofs together by following the commit-
and-prove methodology. Concretely, we need to prove two



CPjink proof for Rk

wif) | Rw A Rx ARy}
: CPjink.Setup(1*, ckpn., R',';'}j‘)—> crs'ink.

: build ¢k from cken, cki,

: call [T/, .Setup(ck )— crs‘ink

1: build R := i(st',‘;’}fj,
2.
3
4
5: CPjnc.Prove(crs™, C|_11 s Cﬁl,k,rpN,WT(l) x7( YT(l))—> fink,
6
7
8
9

ed,k’> Tet,k’

: build C from C’L1 P C’L1 ®
: build wt from rpy,W2G') XZ() y (L)
ceall T, Prove(crs""k C W= crs
‘ ; '
: CPjing. Verify(crs™, Cﬂlﬁk, CLl,k)—”Thnk):

10: call [T/, .Verify(crs"™, C)— '™

hnk

Fig. 10: Generating zk-SNARK proofs for relation R',L”,\T.

commitments of two successive layer proofs open to the
same values. One of the commitments may commit to the
inputs of a current layer while another one may commit
to its previous layer’s outputs. Taking two separate proofs

751 and T 2 as an example, we ensure the commitments
CL k and C’L are opened to the same value, i.e.,
Rllnk — {( tllnk — (CLl,k:’OLl kakPNackLl) thlnk

(Wlﬁlk)v XezE k)’ Ygilk)» PN TpN)) | CLl,k =
MPoly.Com (W ,g,xegl,g,yggl,g,rm,ckpm AL, =
MPoly.Com(W ZE%,XS?,Y;S& PN,ckLl)}. Note  that

they are Pedersen-like commitments. We make use of the
previously proposed CaP zk-SNARK CPjink [21] to composite
two separate proofs by proving the validity of the relation
R"”k Also, the similar methodology can be applied into
other-layer relations for linking the proofs regarding any
two subsequent layers. The key idea of the methodology is
to reshape the computation of Pedersen commitment into
the linear subspace computation. Concretely, the relation

of proving Cj, = (line 21 of Fig.

ﬁ ns
and d; = g~ Sy (line 9 of Fig. Iél) committing
to W‘:((ill)C is transformed into the linear subspace relation

lne

-1
Tw,k 1=0
thl

Cegthew

B
~Wo v,
g " g 1/

g%wl . g/l)n/’y

Rw:C=ck -wt=
12 1
ooy Tw
hTW‘kgO.,’i 0
ckegUnew) X (Fewt2) wtez!! mewt2)
/_/%
B
0 9% g7 0 0 Tw.k
0 700 g v
L vy
g g e
= X
7 8 Wi
0 g~ 0 0 .. e
h O
90,0 90,12.,,-1) Wz, 1)

Similarly, we can deduce relatlons Rx and Ry for proving
C! 1, and dy committing to XY and Cy 1  and d3 committing

et k>
to Ymg k), respectively. As a result, we represent the former

RIK as RINK = {( (stin wtink) | Rw A Rx A Ry}. Then, as
demonstrated in Fig. |1 the proof 7"k for such a relation is
generated by leveragmg CPhnk that calls a scheme for proving
linear subspace relations Rw, Rx and Ry.

D. Aggregating multiple proofs

Due to that a CNN model is tested with the test data
from multiple testers, there are multiple proofs with respect
to proving the correctness of each inference process. For
ease of storage overhead and verification cost, it is desirable
to aggregate multiple proofs into a single proof. Besides,
ensuring the verification computation as simple and low as
possible can make our public platform more easily accessible
to a later-coming user. To the end, this section proceeds to
introduce the algorithm of aggregating multiple proofs.

Relation Definition. Suppose there are n; CaP proofs
{ﬂ'm’i = (szBzaCzaDz)}ze[nf] w.rt a CNN m which is
tested by n; testers. We define the aggregation relation that
the multiple generated proofs are valid at the same time:
Rage = {(Stage, Whyeo) | {AC-T].Verify(vk™, 7™ st™) —
1}ie(n,)}- Here, VK™ is the verification key, extracted from
the common randomness string in the Setup algorithm, and
VK™ = (g%, h?, {OP;}{_,, 7, h’). We note that vk" is the
same for the different statements {st™"}c[n,)> each of which
contains st™" = (a;q,...,a;;). ™™ is the proof for the
statement st™* based on the different test data and the different
intermediates during the computation of m.

Proof Aggregation. With the defined relation, we are ready
to provide a proof for it. A crucial tool to generate such a
proof is recently proposed SnarkPack [32]. The external effort
for us is to extend this work targeted at the original Groth16
scheme [19] without a commit-and-prove component to our
case, that is, the proofs based on the CaP Groth16 scheme [21]]
as well as our QMP-based proofs (see Fig.[9). As shown in line
18 of Fig. [T1] we additionally compute a multi-exponentiation
inner product for {D;};c[,,) of the multiple proofs, which is
similar to computing the original {C;}ic[,,]- As a result, we
enable a single verification on the aggregated proof magq for
a later-coming user who is interested in the model m that is
tested by n; testers.

VI. SECURITY ANALYSIS

Theorem 1. If the underlying CaP zk-SNARK schemes are
secure commit-and-prove arguments of knowledge [],, the
used leveled FHE scheme L-FHE is semantically secure and
commitments COM are secure, and moreover a model is par-
titioned into PriorNet and LaterNet with an optimal splitting
strategy, then our publicly verifiable model evaluation satisfies
the following three properties:

Correctness. If PriorNet Fy, runs on correctly encrypted
inputs Xy and outputs Y(t), and meanwhile, LaterNet Fy,
runs on the correctly decrypted Y®) and returns liost, then
liest = Fyr, (Y®)) and YS’) = Fy, (Xet) are verified;
Security. If a PPT A knows all public parameters and public
outputs of [[,, L-FHE and Com, as well as, the computation
of Fy, and Fyy,, but has no access to the model parameters
of Fu,, it cannot generate l,g; which passes verification but
lest # Fu, (Y(S));

Privacy. If a PPT A knows all public parameters and public
outputs of [[,, L-FHE and Com, as well as, the computation



Aggregating multiple CaP proofs
1: SnarkPack.Setup(1*, Ryge) — CrSagg:

2: obtain g and h from crs; a, b <i Zyp
3: generate commitment keys ckiwo and ckone:

n-1 n 2n—1
4 v = (h,h", . R ), W = (g%, 79 )

o b pn—1 R pn
5. v3 = (h,h’,...,h ), ws = (g% ,...,g" )
6: ckwo = (U1, U3, W1, W2), ckone = (vi,vz)
/lcall a generalized inner product argument MT_IPP (see Section 5.2 of [32])
7: MT_IPP.Setup(1™ Ryt)—> CrSyr
8: Crsagg = (vk™, ckiwo, ckone , CrSMT)
9: SnarkPack.Prove(Crsagg, {St™" }ic(n,], {m™ " tiein,)):
10: /fcommit to {A;}icin,) and {B;}ien,) using ckwo
at] 2
1:C1oap = e(Ao, h)owce(An, 1, b ).e(g®”, Bo)e(g® " By 1)
12: Co_aB = e(Ao, h)...e(Bn, - 1, h? ). .e(gb/,Bo)...e(gb ,Bn,-1)
13: //commit to {C'; }ie[n,] and {D }LE [ny) Separately using ckone
1
14: Co = e(Co, h)...e(Cry—1, b > Cc = e(Co, h).e(Cry 1, 1" )
15: Cp = e(Do, h)...e(D ), Cp = e(Do, h)...e(Dp, 1, k")
16: //generate a challenge
17: 7 = HASH({st™ " }i¢(n,}, C1-aB, C2—an, Co, CD), 7= (r,
18: Tap =11 " e(Ai, B))"™ To = [0 1(C)™, Ip =TT, (D))"
19: |\/|T_|F’F’.PI‘OVG(CFSMr7 Cl—AB7 (72,14}37 Cc, CD, IAB7 Ic, ID,
(Ai, Bi, Ci, Di)icny)s T) = Tt

21: magg = (C1-aB,C2-aB,Cc,Cp,1aB,Ic,Ip, mmT)
22: SnarkPack.Verify(vk™, crsyr, {stm*i}ie[nt] , Tagg) — b1 A bz

23:MT_IPP.Verify(crsyt, C1—ap,Co—aB,Cc,Cp,Iag,Ic,ID, T, 7"'MT)
b1

24: (Inp = e(g® oitgt

n—1

ng—1, 1

el

7

—

st —1Lit

"R e(I =0 T B e(Io, hY)) = ba

Fig. 11: Generating zk-SNARK proofs for relation Ragg.

of Fy, and Fy,, but has no access to the model parameters
of Fy,, it cannot obtain any information about the clear X.

We recall that a secure CaP zk-SNARK scheme should sat-
isfy the properties of completeness, knowledge soundness and
zero-knowledge; a secure commitment should be correct, hid-
ing and binding, and a secure L-FHE scheme satisfies semantic
security and correctness. Now we are ready to analyze how
the three properties of correctness, security and privacy can be
supported by the underlying used cryptographic components
of our publicly verifiable model evaluation method. Notice,
as we mentioned in Section [[TI-A] the proof generation for
Rpn needs an additional step (namely Step 1 in Fig. , since
Rpn relates to encrypted computation. Ry only needs Step 2,
relying on the completeness, knowledge soundness and zero-
knowledge of the underlying CaP zk-SNARK scheme [21]].
Our following analysis is exactly for Rpy.

The correctness property relies on the correctness of L-FHE
and commitments, and the completeness of the underlying
CaP zk-SNARK schemes. We employ a widely-adopted L-
FHE scheme [50] which has been proved correct. For CaP
zk-SNARK schemes, our designs use (a) Fiore et al’s CaP
zk-SNARK for simultaneous evaluation of multiple ciphertexts
generated by the L-FHE scheme [22] (see Fig.[8), (b) the CaP
Groth16 scheme [19], [21]], (¢) our QMP-based zk-SNARK
derived from the CaP Groth16 (see Fig. [9), and (d) the CaP
zk-SNARK CPji« for compositing separate proofs [21] (see
Fig. [10).

Based on Theorem 10 of scheme (a) [22], we deduce
the correctness of zk-SNARK proofs for relation Rgy by
direct verification (see Fig. [§). Specifically, if CL1;§X are
correct commitments, and for Ly (z,y) = W(z, y) + X(z,y) +

Y(z,y) = 1l¢,jxiyj and random point k € Z,,

e Lo —
Zi:o,j:o

s,t € Zp, the following formula holds,

Li(s,t) — Ly (k, t)
(s —k)

= [(LI,O(S) . to + ...+ L1,133W71(s) . tlr?ewfl)i
(Lio(k) -t° 4+ ... + Ll,l,?cwfl(k) . tlfew—l)]

T(s,t) =

(s —k)
=[(loo(s — k) + ... + Lo, o(s™ — k%)) - t° + ..+
2
oz, —1(s = k) + o+ 1g 2 _y(s% — k) - the 1]
(s —k)
12, 1d.—
j=0 t=0 =0

Note that Ct correctly commits to T(s,¢), then given
ol = (C’T7 e,0,7), a verifier can compute U which is equal
to e(h?g’, g ) (see line 28 in Fig. [§) by

U=e(h’g,g") e(Ct,g /9" )% e(CL/CL 1o g

o * rr=T(s, *(s—k h"T
=e(h°F,g") - e(WTg" D, g )% e e g9

gL 1(s,t)
=e(h?g",g") - elh, g*)erT(sfk) . )eT(s ) (s—k)
e(h,g*)"eTTTTR)

e(g,9”

e(g, g*)—e(l-l(s,t)—l-l(kyt))

= e(h,g*)7 - e(h,g")° =T - e(g, g") O
e(g,g )eT(s ) (s—k) . e(g7 g*)—e(Ll(s,t)—Ll(k’,t))

=e(h,g")" - e(g,97)" -1

=e(hg’, g").

Based on Theorem H.I. of scheme (b) [21]], we proceed to
derive the correctness of our QMP-based zk-SNARK groofs
for relation RPN[Ll] (i.e., scheme (c)) by verifying 7}

(A,B,C,D CL )» where CL o Wwill be used in CPL,nk
Specifically, a verifier needs to verify that (x) tr{e(A, B)} =
tr{e(g®, h”) - e(D,hY) - e(C, h%)}, where

tr{e(A, B)} =tr{e(¢” - g 2T L)
= 6(97 h)tr{(a+ZTL(Z)+5t)(5+R(z)+5S)}

6t hB hR(z h55)}

= ¢(g, h)(@HIDB+RE)+E)HAZT L() (B+R(2)+69)}

=e(g,h) (a+3t)(B+R(2)+68)+B2ZT L(2)+t{ZT L(2)R(2)}+65s27 L(z) 7

(D,hY) - e(C,h°)}

82T L(x)+aR()+2T0(z)+vn
Y

tr{e(g”, h”) -

=tr{e(g,h)*” - e(g )
h(z,Z)t(2)/5+(a+ZT L(2)+6t)s+(B+R(2)+8s)t—tss—vn /8 hé)}

~e(g
= e(g, h)a6+5ZTL(z)+aR(z)+lr{ZTO(z)}+vn

T 2
e(g, h)"E D@ 2T L) +80) 57+ (34 R(2) +90) 7197 —unm

Due to p(z,Z) = tr{ZT - L(z) - R(x)} —tr{ZT - O(2)} =
h(zx, Z)t(x), formula (%) holds.

The presentation of the correctness of schemes (b) and (d)
is omitted, as they can be directly found in [21].

The security property relies on the correctness of L-
FHE, and the knowledge soundness of CaP zk-SNARK
we leveraged. The correctness of L-FHE ensures that
vy favg(fact(fconv(x;gl)))) decrypts to v

et

fave( paet( peov(xr(L)) For the knowledge soundness of our



two-step zk-SNARK proofs (Fig. [§] and Fig. [9), we rely on
the knowledge soundness of the two schemes (a) and (c¢), and
assume an adversary can black-box query a random oracle
HASH. We next analyze it specifically for the first layer L
from two aspects.

On the one hand, based on the knowledge soundness of
schemes (a) and (c), if any adversary A can provide valid
proofs with regard to layer-by-layer computations, e.g., 75"
and 752 for L,, there exists an extractor who is able to
output the witnesses satisfying the corresponding defined
relations RSY,Roy[Li], with all but negligible probability.

Particularly, the knowledge soundness of scheme (a) gives us

12,—1 - - i1 iy s
that T(s,t) = 3= oS ety sk st s correct

evaluation value in the random point k& of the polynomial
L1 (z,t); the knowledge soundness of scheme (c) gives us that
tr{ZT - L(z)  R(2)} —tr{ZT - O(2)} = h(z, 2)t(2).

On the other hand, the remaining probability A can cheat
is that W(z,t) © X(z,t) — Y*(z,t) is a non-zero polynomial
while W(k,t) © X(k,t) — Y*(k,t) = 0 (meaning Yzz(l) =
W'Y o X)), which is negligible in L. This depends on
that we ensure parameters ¢ > d. (¢ = 2'%° and d, = 4096)
and the point k£ is randomly generated by the random oracle
HASH. The probability that k is the root of the non-zero
polynomial W(x,t)©X(z,t)—Y*(z,t) thus is negligible, i.e.,
d./qg=4096 /219, Last, to analyze the knowledge soundness of
the proofs for other layers of PriorNet is similar to the above
two-aspect analysis for Ly, due to the nature of layer-wise
computation.

The privacy property relies on the semantic security of
L-FHE, the hiding property of comments and the zero-
knowledge of the leveraged CaP zk-SNARK schemes. In
terms of semantic security, we derive from the security of
a previously proposed L-FHE (applied to PriorNet), such
that for any PPT adversary .4 who has acess to the re-
sulting proofs, the probability of the following experiment
Exp’"“Y[L-FHE, fe( f2t(f<™(-), A] outputting 1 is not
larger than 1/2 4 negl(\):

Expirivacy[L_FHE favg(fact(fconV(.)7 /\] .
b+ 0,1;
(pku, sku) < L-FHE.KeyGen(1*);
(X5, X1 1)  A(pk);
(X!{")) « L-FHE.Enc(X;");
b* A(pku,XZE’lb), il , 7r82),

If b* = b, output 1, else 0.

For commitments, we leverage the MPoly.Com scheme
which is perfect hiding as proven in Theorem 8§ of [22].

We now analyse zero-knowledge based on the zero-
knowledge simulators of the underlying zk-SNARKs,
including SimMUniEvfl‘LSetup7 SimMUniEvfl‘I.Prove)

and

. SimAcfn.Setup7 SimAC—H.Prove)
SimMUmEv—H.Setup

AC—II.Setup

, respectively.
and Sim are the same
as the algorithms of MUniEv — TI.Setup and
AC — TII.Setup respectively, and generate specific
common random strings for the two zk-SNARKs by

running SimMun'EV_H'SetuP(l’\) —  (crsS1,td"!)  and

SimACTILSeWP (1)) 5 (crsS2, td?). Then, we use the
simulations SimMUMEVILPIOve g GjmAC—T1Prove generate
simulated proofs with the crs for the corresponding statements.
With the simulators, we proceed with the following games,
in which any PPT distinguisher D successfully distinguishes
the simulation with a negligible probability.

Hybrid 0. This starts with the real algorithms in Fig.
and Fig. [9} where the proofs 75! and 752 are generated by
MUniEv — I1.Prove and AC — I1.Prove, respectively.

Hybrid 1. This remains unchanged in the usage of
witnesses to be proven and we generate commitments
as the line 11-12, 19-23 and 27 presented of
Fig. [§| But we adopt the zero-knowledge simulators
including SimMUnlEv—H.Setup, SimMUmEv—H.Prove) and
(SimAC_H'SetUp, SimAC_H‘vae) to generate proofs. Based
on that the real MUniEv — II.Prove and AC — II.Prove
are zero-knowledge algorithms, Hybrid O and Hybrid 1 are
indistinguishable.

Hybrid 2. This runs the same algorithms as Hybrid 1 except
that we replace the values in the above commitments with ze-
ros. Based on the hiding property of the leveraged MPoly.Com
scheme, Hybrid 1 and Hybrid 2 are indistinguishable.

VII. EXPERIMENTS

Implementation. The main components of our implemen-
tation include zk-SNARK systems, FHE and polynomial
commitment. We firstly use the libsnark library in C++ to
implement proving/verification based on Groth16 of QAP and
QMP-based circuits during the process of CNN prediction. We
then use the Microsoft SEAL library to encrypt test inputs and
evaluate PriorNet on ciphered inputs, with necessary param-
eters setting (i.e., d. = 4096,q = 2'%9,t = 1032193 ~ 229)
as recommended. We proceed to implement the component of
polynomial commitment using the libff library of libsnark, for
generating commitments to encrypted/unencrypted data.

In the aspect of machine learning models, we use well-
trained CNN models to run the prediction process over the
single-channel MNIST and three-channel CIFAR-10 datasets.
Specifically, we start from a toy CNN with a convolution layer,
a ReLU layer plus an average pooling layer, and generate
proofs w.r.t the toy CNN running on the MNIST dataset.
We then extend it to LeNet-5 over the MNIST dataset. The

. ) 3 d act
LeNet-5 architecture is 32 x 32 x 1 —20UL 3T A%, 98 »
filter size=5x5X%x6

28 % 6 pooly 14 x 14 x 6 convy and acto 10 x
size=2Xx 2 filter size=5x5x%x16

10><16_p"4"2122>5x5><16M>120x1x
size=2X

 Lermd ot ) w1 x 1 L% 10 x 1 x 1. We additionally

run the model on the CIFAR-10 dataset. In this part, we
spend major efforts on approximately handling convolution
operations over the two datasets with different-scale matrix
multiplication, before generating proofs. Due to the param-
eters and pixel values of data are floating-point numbers,
not adapting to zk-SNARK systems, we use a generic 8-
bit unsigned quantization technique to transform them into
integers in [0, 255]. We conduct our MNIST experiments on



a Ubuntu 18.04.6 server with a 6-core Ryzen5 processor,
7.8 GB RAM and 97.2 GB Disk space, and execute CIFAR-10
experiments on a docker container with Ubuntul8.04, Quad-
core Intel i5-7500 processor running at 3.4 GHz and 48 GB
RAM.

Evaluation. We evaluate the running time and the storage
overhead of performing PriorNet over a single encrypted
image, by taking LeNet-5 as an example and selecting
different split points. The evaluation results are shown in
TABLE |lI} We also evaluate the overhead with an increasing
number of encrypted images, when a split point is selected
at the activation layer after the first full connection layer, see

TABLE [I

TABLE II: Running time (s) and storage overhead
(MB) of performing PriorNet. If the split point is
at fcs, the PriorNet Fm, can be represented by

Fres(froctz (fectz(feemvz(froon (f2 (£ ()))))))-

Split point convy conva fes fea fes
Running time 12.95 46.08 53.70 55.50 56.26
Storage 5.11 84.31 1702.23  2035.23  2063.13

TABLE III: Running time (s) with an increasing number of en-
crypted images.

Dataset size 10 30 50 80 100

Running time  1272.68  3807.05  6343.02 10261.01 12687.47

Next, we compare QMP-based zk-SNARK and QAP-based
zk-SNARK for matrix multiplication in terms of the proving
time, Setup time and CRS size, as shown Fig and TA-
BLE [[V] Concretely, we simulate the operations of matrix
multiplication in increasing dimensions up to 200 x 200
padding with random integers in [0, 10]. Then, we generate
proofs for the matrix multiplication operations using the QAP-
based and QMP-based zk-SNARK. Fig[I2] shows that the
QMP-based zk-SNARK is efficient than the QAP-based one in
generating CRS and proof, as the matrix dimension increases.
For the 200 x 200 matrix multiplication, the QMP-based zk-
SNARK is 17.6x and 13.9x faster than the QAP-based one in
Setup time and proving time, respectively. Besides, the QMP-
based zk-SNARK obviously produces smaller CRS size than
the QAP-based zk-SNARK, see TABLE m
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Fig. 12: Comparison on Setup time and proving time.

TABLE IV: CRS size comparison (KB).
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600
[ Setup time

B Setup time
<00 | Proving time 3500 | Proving time

400

Time complexity (s)
g
5

Time complexity (s)

[
22 25 g
g 282 8
2 838 8 3

@
2
S

=

3
Number of filters Number of filters

Fig. 14: Setup time and proving time for a conv. layer with
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We can see in Fig. [I3] that the QMP-based zk-SNARK
can handle the matrix multiplication in increasing dimensions
up to 3360 x 3360, which is its merit, compared to the
QAP-based zk-SNARK supporting the maximum number of
multiplication bound 107 [14]. Also, the proving time almost
increases linearly by the dimension of matrices.

We proceed to apply the QMP-based zk-SNARK in a
convolution layer with stride (1,1), taking as inputs 1000
single-channel images of 28 x 28 from MNIST and 1000 three-
channel images of 32 x 32 from CIFAR-10. For the former
dataset, we use 5 filters of 5 x 5 while for the latter one, we
use 6 filters. We transform the convolution operations into a
matrix multiplication between a weight matrix and an input
matrix both in dimension 3360 x 3360 for MNIST (similarly,
4704 x 4704 for CIFAR-10). We note 3360 = 28 x (28 — 5+
1)x5 = mn?, where m,n mean the dimension of a filter and
an image, respectively. Here, m > M which is the number of
filters. Different from the aforementioned experiments where
the values of matrices are random integers, the weight matrix
of 3360 x 3360 here is strategically assigned with the weights
of filters plus some zero elements as padding, for ensuring
computation correctness (recall it in Fig[3)), and similarly, the
input matrix of 3360 x 3360 is assigned with the pixel values
of 1000 images, padding with 3360 x (3360 — 1000) zeros. As
a result, the average performance results of 5 runs are shown
in Fig. [[4] We discover that compared to the aforementioned
experiments as presented in Fig the Setup and proving
time here are relatively smaller. The main reason can be the

TABLE V: Other performance metrics.

. e Size (KB)
Matrix dimension 30 x 30 50 x 50 100 x 100 200 x 200 Datasets  #Filter  Verification time (s) CRS Proof
QAP 201122 1244573 97,230.09 768,503.09 1 54559 1,054266.00  351,421.97
QMP 84.42 233.83 934.21 3,735.72 MNIST 3 54002 1,054,266.00  351,421.97
5 56011 1,054,266.00  351,421.97
Matrix dimension 500 1000x 2000 x 3000 x
1 375942 15353859056 351,421.97
QMP 2334632 9338416  373,535.53 840,454.47 CIFAR.10 3 176144 15353859056 35142197
6 408911 16927629296 351,421.97
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padding zero elements inside the weight and input matrices
cancel a lot of multiplications. Besides the Setup and proving
time, TABLE [V] demonstrates the corresponding verification
time, as well as constant CRS size and proof size.

We further conduct additional experiments (named Exp (%))
on different number of filters and an increasing number of
inputs from MNIST and CIFAR-10 datasets, as elaborated in
Fig. [I5] and Fig. [I6] We can see from the figures that the
proving time basically stays stable regardless of the number
of filters, but the Setup time increases linearly by the number
of filters M. We note that the complexity of the proving time
is O(mn?-mn?),m > M (resp. O(Mn? - Mn?) if m < M),
where mn? (resp. Mn?) is the number of inputs, and the
proving time is independent of the number of filters M.

We proceed to generate QAP-based proofs for the ReLLU and
average pooling operations on the 3360 x 3360 matrix, named
Exp (xx). Note that a ReLU operation needs 20 constraints
and an average pooling operation needs 144 constraints. The
evaluated performance is elaborated in TABLE [V1]

TABLE VI: Performance for Exp (xx) (s).

Layer Setup Time Proving Time Verification Time
ReLU 5520.61 1448.83 14.78
Pooling 196.43 49.93 14.78

VIII. CONCLUSION

The paper discusses using zk-SNARK systems for verifiable
CNN testing on encrypted test data. The authors optimize
matrix multiplication relations by representing convolution
operations with a single MM computation and using a new
QMP. This reduces the multiplication gate and proof gener-
ation overhead. They also aggregate multiple proofs into a
single proof for the same CNN but different test datasets.
They provide a proof-of-concept implementation and share
their implementation code publicly.
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A. Discussion

In terms of verification time and proof size, the QMP-
based zk-SNARK has a higher overhead than the QAP-zk-
SNARK. Its verification time grows faster than that of QAP-
based zk-SNARK, see TABLE The proof size also
becomes lager when the matrix dimension turns lager as shown
in TABLE while the proof size in the QAP-based zk-
SNARK keeps 1019 bits regardless of the matrix dimen-
sion. We next see how the proof size becomes longer with
the matrix dimension increasing. We note that the bounded
number of multiplications the QAP zk-SNARK can handle
is 220 * 220 = 220 = 10,648,000, and then the QAP zk-
SNARK would be called multiple times when handling the
multiplication operations more than 10, 648, 000, which results
in multiple 1019-bit proofs. Suppose that the QAP-based zk-
SNARK' proofs for the 3000 x 3000 matrix multiplication
are totally 30039003000 1019 bits. Also, the QMP-based
zk-SNARK proofs for the same matrix multiplication are
2,295,000, 764 bits. The proof size is nearly 888 times larger
than that of the above QAP-based zk-SNARK proof. We
observe that the times of magnitude become smaller as the
matrix dimension increases, see TABLE [VII, which may mean
that the QMP-based zk-SNARK is more suitable to handle
large matrix multiplication.

TABLE VII: Times of magnitude in proof size.

Matrix dimension 1000 x 2000 x 3000 x 3360 x 4000 x
Times 2665 1332 888 793 666
TABLE VIII: Verification time comparison (s).

Matrix dimension 30 x 30 50 x 50 100 x 100 200 x 200
QAP 0.005 0.007 0.014 0.044
QMP 4.896 13.580 54.630 215.800

In our future work, we would introduce a random sampling
strategy in the phase of proof generation, aiming to reduce
the verification time. A straightforward idea can be adopted
by randomly sampling a bounded number of values in two
matrices to be multiplied, and resetting the non-chosen values
as zeros. In such a way, only the sampled values in the
two matrices are multiplied and only their multiplication
correctness need to be proved. But here two noteworthy issues
should be considered: (1) how to generate the randomness
used for sampling against a distrusted prover; (2) how to
determine the bound of the number of sampled values for
ensuring computational soundness in zk-SNARK.
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