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Abstract—Detecting 3D mask attacks to a face recognition
system is challenging. Although genuine faces and 3D face
masks show significantly different remote photoplethysmography
(rPPG) signals, rPPG-based face anti-spoofing methods often
suffer from performance degradation due to unstable face
alignment in the video sequence and weak rPPG signals. To
enhance the rPPG signal in a motion-robust way, a landmark-
anchored face stitching method is proposed to align the faces
robustly and precisely at the pixel-wise level by using both SIFT
keypoints and facial landmarks. To better encode the rPPG
signal, a weighted spatial-temporal representation is proposed,
which emphasizes the face regions with rich blood vessels. In
addition, characteristics of rPPG signals in different color spaces
are jointly utilized. To improve the generalization capability, a
lightweight EfficientNet with a Gated Recurrent Unit (GRU)
is designed to extract both spatial and temporal features from
the rPPG spatial-temporal representation for classification. The
proposed method is compared with the state-of-the-art methods
on five benchmark datasets under both intra-dataset and cross-
dataset evaluations. The proposed method shows a significant
and consistent improvement in performance over other state-of-
the-art rPPG-based methods for face spoofing detection.

Index Terms—Landmark-anchored face stitching, face spoof-
ing detection, 3D mask attack, rPPG, EfficientNet

I. INTRODUCTION

ACE recognition systems have been widely deployed for
identity authentication, whereas spoofing attack is still
one of the major vulnerabilities to system security. There are
three main types of spoofing to a face recognition system: 1)
print attack, spoofing using a printed face image; 2) video-
replay attack, spoofing using a piece of short live video
with facial expressions; and 3) 3D mask attack, spoofing
using a super-real 3D mask with skin-like materials. The
first two types of attacks have been studied for years and
many successful techniques [1-5] have been developed, while
detecting 3D mask attacks still remains challenging due to the
skin-like surface and precise 3D structures of a 3D mask.
In literature, researchers have developed many algorithms
to detect 3D mask attacks, which can be categorized as:
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texture-based methods [6—8], motion-based methods [9-11],
shape-based methods [12, 13], rPPG-based methods [14-24],
methods based on deep convolutional neural networks [25-
29], and methods based on other liveness cues such as thermal
signatures [30] and gaze [31]. Among these methods, the
rPPG signal, which models the tiny periodic changes on skin
color due to the heartbeat, shows good discriminative power to
detect 3D mask attacks, since 3D masks are made from resin,
plaster or silicone, which cannot produce such rPPG signals.
Nevertheless, methods based on rPPG signals face two
challenges. One is the alignment error of face sequences. Faces
are usually aligned through facial landmarks [22-24, 32, 33]
to enhance the quality of the rPPG signals, whereas face
landmarks are often difficult to locate precisely down to the
pixel-wise level. For example, it is hard to precisely and
consistently label the location of a nose tip, but the nose
tip is often used in face alignment. Such a misalignment
of facial landmarks can be tolerated to a certain extent in
face recognition systems, but it greatly distorts the rPPG
signal because the temporal rPPG signal from video frames is
sensitive to their spatial positions. The other challenge is that
the rPPG signal is weak and noisy. While the color change
of rPPG signals is often out of the sensitivity of the human
vision system, facial micro-motions and illumination variation
significantly change the pixel values by a large amount, which
results in low signal to noise ratio. These two challenges
enormously affect the precision of rPPG signals. To address
these challenges, three techniques are proposed in this paper.
Firstly, to reduce the alignment error, a face-stitching algo-
rithm is designed to align the faces in a video sequence to
extract motion-robust rPPG signals, making use of not only
the facial landmarks, but also facial keypoints. The proposed
algorithm detects the facial keypoints down to the pixel-wise
level by using the SIFT descriptor [34], which addresses the
problem of ambiguous localization of facial landmarks in
traditional facial alignment algorithms. At the same time, the
facial landmarks are used as anchor points in video frames
to avoid the problem of error propagation and address the
drawback of unstable keypoint matching for two faces with a
large pose difference. As the face motion between two conse-
quent video frames in our application is small, an algorithm
is proposed to accurately match keypoints, which minimizes
not only the differences between feature representations, but
also the spatial distance between two matched keypoints.
Secondly, to enhance the rPPG signal and focus on the facial
regions with rich blood vessels, a signal weighting mechanism
based on the vascular density is proposed. Traditionally, rPPG
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signals are weighted either empirically [23] or in a data-
driven way by minimizing the evaluation error [33], which
lacks biological support. rPPG signals are originated from the
periodical change of the skin color because of heartbeat [35],
and hence it is conjectured that a facial region with rich blood
vessels will result in a strong rPPG signal. Thus, larger weights
should be given to regions with richer blood vessels when
fusing the rPPG signals from different regions. The density of
blood vessels is estimated by projecting the blood vessels of a
biological specimen [36] to the face after proper alignments.

Lastly, to explore the discriminant features in different color
spaces, a feature fusion scheme is proposed to combine the
rPPG signals in different color spaces. rPPG signals model
the tiny color changes of skin pixels, and these tiny changes
may exhibit different characteristics in different color channels
of different color spaces, which could form robust patterns
for the face spoofing detection. Thus, the rPPG signals from
different color spaces are combined to form a spatial-temporal
feature representation to enhance the rPPG signal and boost
the classification performance.

In the proposed framework, the pixel-wisely aligned faces
are divided into regions of interest (ROIs), and the enhanced
rPPG signals are extracted from each ROI, and encoded as a
spatial-temporal representation. To improve the generalization
capability of the classifier, an EfficientNet with a Gated Recur-
rent Unit (GRU) is designed to extract reliable spatial-temporal
features for classification, where the lightweight EfficientNet
Blocks are designed for spatial feature learning and the GRU is
designed for temporal feature learning. The proposed Vascular-
weighted Motion-robust rPPG (VMrPPG) is validated on five
publicly available datasets for detecting spoofing attacks, and
demonstrates a superior performance compared with the state-
of-the-art rPPG-based algorithms for face spoofing detection.

Our contributions can be summarized as follows: 1) An
image stitching algorithm on both facial landmarks and facial
keypoints is proposed to reduce the alignment error so as to
improve the robustness of face alignment, which makes use of
the temporal consistency of keypoints to align the face reliably
down to the pixel-wise level. 2) Inspired by the characteristics
of rPPG signals, a weighted spatial-temporal representation
based on the distribution of blood vessels is proposed to
highlight the face regions with rich blood vessels. 3) To make
full use of the tiny color changes of skin pixels, a color-
fusion scheme is proposed to combine the rPPG signals in
different color spaces. 4) Lastly, to improve the generalization
capability, a lightweight EfficientNet with GRU is proposed
to detect the spoofing face.

II. RELATED WORK

In literature, many face anti-spoofing methods employ live-
ness cues such as textures, motions, shapes, and rPPG signals.
In this section, the spoofing detection methods based on
the appearances of 3D mask attacks will be reviewed first,
followed by the methods for rPPG signal enhancement.

A. 3D Mask Attack Detection

Texture-based Methods exploit the difference in texture
pattern between spoofing faces and genuine faces for spoof-

ing detection [37]. Texture descriptors such as Local Binary
Pattern (LBP) [6, 7, 38] and Binarized Statistical Image
Features (BSIF) [39] have been used for face anti-spoofing.
Kose et al. [7] introduced a multi-scale LBP on both RGB
images and depth images to detect the abnormality of masked
faces. Erdogmus and Marcel extended it to other descriptors
such as modified LBP, transitional LBP, and direction-coded
LBP [6, 38]. LBP serves as a baseline method for many
datasets, e.g., 3DMAD [38] and HKBU-Mars [18, 40]. These
handcrafted features can recognize unique textures on facial
masks, but they often have limited discriminant power when
faced with different illumination conditions or mask materials.
Motion-based Methods mainly focus on unconscious subtle
facial expressions such as eye blink, mouth movement, and
facial muscle contraction, which cannot be observed on some
rigid facial masks. Siddiqui et al. [11] encoded textures using
LBP features at multiple scales and extracted micro-movement
patterns in consecutive frames via Histogram of Oriented
Optical Flows. Shao et al. [9] extracted the subtle facial
motion using a VGG Net. Liu et al. [41] introduced the
CNN-RNN architecture for facial motion feature extraction
and classification.

Shape-based Methods employ the differences in 3D face
structures to detect spoofing attacks. Tang and Chen [12]
applied Principal Curvature Measures and meshed SIFT-based
features to the face spoofing detection. Hamdan and Mokhtar
[42] combined features from Legendre Moments Invariants
and Linear Discriminant Analysis as the liveness cue, and
classified them using Maximum Likelihood Estimation. These
methods apply image transformation to extract shape features,
while Wang et al. [13] obtained geometry features by re-
constructing a 3D morphable model from RGB images, and
combined them with LBP features under both handcrafted
fusion and VGG-generated fusion.

rPPG-based Methods extract the liveness clues of heartbeats
through RGB cameras using remote photoplethysmography
(rPPG) technology. rPPG signals are initially extracted for
heart rate estimation [43] and before long employed for face
anti-spoofing. Under natural environments, researchers have
noticed that the major challenge is the background noise. To
tackle this problem, Liu et al. [17] divided the whole face
into ROIs, and constructed the local rPPG correlation model,
in which the phase and period information of rPPG signals
from different ROIs are utilized as the liveness cues. This
work is improved by using rPPG correspondence features [18]
and multi-channel correspondence features [20] to differentiate
genuine faces from spoofing attacks. [19, 21], the signal
similarity between neighboring ROIs is further extended to
three features, amplitude, gradient, and phase, measured by
Euclidean distance, normalized cross correlation (NCC) met-
ric, and dot production. In PATRON [14], the respiratory signal
is extracted from the rPPG signal as an auxiliary liveness cue.
Another rPPG feature descriptor for face anti-spoofing is the
long-term statistical spectral (LTSS) [44] which employs the
first and second order statistics of the frequency spectrum
of a signal. Its multi-scaled version (MS-LTSS) is fit to a
Contextual Patch-based Convolutional Neural Network (CP-
CNN) [45] to obtain a better performance. The CNN-RNN
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classifier [41], C(2+1) Network [21] and the transformer ar-
chitecture [24] have also been adopted to extract the temporal
information embedded in rPPG signals.

CNN-based Methods extract liveness clues directly from raw
face sequences [46]. Liu et al. [26] introduced a Deep Tree
Network to cluster the video frames into sub-groups via the
Tree Routing Unit and classify them using the Supervised
Feature Learning module. George et al. [25] designed a Multi-
channel Convolutional Neural Network to fuse the clues from
multiple synchronized cameras using Domain Specific Units.
To address the problem of insufficient samples for spoof
traces, the Generative Adversarial Network (GAN) training
strategy has been adopted recently [27]. Liu et al. introduced
a Spoof Trace Disentanglement Network (STDN), in which
the spoof traces are encoded into a hierarchical representation
by the generator [27]. The extended work, STDN+ [47],
explicitly estimates the spoofing-related patterns on the trace
modeling. For multi-modal inputs, Liu ef al. [48] designed
a Modality Translation Network (MT-Net) for the generator
to map the patterns from different modalities and a Modality
Assistance Network (MA-Net) for feature translation between
different modalities. Qin et al. [49] designed a meta-teacher
optimization framework to supervise the process of learning
rich spoofing cues. To adapt the face spoofing detection
to different scenarios in an automatic way, Yu et al. [28]
developed a Neural Architecture Search (NAS) for face anti-
spoofing, named NAS-FAS. Although the searched neural net-
works cannot outperform the state-of-the-art expert-designed
networks, its high-level abstraction is promising.

Methods Based on Other Liveness Cues have also been
developed. Agarwal er al. [50] declared that the thermal
imaging spectrum shows a predominant power to detect 3D
mask attacks whereas such technology is costly. Directing
gaze information to build behavior patterns has been shown
effective to resist face spoofing attacks [31].

B. Remote Photoplethysmography Signal

An rPPG signal is a set of complex and weak signals of
heartbeats with noise. The rPPG signals have been used in
many applications such as remote heart rate monitoring [32,
33] and face anti-spoofing [17-20]. To suppress the noise
in rPPG signals, methods have been developed for denoising
and signal enhancements [23, 35, 51]. One way to filter the
noise is to utilize the correlation information of different color
channels. To filter the noise in general situations, CHROM
[51] is designed by utilizing the knowledge of color model,
which can be robust to non-white illuminations. Method 2SR
[52] detects the rPPG signals by tracking hue changes of the
skin. Wang et al. [35] improved this work by incorporating
data-driven discovery and physiological properties of skin
reflections. Another way is to handle the rPPG signals in
the frequency domain. The energy terms within the frequency
range of normal heartbeat contain most heartbeat information
while those out of the range mostly contains noise. Based on
this idea, Lovisotto et al. [53] enhanced the signal using a
lowpass filter at 4 Hz with the Beat Separation algorithm. Yao
et al. [23] applied a bandpass filter with the cut-off frequency
at 0.8 Hz - 3.3 Hz.

III. PROPOSED FACE ALIGNMENT VIA IMAGE STITCHING
A. Motivations of Face Alignment via Image Stitching

As discussed, existing rPPG-based spoofing detection meth-
ods face two major challenges, face alignment errors and weak
rPPG signals. Face alignment errors are caused by ambiguity
of facial landmarks and localization errors of landmarks. The
ambiguity arises from the fact that facial landmarks may not
be precisely and consistently annotated at a pixel-wise level
in the first place. Face recognition systems can tolerate face
alignment errors to a certain extent, but the errors significantly
affect the quality of extracted rPPG signals. Different from
landmarks, the keypoints in SIFT feature space [34] can be
robustly detected in a pixel-wise precision, which partially
addresses the problem of ambiguity annotation of facial land-
marks. However, keypoint-based face alignment has its own
challenges: 1) there are only few matched keypoints when
aligned directly to the reference face over a remarkable pose
difference; 2) the errors are inevitably propagated through
repeating alignments between successive video frames.

To tackle these challenges, SIFT keypoints and facial land-
marks are jointly utilized for precise face alignment. The SIFT
keypoints are utilized for pixel-wise matching and the facial
landmarks serve as anchor points to guide the matching, so
that the error propagation can be minimized. The proposed
joint face alignment for rPPG signal extraction consists of
three phases. Firstly, to match keypoints between successive
frames of a face video, a matching mechanism is developed
to utilize both spatial similarity and feature similarity for the
detected SIFT keypoints. Secondly, the affine transform is
applied to align each face to the template. Finally, a landmark-
anchored face stitching method is proposed, in which SIFT
features are used to align a face indirectly to the template
through a set of intermediate video frames, to address the
challenges of few matched keypoints between two faces of
a large pose difference. Landmarks are detected and matched
directly in most frames, which serve as anchor points to stop
the error prorogation in successive matching of keypoints. A
dynamic programming method is developed to derive the set of
intermediate frames with the minimal alignment error, through
which a chain of affine transforms is derived to stably and
precisely align the face to the template.

B. Keypoint Matching by Maximizing both Spatial and Feature
Similarities

For face alignment between two successive frames in a
video sequence, two matched keypoints should be spatially
close, since the head movements between two successive
frames are usually insignificant. To make good use of spatial
similarity and feature similarity, a keypoint matching mecha-
nism is designed to take both into consideration. Given a face
video sequence, a face detection tool SeetaFace [54] is utilized
firstly to crop the face region in each frame. Taking the first
frame as the template, the subsequent frames are aligned to
the template. For offline video sequences, the template can be
the middle frame to mitigate the error propagation. The facial
landmarks are also detected by SeetaFace and the keypoints
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are extracted by SIFT algorithm [34], with a feature vector
f € R'28 and a 2D space vector p = [r,y] € N2.

The keypoint matching for faces in two frames (namely,
the reference face and the query face) consists of two steps:
initial matching to restrict the search space and fine matching.
In [34], the k-Nearest-Neighbor (kNN) algorithm is applied on
features alone to find the initial matching, while both spatial
and feature distances are utilized in the proposed method. De-
note the feature and spatial distances of two nearest neighbors
in the query face to each keypoint in the reference face as
dp1, dg1 and dp2, dgo after proper range normalization. The
fused distance is formulated as their Euclidean distance:

dari = dpi +dg; st i€ {1,2}. (1)

An initial match is granted when dp;q < ddpo. The threshold
0 is adaptable to different camera configurations for a balance
of keypoint quantity and matching speed.

In the second step, i.e., fine matching, the feature dis-
tance dp and spatial distance dg for each initial match are
calculated. The initial feature and spatial distance sets of
all initial matches, denoted as Dr and Dg, are assumed to
follow the Gaussian distribution and the two distributions are
independent. The joint distribution can be modeled as:

G(dp,ds) = G(dp) - G*(ds)
(dp — prp)? (ds — ps)?
B 2(7%J B 20% ’ 2)

where o, up and og, pug are the standard deviation and mean
of D and Dg, respectively. A\ is a weight to balance two
distances. An acceptance rate o € (0, 1) is defined and the top
« initial matches ordered by the joint distribution are the fine
matches. The proposed method can accurately and efficiently
derive the set of matched keypoints from face sequences.

C. Face Alignment via Affine Transform

The out-plane rotation between two successive frames in
a face video is negligible. Thus, the mapping between two
successive frames is modeled as an affine transform, following
the same design as in [55]. For each matched keypoint pair,
the affine projection from the query face v = [z,y,1]T to the
reference face v’ = [2/,y,1]T is formulated as:

/

z x P11 P12 D13 z
Y| =P |y| = |pa p2 pa| |v]|. 3
1 1 0 0 1 1

where the projection matrix P consists of 6 coefficients to
solve. When the number of matched keypoints is sufficient,
the Least Mean Square method [55] can be applied to find the
projection matrix P. When the amount of matched keypoints
is not sufficient to compute a transformation matrix, the
matched facial landmarks are utilized alternatively.

D. Landmark-anchored Face Stitching

1) Face Alignment Using Both Keypoints and Landmarks:
Facial landmarks such as nose tips are difficult to anno-
tate consistently to the pixel-wise precision. Traditional face

alignment through annotated landmarks hence may introduce
errors and distort the weak and noise-sensitive rPPG signal.
SIFT keypoints could be matched precisely to the pixel-wise
level. However, SIFT keypoint matching for two faces over a
large pose difference may fail and lead to very few matched
keypoints. In this paper, we propose to align the query face to
the reference face through a series of intermediate faces mainly
using SIFT keypoints, with landmarks serving as anchor points
to prevent the error propagation in excessive intermediate
matches. As summarized in Alg. 1, the proposed face align-
ment method searches for intermediate faces to minimize the
alignment error by utilizing a dynamic programming method.

For all matched feature points between the reference face
and the query face, the alignment error is defined as the
Euclidean distance between the projected points from the
query face and those of the reference face. Specifically, denote
the reference face as /7 and the query face as Fy, k > 2,
k € NT. We first aligns the query face to an intermediate face
Fi, 1< k< k, and then indirectly to the reference face. As
both SIFT keypoints and facial landmarks are utilized, the total
alignment error £(1, k) is defined as the sum of the alignment
error using SIFT keypoints £ (1, k) and the alignment error
using facial landmarks £ (1, k):

L(1,k) = L5(1, k) + L5 (1, k). 4)

These two types of errors are calculated differently. Firstly,
the alignment error £ (1, k) using keypoints is derived. When
the pose difference between F and F; is large, there may be
too few matched keypoints to directly align F to F;. In this
case, an intermediate face J; is used during the alignment
between Fj and Fp, where Fi is first aligned to F; and
then 7, is aligned to F}. Matched keypoints may be different
between (Fi,F;) and (Fj,Fx). In this case, the keypoint
alignment error from 7 to Fj, through an intermediate F;, is
estimated as follows:

m

LX(1, k) ZIP L)

= L5, k) +

where the first term is the recursive definition of the alignment
error from J; to JF; using keypoints, and the second term is
the error of ahgnlng Fi to Fj, using keypoints. vk represents
the coordinate vector of the j-th matched SIFT keypomt in
Fr 'uf(j is the corresponding keypoint in 7 and P, ik 1S the

projection matrix from 'vk of Fp, to v y of F, which can
be estimated as outlined using Eqn. (3) i 1n Section III-C.

Secondly, we derive the alignment error £X(1,k) using
landmarks. As the facial landmarks could be detected in almost
all the frames, the alignment error through landmarks can be
defined directly as follows:

n

1
=~ |Pugvf; — ol 2, (©6)
j=1

£E,k) =

where vlf ; and vf ; represent the coordinate vector of the j-
th facial landmark out of n from the query face F and the
reference face J, respectively. P ; is the projection matrix
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Algorithm 1 Dynamic programming for robust face alignment

Input: A set of keypoints {vf,...,v5} and a set of land-
marks {vf, ..., v}
Output: A set of projection matrices { P s, ...
1: for ¥ =2 to k do
2:  Let the minimum total alignment loss L,,;, < 00
3 Let the index of intermediate face k < 1
4. fori=1to k' —1do
5: Derive P; ;s using ’UZ-K,
Section III-C

3P1,k}

v, vF, vk as outlined in

6: Update the alignment loss £(1,%') as defined in
Eqgn. (8)

7: if £L(1,k") < L,in, then

8: Update L,,in < L(1,k")

9: Update ki

10: end if

11:  end for

1. Update £X(1,k) using Eqn. (5) with k
13:  Update Py 3 < P Pk &

14: end for

15: return {P;o,..., P 1}

to align 71 and Fj. When an intermediate face F, is used,
the projection matrix P ; can be estimated as follows,

Pl,k—P Pkk’ (7)

where Pl, ; and Pf%k represent the projection matrices from
F; to Fp and from Fj to JFj, respectively.

Finally, by integrating Eqn. (4)-(7), the alignment error from
F1 to Fy through an intermediate face 7, is calculated as,

Z| k,k k,] A,j|2

L,k =LK1, k) +

®)

1 n

=z D oL 2

+ n Z |P1,kPk,k”k] ”U‘
i=1

In the next subsection, a dynamic programming solution is
proposed to find a set of intermediate faces to minimize the
face alignment error £(1, k).

2) Dynamic Programming Solution for Face Alignment
through Intermediate Faces: The target here is to find a set of
intermediate faces {Fy,, Fi,, ..., Fk, } between F; and Fy, so
that F}, is aligned to JF; through this set of intermediate faces
to minimize the error defined in Eqn. (8). An enumeration
approach will result in 2* different combinations of interme-
diate faces, but this method may have a lot of redundancy.
Note that £5(1,k") and Py x/, 1 < k' < k, can be reused to
reduce the complexity, which leads to the following dynamic
programming solution summarized in Alg. 1.

The key to this DP algorithm is to reuse LX(1,k')

and Py, 1 < k' < Fk, during optimization. The pro-
jection matrices {P;2,...,P1;} and the minimal losses
{£K(1,2),...,L£%(1,k)} are derived in sequence during each

iteration of the outer loop. The time-complexity of this dy-
namic programming algorithm is O(k?), which is much lower
than O(2*) for the native implementation using enumeration.

(b) Keypoint Only

(a) Landmark Only

(c) Proposed Joint

Fig. 1. Visualization of the Aligned Faces in Standard Deviation. The color
map is within a scale of 5 in standard deviation. Deeper red represents higher
standard deviation value.

Fig. 1 visualizes the improvements compared to the
landmark-only face alignment. The test video is selected from
the HKBU-Mars V2 dataset [40]. 200 frames are aligned
using landmark-only, keypoint-only, and the proposed face
alignment method. The region outside the template after the
projection is tailored so that all the aligned faces have the same
size. For each method, all the aligned faces are overlaid and
the heatmap for pixel-wise standard deviations is visualized.
It can be seen that the proposed face alignment improves the
precision significantly, e.g., the variations of the aligned faces
are greatly reduced. The proposed face alignment method lays
a solid foundation for the subsequent rPPG signal extraction.

IV. PROPOSED RPPG-BASED FACE ANTI-SPOOFING

A. Overview of Proposed Framework

rPPG signals are often weak and noisy due to head motions,
alignment errors, and illumination variations. A set of tech-
niques are developed in this paper to enhance the rPPG signals.
In the previous section, a face alignment method via both
landmarks and keypoints is proposed to robustly and precisely
align the faces at the pixel-wise level. To focus on the ROIs
with rich blood vessels, a novel signal weighting mechanism
is proposed, where the weight for each ROI is determined by
the density of blood vessels within the ROI. To exploit dif-
ferent patterns of rPPG signals in various color spaces, rPPG
signals from multiple color spaces are combined to form the
spatial-temporal representation. To learn a generalized model
for 3D mask spoofing detection, a lightweight EfficientNet
with a GRU is proposed by utilizing the compound scaling
mechanism [56], which provides a wide adaption ability of
modeling the rPPG signals in various applications.

The overall framework of the proposed Vascular-weighted
Motion-robust rPPG is shown in Fig. 2, which includes four
main building blocks. 1) Robust face alignment. Facial land-
marks may not be stably detected to a pixel-wise level, but can
be detected in most frames. In contrast, a few SIFT keypoints
can be matched over a large pose difference, but they can be
detected stably at a pixel level. The proposed face alignment
method makes good use of both keypoints and landmarks
to extract stable rPPG signals from the face video. 2) rPPG
extraction from multiple color spaces. The rPPG signals are
extracted from multiple ROIs to take account of their phase
differences in different regions of a face. The extracted signals
from RGB, YUYV, and Lab color spaces are combined to form
a consolidated signal representation. 3) Vascular-weighted
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Query Face
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Fig. 2. Overall diagram of the proposed Vascular-weighted Motion-robust rPPG (VMrPPG). Four building blocks are presented: 1) Face alignment via image
stitching; 2) rPPG signal extraction from multiple color spaces; 3) Spatial-temporal representation weighted using the density of blood vessels; and 4) A
customized EfficientNet with a GRU. The photo of arterial cast originates from [36].

spatial-temporal representation. The spatial-temporal represen-
tation encodes rPPG signals of different ROIs embedding the
phase differences and the magnitude variations. The vascular-
weighting mechanism weighs the encoded signals based on
the blood vessel distribution from anatomical atlas to highlight
the regions with rich blood vessels. 4) Classification using a
customized EfficientNet with a GRU. The proposed classifier
makes use of the EfficientNet blocks in spatial feature learning
and the GRU in temporal feature learning.

B. Vascular-weighted Spatial-temporal Representation

The faces in a video are first aligned using the proposed
face stitching method in Section III. The rPPG signals of the
predefined ROIs in each frame are calculated as the average
pixel values of a color channel as in [33]. The extracted rPPG
signals contain various types of ineluctable noise from head
micro-motions, alignment errors, illumination variations, etc.
To filter the noise outside the heart rate, a bandpass filter
is applied with the cutoff frequency at 0.85Hz and 3.5Hz,
following the range of normal heart rates.

The filtered signal may still contain noise. The phase
information is then utilized to distinguish the noise and the
real signal. The blood flows out of the heart at a constant speed
and reaches each ROI at a certain time, leaving a peak on the
rPPG signal. As the distance from the heart to each ROI varies,
the peak arrives at different times. With the same frequency,
the rPPG signal in one ROI has a phase difference from those
in other ROIs, while the phase of the noise is random. This
unique phase information can be modeled as a robust liveness
clue. To capture the phase pattern, the extracted signals from
different ROIs are stacked to construct an image-like spatial-
temporal representation, similarly as in [33]. Formally, denote
the rPPG signals from color channel c as:

S¢=[r{,rs, ..., rj/[]T. 9)

where M refers to the number of ROIs. The rPPG signal in
each ROI ¢ is a sequence of the average pixel values of ROIs
in color channel c, ie., 7{ = [r{;,7¢4,...,7{ 5], where 7¢
indicates the average pixel value of the i-th ROI of the j-th

frame. The phase information is well embedded in the spatial-
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temporal representation without explicitly extracting it.

The magnitudes of rPPG signals from all ROIs are also
important for spoofing detection. The rPPG signal originates
from the periodical contraction of the facial blood vessels
and presents periodical color changes on face skin [35].
Larger density of blood vessels beneath a ROI results in
larger magnitude of color changes. Thus, the ROIs with richer
blood vessels should have stronger rPPG signals. To highlight
the rPPG signals in the region with rich blood vessels, a
signal weighting mechanism is designed to assign the weight
according to the density of the blood vessels.

An arterial cast of head is utilized to estimate the density
of blood vessels in each ROI. To map the 3D arterial cast
to 2D face image, the frontal view image is taken first and 5
landmarks (2 eye centers, 1 nose tip, and 2 mouth corners) are
manually labeled. The skin area containing few blood vessels
in the frontal view image are cropped. An affine transform is
then applied using the 5 landmarks. One transformed arterial
cast image is shown in Fig. 3(a), which suggests that the
cheeks and mandibles have the richest blood vessels while
the forehead lacks rich blood vessels. It matches the rPPG
signals measured in [20], which uses the normalized per-pixel
standard deviation to represent the rPPG signal in each pixel of
a frontal human face. As only the skin covering dense blood
vessels presents visible color changes, the weights are esti-
mated proportional to the area of such skin. Formally, denote
the weights at color channel ¢ as w° = {w§, ws, ..., wS, }. The
weighted rPPG signals S¢ are represented as:

Q T

8¢ = [wirf, wyry, .., wyry] (10)

(a) Arterial cast image of head.

(b) rPPG signals in a face [20]

Fig. 3. Biology foundation of rPPG signals. The periodical blood vessel
contraction results in the regular color changes of the skin. The cheeks and
mandibles have rich blood vessels and hence strong rPPG signals. These
regions are hence assigned larger weights as in Eqn. (10).

C. Multi-color-space rPPG Representation

rPPG signals represent the color changes of human
face [35], while the color changes are affected by devices,
illumination conditions, body conditions, etc. To enhance the
generalization ability under cross-domain scenarios, the rPPG
signals are normalized in the range of [0, 1]. Recent study [33]
shows that the rPPG signals in different color spaces present
different characteristics. For example, the rPPG signals in the
blue channel is weaker as more blue light is absorbed by

human skin. To construct a robust signal representation, the
unique characteristics of rPPG signals in RGB, YUYV, and Lab
color spaces are jointly utilized in this paper.

D. Customized EfficientNet with GRU

The proposed representation contains temporal changes of
rPPG signals, and spatial correlations of rPPG signals from
different ROIs. To extract the discriminant features from the
proposed representation, the building blocks of EfficientNet
[56] are utilized to make use of the power of EfficientNet
in image classification [56]. As the number of subjects in
face-spoofing datasets [38, 40] is usually small, deeper net-
works may easily lead to overfit. To address this problem,
the building blocks of EfficientNet are designed following
the compound scaling mechanism but with a smaller size
compared to the baseline architecture EfficientNet-BO [56].

It should be noted that the horizontal axis is the proposed
2D spatial-temporal signal representation is the time axis.
To obtain the liveness clues from both spatial and temporal
dimension, a lightweight EfficientNet with GRU is designed
to combine building blocks of EfficientNet with a Gated
Recurrent Unit (GRU) [57]. The EfficientNet building blocks
are designed to extract the spatial-temporal features at multiple
scales, while the GRU is designed to explicitly model the
temporal relations. More specifically, the Gated Recurrent Unit
is applied at the end of EfficientNet, taking one column of
features as the input followed by successive columns along the
time axis. The GRU is then designed to learn the temporal cor-
relations between rPPG signals at successive time instances.
The detailed network architecture is shown in Table 1.

TABLE 1
THE ARCHITECTURE OF THE PROPOSED NETWORK.
Stage Operator Resolution | Channels | Layers
1 Conv3x3 24 x 120 64 1
2 MBConvl,k3x3 12 x 60 24 1
3 MBConv6,k3x3 12 x 60 48 2
4 MBConv6,k5x5 6 x 30 80 2
5 MBConv6,k3x3 6 x 30 160 3
6 MBConv6,k3x3 3x15 224 1
7 GRU,Pooling 1x15 448 2
8 Convl1x1,Pooling, FC 1x15 448 1

‘MBConv’ refers to mobile inverted bottleneck [58] with
squeeze-and-excitation optimization [59]. The spatial-temporal
representation has 18 channels: RGB, YUYV, Lab, and their
corresponding normalized channels. The proposed network
outputs two confidence rates for live and spoof decisions.

The loss function is defined as the cross entropy between
the ground-truth and the prediction labels. Denote u; ; as the
confidence scores of the i-th batch of samples belonging to
the j-th class and y; ; as their ground-truth labels. The loss
function of N batches for M classes is calculated as:

N M
ﬁ = — Zzyi’j logum- + (1 - yi,j) IOg(l — ui,j)~ (11)
=1 j=1

The superiority of EfficientNet mainly lies in the compound
scaling mechanism, which can concentrate more on relevant
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regions and preserve more object details flexibly, depending
on the size of training data. For rPPG-based face anti-spoofing,
especially for the cross-dataset evaluation, the sizes of training
data vary significantly. The compound-scaling mechanism
could help handle the variety of application scenarios.

V. EXPERIMENTAL RESULTS
A. Experimental Settings

1) Benchmark Datasets: Four datasets are used for evalu-
ating 3D mask attack detection: 3DMAD [38], CSMAD [60],
HKBU-Mars V1+ [18], and HKBU-Mars V2 [40], where the
last two are collected under a similar protocol, but with no
common video. And the Idiap Replay Attack dataset [61] is
used to detect printed photo attacks and video replay attacks.
3DMAD dataset [38] consists of 2 sessions of videos on
genuine faces and 1 session of videos on 3D mask attacks
of 17 subjects. The used 3D masks are from Thatsmyface and
the subjects vary in race, age, and gender. Each subject has 5
10-second videos in RGB and 5 10-second videos in depth.
For a fair comparison, only the RGB videos are used. There
are 300 frames of 640 x 480 pixels for each video. This dataset
is collected under the indoor environment with well-controlled
illumination conditions.

CSMAD (Custom Silicone Mask Attack Dataset) [60] was
collected from 14 subjects and 6 high-quality 3D masks. The
dataset consists of 87 genuine videos and 159 attack videos, in
which the 3D masks are worn on subjects’ faces or mounted
on an appropriate stand. The frame rate is approximately
30 frames per second (FPS), lasting from 5 to 12 seconds.
Four lighting conditions are adopted, including flourscent
ceiling light, left halogen lamp illuminating, right halogen
lamp illuminating, and halogen lamp illuminating from both
sides. Each video contains frames in visible light recorded by
Intel RealSense SR300 and near-infrared images recorded by
Seel Thermal Compact Pro. In this paper, only the visible-light
videos are employed for evaluation.

HKBU-Mars V1+ dataset [18] has 2 sessions of genuine
attempts and 1 session of 3D mask attacks. It only contains
RGB videos. Each session includes 60 10-second videos for
12 genuine subjects or 3D masks. The subjects vary in age and
gender. Due to the privacy issue, the public version eliminate
one subject’s videos on sessions of genuine attempts. Six
masks are made by Thatsmyface and the other two are made
by REAL-f. The videos are recorded via Logeitech C920 web-
camera with the resolution of 1280 x 720 pixels at 25 FPS,
under controlled laboratory light conditions.

HKBU-Mars V2 dataset [40] is much larger and covers
more real-world variations. It contains 1 session of real-face
videos and 1 session of spoofing attack videos. Every session
has 504 10-second videos from 12 subjects or 3D masks.
Similar to HKBU-Mars V14, the subjects vary in age and
gender. Six masks are made by Thatsmyface and the other
six are made by REAL-f. In general, the subject’s frontal
face is recorded, allowing natural facial expressions and some
head movements. Compared to HKBU-Mars V 1+, this version
introduces three more variations. 1) Multiple devices are used
with FPSs ranging from 14 to 50 and resolutions ranging from

640 x 480 to 1920 x 1080 pixels. 2) The devices are either
fixed on tripods or handheld, resulting in larger motions. 3)
There are various lighting conditions, including room light,
low light, bright light, warm light, side light and up side light.
Idiap Replay Attack Dataset [61] consists of 1300 video
clips of 50 subjects performing real attempts, printed photo
attacks, and video replay attacks. The videos of real attempts
are generated by users attempting to access a laptop through a
Macbook built-in webcam while the spoofing attacks are per-
formed by displaying a photo or video recording of the same
user for at least 9 seconds. All videos are of the resolution of
320 x 240 at 25 FPS. Two lighting conditions are employed,
the controlled office light with homogeneous backgrounds and
the adverse illumination with complex backgrounds.

2) Compared Methods: The following methods are selected
for comparison.
Multi-Scale Local Binary Pattern (MS-LBP) [6] is the
baseline method of nearly all 3D mask attack datasets. It
extracts multi-scale LBP-histogram features of 833 dimensions
and utilizes a support vector machine (SVM) with a linear
kernel as the classifier.
Color Texture Analysis (CTA) [1] extracts 434-dimension
LBP features on both HSV and YCbCr color spaces. The
extracted features are then classified by an SVM with an
RBF kernel. It is chosen for comparison because of its good
generalization ability in detecting general face attacks.
FBNet-RGB [3] is a representative deep neural network,
which ranks the second in the Multi-modal Face Anti-spoofing
Attack Detection Challenge of CVPR 2019. The method
extracts features from image patches using a sequence of
residual blocks.
GrPPG [16] utilizes the Power Spectral Density curve gen-
erated by the Fast Fourier Transform (FFT) as the feature
representation and extracts rPPG signals from ROIs. The
features are then classified by an SVM with a linear kernel.
PPGSecure [22] extracts signals from both skin area and
backgrounds to construct spectral features using the FFT. The
features are then classified by an RBF SVM.
LrPPG [17] extracts a Local rPPG Confidence Map using
the ridge regression of rPPG signals from multiple ROIs, and
generate a Local rPPG Correlation Model as the features. The
generated features are then classified by an RBF SVM.
CEFrPPG [18] extracts the correspondence feature of local
rPPG signals after the Fast Fourier Transform. The correlation
features are extracted based on the Power Spectral Density
curve and classified by a linear SVM.
TSrPPG [19] excavates the similarity features between rPPG
signals from multiple face regions, and the dissimilarity fea-
tures between face regions and background regions by measur-
ing the correspondences of signal amplitudes, gradients, and
phases.
MCCEFrPPG [20] extends the CFrPPG [18] by applying
segments of Short-Time Fourier Transform (STFT) to obtain
spectrogram features. The multi-channel rPPG correspondence
features are then classified by a linear SVM.
TransRPPG [24] adopts a vision transformer to extract the
temporal information from the rPPG signals. The multi-scale
spatial-temporal maps on both facial skin and background re-
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gions are generated with the size 63 x 300 x 3 and 15 x 300 x 3.
Two network branches of share-weight Transformer Layers are
designed to learn the attentional features.

PATRON [14] separates the respiratory signal from the origi-
nal rPPG signal as a new liveness cue. The similarity features
are extracted from both respiratory signals and original rPPG
signals, and then classified by an RBF SVM.

SUNRISE [15] considers the similarity features of multiple
ROIs from both temporal representation and spectral repre-
sentation of rPPG signals, and uses multiple RBF SVMs on
signal fragments of different sizes for classification.
LeTSrPPG [21] extends the TSrPPG [19] by tuning the ROI
frames with a C(2+1)D neural network for higher quality
rPPGs. The network is trained via minimizing an rPPG re-
gression loss measuring the similarity between rPPG signals
of face ROIs and the dissimilarity between rPPG signals of
face ROIs and that of background ROIs.

3) Implementation Details: The latest SeetaFace V6 [54]
is used to detect faces and facial landmarks. To handle
videos under extreme light conditions, histogram equalization
is applied to improve the image contrast. As recommended
in [34], the threshold to choose the initial matched keypoints
0 is set to 0.6 for the distance defined in Eqn. (1) so that more
than 70 initially matched SIFT keypoints can be found in real
time. The relative weight A in Eqn. (2) is empirically set to
3 to highlight the spatial similarity on face sequences. The
acceptance rate « is set to 0.5 to reserve sufficient and high-
quality point matches for calculating affine transformation.

The face is split into 24 ROIs following Niu er al. ’s
design [33], with 4 rows and 6 columns to reserve the integrity
of mandible regions. To learn a unified pattern from videos
with different FPSs, the extracted rPPG signals are normalized
to 30 FPS via cubic interpolation. To make better use of the
information from the whole video and adapt to videos of
different sizes, a video is cut into segments of 120 frames,
with an overlapping of 117 frames. Having 9 color channels
and 9 normalized color channels, the size of the proposed
weighted spatial-temporal representation is [24, 120, 18]. The
learning rate is set to 0.1 initially with a decay to 10% every 4
epochs and a L2 regularization penalty of 5x 10~%. A decision
can be made for each video segment whether it is a genuine
attempt or a spoofing attack. The final decision is the majority
vote of the results from all video segments.

4) Evaluation Metrics: The following evaluation metrics
are reported.

Equal Error Rate (EER) refers to the value when the False
Acceptance Rate (FAR) and the False Reject Rate (FRR) are
equal.

Half Total Error Rate (HTER) is evaluated at a threshold
for the EER on the development set, and it is calculated as
HTER = (FAR+ FRR)/2.

BPCER@APCER=0.1 represents the BPCER value when
APCER is 0.1, where APCER (Attack Presentation Classifica-
tion Error Rate) and BPCER (Bonafide Presentation Classifica-
tion Error Rate) are similar to FAR and FRR, but the threshold
for APCER=0.1 is determined using the development set and
applied on the test set when calculating BPCER.

TABLE II
COMPARISON ON THE 3DMAD DATASET. THE BEST SCORES ARE
MARKED IN BOLD AND THE SECOND BEST IN UNDERLINE. THE
RPPG-BASED METHODS ARE MARKED WITH * WHILE
APPEARANCE-BASED METHODS WITH A.

Method HTER_dev HTER_test EER AUC
A MS-LBP [6] 1.25+1.90 | 4.22+10.30 2.66 | 99.60
A CTA [1] 2.78 £ 3.60 4.40 £9.70 4.24 99.30
A FBNet-RGB [3] 3.91£240 5.66 +£9.70 5.54 98.60
* GrPPG [16] 13.40 £4.20 | 13.20+13.20 | 13.90 | 92.60
* PPGSecure [22] 15.20 £4.40 | 15.90+14.60 | 15.80 | 90.80
* LrPPG [17] 9.06 + 4.40 8.57 £ 13.30 8.88 96.00
* CFrPPG [18] 5.95 £ 3.30 6.82+12.10 6.94 97.10
* MCCFrPPG [20] 4.42 £ 2.30 5.60 & 8.80 5.01 98.70
* TransRPPG [24] - - 2.38 98.80
* LeTSrPPG [21] 11.15+2.99 | 12.354+10.86 | 7.65 95.53
* Proposed VMrPPG 1.34 £1.51 2.16 +4.17 0.87 99.58
TABLE III

COMPARISONS ON THE 3DMAD DATASET FOR SHORT-TIME
OBSERVATIONS. THE RPPG-BASED METHODS DESIGNED SPECIFICALLY
FOR SHORT-TIME OBSERVATION ARE MARKED WITH o.

Method HTER_dev HTER_test EER AUC

* GrPPG [16] 34.10£5.70 | 33.70 £11.60 | 38.30 | 65.90
* PPGSecure [22] 33.30 £ 3.10 33.00 + 8.10 34.80 | 69.40
* LiPPG [17] 45.20 + 3.20 44.80 £8.80 | 45.30 | 55.70
* CFrPPG [18] 32.80+1.70 32.70 &£ 7.40 32.50 | 70.80
* TransRPPG [24] 20.70 + 2.20 20.60 + 8.30 20.80 | 84.50
o TSrPPG [19] 13.104+£3.00 | 13.40+£11.20 | 13.30 | 93.80
o SUNRISE [15] — - 12.50 | 93.70
o LeTSrPPG [21] 11.54+2.70 11.80 £ 8.60 11.90 | 94.40
* Proposed VMrPPG | 3.67 £ 1.33 5.00 + 7.06 4.41 98.09

BPCER@APCER=0.01 represents the BPCER value when
APCER is 0.01.

Area Under the Curve (AUC) indicates the area under the
Receiver Operating Characteristic curve.

B. Experimental Results of Intra-dataset Evaluation

1) Experimental Results on the 3DMAD Dataset: For a fair
comparison, the standard evaluation protocol, Leave-One-Out-
Cross-Validation (LOOCYV) [18, 20], is used. In each fold,
one subject is used as the test set, 8 subjects are randomly
chosen as the train set, and the remaining 8 subjects are used
as the development set. 20 rounds of LOOCYV are conducted
to avoid coincidence and the average results over 20 rounds
are reported. The comparisons to state-of-the-art methods on
3DMAD are shown in Table II. We implemented and evaluated
LeTSrPPG [21] on the 3DMAD dataset. The results of other
compared methods are reported from their original papers.

It is witnessed that the proposed approach reduces the
HTER of the test set of the previously best performed rPPG-
based method, MCCFrPPG [20], from 5.60% to 2.16%, and
reduces the EER of the previously best performed method
TransRPPG [24] from 2.38% to 0.87%. In terms of the AUC,
the proposed method increases the result of the previously
best performed rPPG-based method, TransRPPG [24], from
98.80% to 99.58%. It is also worth to mention that the
standard derivations of the HTER of test set for all evaluated
methods are high. After checking the dataset, the genuine face
videos for two subjects with aging face and swarthy skin are
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TABLE IV
COMPARISON ON THE HKBU-MARS V 1+ DATASET.

TABLE V
COMPARISONS ON THE HKBU-MARS V 1+ DATASET FOR SHORT-TIME
OBSERVATION.

more likely to be wrongly classified as spoofing faces, which
suggests that the current face spoofing detection methods are
still greatly suffered from age and skin color variations.

TSrPPG [19], SUNRISE [15], and LeTSrPPG [21] were
originally designed for short-time observation scenarios. For
a fair comparison, the proposed method is also evaluated on
short-time observation (1 second) scenarios following the same
protocol as in [21]. The results are summarized in Table III.
All results of the compared methods are reported from their
original papers. It can be seen that the proposed VMrPPG
significantly outperforms all the compared methods on all four
evaluation criteria. Specifically, compared with the previously
best performed method, LeTSrPPG [21], the proposed method
reduces the EER from 11.90% to 4.41%, and increases the
AUC from 94.40% to 98.09%.

2) Experimental Results on the HKBU-Mars VI1+ Data-
set: With fewer subjects than the 3DMAD dataset, training
on this dataset requires higher generalization ability on the
model. On this dataset, the penalty for L2 regularization is
elevated to 5 x 1073 and the learning rate decays after 4
epochs. 20 rounds of LOOCYV are applied on the HKBU-
Mars V1+ dataset. In each fold, one subject is used for
testing, 5 subjects are randomly selected for training, and
the 6 remaining subjects are used as the development set.
The evaluation results are summarized in Table IV. It can
be seen that the proposed VMrPPG achieves the best score
on all four evaluation metrics, which outperforms the second
best MCCFrPPG [20] by 1.37%, 0.54%, 2.33%, and 0.03%
in terms of the HTER on the development set, the HTER on
the test set, the EER, and the AUC, respectively. Different
from the results on the 3DMAD dataset, the appearance-
based methods present a sharp performance degradation on the
HKBU-Mars V1+ dataset while rPPG-based methods remain
their good performance. This phenomenon suggests that, under
more scenario variations, the rPPG signals tend to be more
robust than the appearance features.

We have also conducted the comparison experiments for
short-time observations on the HKBU-Mars V1+ dataset,
following the experimental settings in [21]. The results are
summarized in Table V. Similar to the results on the 3DMAD
dataset, the proposed VMrPPG ranks the first on all four
evaluation criteria, which suggests that the proposed VMrPPG
significantly outperforms the state-of-the-art methods for both
long-time observations and short-time observations.

Method HTER_dev HTER_test EER | AUC
A MS-LBP [6] 20.50 £8.90 | 24.00 £25.60 | 24.80 | 84.50 Method HTER_dev HTER_test EER AUC
A CTA [1] 22.40 £10.40 | 23.40 £20.50 | 23.30 | 81.90 * GIPPG [16] 2920 £4.70 | 29.10£9.70 | 33.80 | 72.00
A FBNet-RGB [3] 35.00 £ 11.30 | 36.10 £26.00 | 36.40 | 67.30 * PPGSecure [22] 42.40£2.10 | 42.90+5.80 | 43.00 | 59.30
* GrPPG [16] 1540 £6.70 | 15.404+20.40 | 16.20 | 89.30 * LiPPG [17] 45.30 +3.70 | 45.104+12.00 | 45.30 | 56.20
* PPGSecure [22] 14.20 +5.80 | 15.60 4 16.40 | 17.40 | 90.70 x CFrPPG [18] 41.604+3.30 | 43.10+£5.60 | 42.00 | 60.80
* LiPPG [17] 8.43 +2.90 8.67 & 8.80 8.94 | 97.10 % TransRPPG [24] 32.90 £2.80 | 32.704+6.40 | 33.10 | 72.00
* CFrPPG [18] 3.24 £ 2.00 4.10 & 4.90 4.00 | 99.30 o TSrPPG [19] 21.50 £2.60 | 22.304+8.80 | 22.00 | 85.20
* MCCFrPPG [20] 2.85 4+ 1.80 3.38 + 4.80 3.10 99.70 o SUNRISE [15] — — 14.80 86.80
* PATRON [14] - - 14.70 | 87.80 o LeTSrPPG [21] 15.30 £2.20 | 15.80+6.50 | 15.70 | 91.50
* LeTStPPG [21] 7.64 +4.37 4.09 +7.33 7.27 | 95.64 * Proposed VMrPPG | 5.77 £ 1.92 | 3.43 £4.91 | 5.54 | 97.76
% Proposed VMrPPG | 1.48 £1.66 | 2.84 £5.01 | 0.77 | 99.73
TABLE VI

COMPARISON ON THE HKBU-MARS V2 DATASET.

Method EER AUC BPCER@APCER=0.01
A MS-LBP [6] 22.50 | 85.80 95.10
A CTA [1] 23.00 | 82.30 89.20
* GrPPG [16] 16.40 | 89.40 32.90
* LrPPG [17] 9.07 97.00 38.90
* CFrPPG [18] 4.04 99.30 17.80
* TransRPPG [24] 8.47 96.80 29.80
* Proposed VMrPPG | 2.78 | 99.56 7.54
TABLE VII

COMPARISON ON THE CSMAD DATASET UNDER THE
LEAVE-HALF-OUT-FOR-TRAINING PROTOCOL [20].

BPCER@ BPCER @
Method HTER_test EER AUC APCER=0.1 | APCER=0.01
A MS-LBP [6] 8.36 £4.20 | 9.28 | 96.20 7.65 55.80
A CTA [1] 11.10 £ 4.60 12.90 94.70 16.60 48.70
A FBNet-RGB [3] 39.30+4.20 | 40.30 | 63.80 83.10 97.90
* GrPPG [16] 35.70+2.80 | 37.20 | 70.20 68.60 91.70
* PPGSecure [22] 21.90+5.70 | 23.30 | 83.60 32.60 56.40
* LrPPG [17] 19.10 £ 5.00 19.60 87.60 32.90 82.50
* CFrPPG [18] 12.50 £3.00 | 12.20 | 93.80 15.70 59.70
+ MCCFrPPG [20] 10.30 £2.90 | 10.70 | 94.60 11.30 34.00
* Proposed VMrPPG | 6.91 £2.40 | 8.00 | 97.36 7.15 32.77

3) Experimental Results on the HKBU-Mars V2 Dataset:
The standard evaluation protocol, 20 rounds of LOOCYV,
is applied on the HKBU-Mars V2 dataset, with the train-
development-test subject-amount split as (5,6, 1). The results
are summarized in Table VI. The results of other compared
methods are obtained from [20]. The proposed VMrPPG con-
sistently outperforms all the compared methods for all three
evaluation metrics. Compared to the state-of-the-art method,
MCCFrPPG [20], the performance gains of the proposed
method are 1.26%, 0.26%, and 10.26% in terms of the EER,
the AUC, and BPCER @ APCER=0.01, respectively. The supe-
riority of the rPPG-based methods over the appearance-based
methods are more distinct, which exhibits the discriminant
power of rPPG-based methods to overcome the variations of
backgrounds, illumination conditions, and camera sensors.

4) Experimental Results on the CSMAD Dataset: Follow-
ing [20], the Leave-Half-Out-for-Training protocol is adopted
on the CSMAD dataset, which sets aside 7 subjects of genuine
faces and 3 subjects of mask attacks for training, and leaves the
rest for testing. The results on the CSMAD dataset are summa-
rized in Table VII. The proposed VMrPPG performs best on
all evaluation metrics. Compared with the second-best rPPG-
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based method, MCCFrPPG [20], it reduces the HTER_test
by 3.39%, the EER by 2.70%, the BPCER@APCER=0.1 by
4.15%, and the BPCER@APCER=0.01 by 1.23%, and boosts
the AUC by 2.76%. It is also noted that the rPPG-based meth-
ods perform poorer on this dataset than the other 3 datasets.
After checking the failure cases, more than 70% of them are
genuine faces with side lighting that are incorrectly classified
as masked faces. The results show that the rPPG signals are
still strongly affected by the illumination conditions.

From the intra-dataset evaluation on all four dataset, it
can be concluded that the proposed VMrPPG consistently
and significantly outperforms all the state-of-the-art face anti-
spoofing methods based on rPPG signals.

C. Experimental Results of Cross-dataset Evaluation

To evaluate the generalization ability of the proposed
method on unseen scenarios, a set of cross-dataset evaluations
are conducted following the same protocol as in MCCFrPPG
[20], in which the model is trained on Dataset A but evaluated
on Dataset B (denoted as A — B). For the HKBU-Mars V1+
dataset, 6 subjects are randomly selected as the train set and
the remaining 6 subjects are used as the development set.
For the 3DMAD dataset, the train-development split is (8, 9).
The CSMAD dataset treats 7 subjects for real attempts and 3
subjects for mask attacks for training respectively, and the rest
as the development set. The cross-dataset evaluations are also
repeated for 20 rounds and the average results over 20 rounds
are reported. The results are summarized in Table VIIIL.

1) 3DMAD vs. HKBU-Mars VI+: The results of the
compared methods are obtained from [20]. For the set-
ting of “3DMAD — HKBU-Mars V1+”, the proposed VM-
rPPG performs best on all three evaluation metrics, ie.,
the HTER test of 2.21%, the AUC of 99.73%, and the
BPCER@APCER=0.01 of 6.18%, which are better than the
second-best method, MCCFrPPG [20], by 1.25%, 0.13%, and
1.45%, respectively. The proposed VMrPPG ranks the second
best for BPCER@APCER=0.1, which is only 0.25% worse
than MCCFrPPG [20]. For “HKBU-Mars V1+ — 3DMAD”,
the proposed VMrPPG achieves the best performance in terms
of all evaluation criteria. Compared to the previous best
method MCCFrPPG [20], the proposed method achieves a
performance gain of 1.31%, 0.54%, 1.16%, and 0.22% in
terms of the HTER _test, the AUC, the BPCER @ APCER=0.1,
and the BPCER@APCER=0.01, respectively.

2) 3DMAD vs. CSMAD: In this experiment, the proposed
VMrPPG ranks the first on 7 evaluation criteria out of 8, as
shown in Table VIII. The only metric where the proposed
method ranks the second is the AUC for “3DMAD — CS-
MAD?”, which is 0.30% lower than MCCFrPPG [20]. But the
proposed VMrPPG outperforms MCCFrPPG [20] on all the
other 7 evaluation criteria, 6 of which are significant.

3) HKBU-Mars VI1+ vs. CSMAD: As shown in Table VIII,
the proposed VMrPPG ranks the first on all 8 evaluation cri-
teria in this experiment. Compared to the second-best method
MCCFrPPG [20], the proposed VMrPPG reduces the HTER
on the test set by 1.36% for “HKBU-Mars V1+ — CSMAD”.
For “CSMAD — HKBU-Mars V1+”, the proposed method

reduce the HTER on the test set by 0.65% compared to the
second-best method CFrPPG [18]. Since the CSMAD dataset
contains more illumination conditions than the 3DMAD or
HKBU-Mars V1+ datasets, most rPPG-based methods can’t
achieve satisfactory results when training on these two datasets
while testing on the CSMAD dataset.

The experimental results on all three cross-dataset evalua-
tions demonstrate that the proposed VMrPPG achieves the ex-
cellent generalization ability when facing unseen scenarios. It
is also noted that the texture-based methods are suffered from
huge performance degradation on cross-dataset evaluations,
while the drop of the rPPG-based methods are insignificant,
which again demonstrate the superior performance of rPPG-
based methods on detecting 3D mask attacks.

D. Ablation Studies

To evaluate each component of the proposed method, a
set of ablation studies are performed on the HKBU-Mars V2
dataset, which contains the greatest variations. The baseline
method extracts the rPPG signals from the SeetaFace-aligned
faces, encodes the signals on the spatial-temporal represen-
tation, and learns the features using a ResNet-18 as in [33].
The same evaluation protocol of 20 rounds of LOOCV [20]
is applied here.

1) Effects of Stitching-based Face Alignment: The pro-
posed stitching-based face alignment is compared with other
face alignment methods. The proposed method utilizes both
SIFT keypoints and facial landmarks for face alignment, and
hence one compared method solely utilizes SIFT keypoints
(Keypoint Only) and another solely utilizes facial landmarks
(Landmark Only). As the proposed method utilizes dynamic
programming to select intermediate faces to build a face
alignment chain, another compared method fixes the interme-
diate face at the previous frame (Always Previous). Other
components of the baseline method remain unchanged. The
experimental results are shown in Fig. 4.
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42 4.17
41
% 4.0
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39
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27 [
Landmark Keypoint Always Proposed
Only Only Previous

Fig. 4. Ablation study on face alignment methods. The EER of the proposed
stitching-based face alignment is 0.39% lower than the baseline method.

With the same classifier and parameter settings, it is
observed that the proposed stitching-based face alignment
contributes the most distinct rPPG signals. Compared to the
baseline fixing the intermediate face at the first frame and
using only landmarks for alignment, the proposed method
reduces the EER from 4.17% to 3.78%. The method using
only SIFT keypoints and the one fixing the intermediate face
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TABLE VIII

TRAINING ON DATASET A AND TESTING ON DATASET B.

Settings Methods - ;PEER@ BPCER@ 0 _B>PéER@ BPCER@
HTER_test | AUC | Apcpr=0.1 | APCER=001 | HTER-est | AUC | spcpRro0.1 | APCER=0.01
A MS-LBP [6] 36.80 £2.90 | 60.70 87.50 97.00 41.30 £ 14.00 | 62.20 89.20 99.50
A CTA [1] 71.80 +2.10 | 45.90 96.80 99.30 55.70 + 8.70 | 48.60 89.90 97.40
A FBNet-RGB [3] | 34.00 + 1.40 | 73.60 65.70 97.80 12.30 + 10.60 | 89.60 26.80 66.80
A: 3DMAD * GIPPG [16] 35.90 &+ 4.50 | 67.20 75.80 97.60 36.50 & 6.80 | 66.50 86.30 98.60
B HKBU-Mars V14 |* PPGSecure [22] | 14.40 £ 1.40 | 91.80 16.90 25.80 19.10 +2.30 | 87.20 26.20 45.00
' ‘ * LiPPG [17] 4.46+£0.90 | 98.90 1.33 31.20 8.46 +0.30 | 95.30 8.79 17.00
* CFrPPG [18] 4.23+0.30 | 99.00 2.83 19.90 4.814£0.40 | 98.10 4.44 14.30
* MCCFrPPG [20] | 3.4640.60 | 99.60 0.25 7.63 4.78 +0.80 | 98.50 4.00 8.59
* Proposed VMrPPG | 2.21 £ 0.79 |99.73 0.50 6.18 3.47 £0.98 | 99.04 2.84 8.37
A MS-LBP [6] 50.60 & 5.60 | 49.50 89.90 98.10 4270 % 6.40 | 58.20 83.90 98.90
A CTA [1] 48.90 + 5.80 | 50.70 88.60 98.10 58.40 + 7.80 | 46.50 93.60 99.30
A FBNet-RGB [3] | 46.30 +2.30 | 56.60 80.80 99.00 50.20 + 18.10 | 52.50 87.50 98.50
A: 3DMAD * GPPG [16] 43.60 + 3.70 | 52.70 85.50 96.50 50.00 + 0.00 | 50.00 90.00 99.00
B CSMAD * PPGSecure [22] | 43.60 & 1.50 | 60.70 87.40 98.60 24.80 £ 11.90 | 77.20 46.50 64.60
: * LiPPG [17] 40.50 & 2.60 | 67.00 63.50 82.30 17.00 + 7.20 | 84.70 46.30 99.90
* CFrPPG [18] 22.70 4+ 0.60 | 82.60 51.10 89.10 6.37+ 1.00 | 96.30 8.26 16.70
* MCCFPPG [20] | 9.9840.40 |95.70 10.90 46.90 3.71+0.80 | 98.60 3.47 8.09
* Proposed VMrPPG | 9.18 £ 1.04 | 95.40 10.57 38.51 2.94 £1.33 | 99.41 2.23 7.36
A MS-LBP [6] 4230 £ 3.20 | 52.30 85.40 97.90 45.00 £ 5.80 | 54.80 87.10 99.00
ACTA[1] 53.60 & 5.00 | 48.80 90.30 98.70 37.80 & 4.80 | 61.50 80.20 96.20
A FBNet-RGB [3] | 41.60 +3.70 | 57.00 87.10 99.10 40.90 4 6.80 | 56.10 86.00 97.20
A: HKBU-Mars V14 | * GtPPG [16] 54.00 + 11.40 | 48.90 88.70 98.60 50.00 + 0.00 | 50.00 90.00 99.00
B CSMAD * PPGSecure [22] | 52.20 +2.20 | 52.10 91.60 99.90 37.60 +3.90 | 53.30 83.70 96.00
: * LiPPG [17] 40.40 £ 2.90 | 65.40 65.10 81.50 13.80 + 8.00 | 88.60 39.20 98.10
* CFrPPG [18] 22.50 4 0.70 | 84.00 47.80 85.80 2.58 £ 0.80 | 99.30 1.29 17.30
* MCCFrPPG [20] | 10.80 4 0.50 | 95.30 12.00 40.90 2.67£0.90 | 99.70 0.75 5.50
* Proposed VMrPPG | 9.44 £1.10 |95.37| 10.75 37.58 1.93 4 1.05 | 99.76 0.59 4.50
at the previous frame fall behind, which presents the negative 40 99.60
effects caused by the error propagation over a long alignment 7956
chain when facing notable pose variations. 36 99.40
2) Effects of rPPG-based Face Anti-spoofing Framework: 9 S
The improvements of the proposed VMrPPG are assessed pro- r 32 99.20 9
gressively. The baseline feature representation is the spatial- = <
temporal representation (STR) encoding rPPG signals from 28 9900
faces after stitching-based face alignment. The weighted multi- » 0650

channel STR (WMC-STR) expands the features from the
RGB color space to the RGB, YUV and Lab color spaces,
and weights the features via a facial vascular density mask.
The proposed lightweight EfficientNet with GRU (ENetGRU)
is employed to replace the baseline ResNet-18 and extract
features from WMC-STR. The STR, WMC-STR, and ENet-
GRU are applied progressively to evaluate the performance
gain by including each of the proposed building blocks.

The comparison results are shown in Fig. 5. By utilizing
the spatial-temporal representation and ResNet-18 only, the
EER and AUC are 3.78% and 98.98%, respectively. By using
the proposed weighted multi-channel STR, the EER decreases
to 3.37% and the AUC increases to 99.29%, which indicates
that the characteristics of rPPG signals in multiple color
spaces are helpful to create distinct signal representations, and
highlighting rPPG signals in regions with dense facial vessels
is helpful for spoofing detection. After replacing ResNet-18 by
ENetGRU, the EER further decreases to 2.78% and the AUC
further increases to 99.56%, which suggests the advanced
power of the proposed lightweight EfficientNet with GRU in
capturing the discriminant features for spoofing detection.

3) Effects of Using Multiple Color Spaces: To illustrate
the benefits of utilizing multiple color spaces, the proposed
method is compared to methods utilizing single color space,

STR WMC-STR ENetGRU

Fig. 5. Ablation study on rPPG-based face anti-spoofing framework in terms
of the EER and the AUC. The EER gradually decreases by 0.41% and
0.59%, and the AUC progressively increases by 0.31% and 0.27% when
using weighted multi-channel STR (WMC-STR) and replacing ResNet-18
with the proposed lightweight EfficientNet with GRU (ENetGRU).

i.e., RGB, YUV, HSV, Lab, and a learning-based color space
LC;Cy [62]. All the other components remain unchanged as
STR in Section V-D2. The results are summarized in Table
IX. It is witnessed from Table IX that WMC-STR performs
better than methods using any single color space, including
the learning-based color space. The results show that the
complementary information residing in different color spaces
help construct a more robust rPPG representation.

4) Impact of Dataset Variances: The proposed method
is compared with the baseline method on four datasets,
which does not have any proposed components, and reserves
landmark-only face alignment, spatial-temporal representation,
and ResNet-18. The same evaluation protocol is used for
each dataset as in intra-dataset evaluation. The comparisons
in terms of the EER and the AUC are shown in Fig. 6(a)
and 6(b), respectively. Compared to the baseline method, the
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TABLE IX
ABLATION STUDIES OF UTILIZING RPPG SIGNALS IN DIFFERENT COLOR
SPACES.
Color Space EER AUC
RGB (STR) 3.78 98.98
Lab 3.78 99.10
YUV 4.17 98.84
HSV 13.19 | 91.39
LC,1C2 [62] 3.81 98.83
WMC-STR 3.37 99.29

proposed method achieves a solid and consistent performance
gain, i.e., 2.63%, 4.59%, 1.39%, and 1.73% in terms of the
EER on the 3DMAD, HKBU-Mars V1+, HKBU-Mars V2,
and CSMAD datasets, respectively, and 1.76%, 3.08%, 0.60%,
1.74% respectively in terms of the AUC.

M Baseline M Proposed
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Fig. 6. Ablation studies on dataset variances. The proposed VMrPPG

consistently and significantly outperforms the baseline method on all four
datasets in terms of both the EER and the AUC.

E. Experimental Results on Other Spoofing Attacks

The rPPG signals can be used to detect various types of
spoofing attacks from the recorded videos. To evaluate the
ability of detecting other spoofing types, the proposed method
is evaluated on the Idiap Replay Attack dataset [61] for
detecting photo attacks and video replay attacks, following
the same experimental settings and the short-time observation
(1 second) protocol as in LeTSrPPG [21]. The comparison re-
sults to the state-of-the-art rPPG-based and appearance-based
methods are summarized in Table X. It can be seen that the
proposed VMrPPG significantly and consistently outperforms

TABLE X
COMPARISON ON THE IDIAP REPLAY ATTACK DATASET FOR SHORT-TIME
OBSERVATIONS.

Method HTER_dev HTER__test EER AUC
A MS-LBP [6] 8.54 +1.40 8.43 £ 8.00 8.76 97.40
* GrPPG [16] 45.30 4+ 0.60 45.30 £ 5.20 | 45.30 56.50
* PPGSecure [22] 39.10 4+ 0.60 38.90 £4.50 | 39.10 65.50
* LiPPG [17] 44.20 4+ 0.60 44.30 +4.80 | 44.20 59.00
* CFrPPG [18] 36.30 +0.70 36.20 £ 5.10 | 36.30 68.00
* LeTSrPPG [21] 18.50 + 0.70 18.70 + 6.10 | 18.60 88.90
* Proposed VMrPPG | 4.50 £0.40 | 5.92 +4.13 5.01 98.71

all the compared methods in detecting photo attacks and video
replay attacks. Compared to the second-best method, MS-LBP
[6], the proposed method uses less liveness cues but achieves
better scores, with the reduction of 4.04% on the HTER on
the development set, 2.51% on the HTER on the test set,
3.75% on the EER, and an improvement of 1.31% on the
AUC. Compared with the previously best performed rPPG-
based method, LeTSrPPG [21], the proposed method achieves
significant performance gains on all four evaluation metrics.

F. Discussions

The proposed VMrPPG aims to address the two challenges
of existing rPPG-based methods: the alignment error of face
sequences that may greatly distort the rPPG signals, and the
weak and noisy rPPG signals. The ablation studies in Fig. 4
show that the proposed face alignment algorithm using both
SIFT keypoints and facial landmarks mitigates the distortion
in the rPPG signals caused by face alignment errors. The
ablation studies in Fig. 5, Fig. 6, and Table IX demonstrate
that the proposed signal weighting mechanism based on the
vascular density and the color space fusion helps construct a
robust rPPG signal representation. As evidenced in Fig. 5,
the proposed customized EfficientNet with the GRU has
strong discriminant power. To show the generalization ability
of the proposed framework, we have conducted a series of
experiments, e.g., the intra-dataset evaluations on the 3DMAD,
HKBU-Mars V1+, HKBU-Mars V2 and CSMAD datasets,
the intra-dataset evaluations for short-time observations on the
3DMAD, HKBU-Mars V1+ and Idiap Replay Attack datasets,
and the cross-dataset evaluations among the 3DMAD, HKBU-
Mars V1+, and CSMAD datasets. The proposed method also
significantly outperforms all the compared methods for other
spoofing attacks such as printed photo attacks and video-replay
attacks, as demonstrated in Section V-E. In summary, the
proposed method significantly outperforms the state-of-the-
art TPPG-based methods on multiple datasets under different
evaluation protocols for different spoofing attacks.

VI. CONCLUSION

rPPG signals provide an effective liveness clue to detect
3D mask attacks. However, the rPPG signal has low signal to
noise ratio and is sensitive to the spatial positions of video
frames. Thus, the facial micro movements and inaccurate
face alignment, though can be tolerated by a face recognition
system, largely weaken the rPPG signal and hence make it
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ineffective. To address this challenge, we propose a landmark-
anchored face stitching algorithm to align the face at a pixel-
wise level, design a vascular-weighted multi-channel spatial-
temporal representation to rPPG signals, and extract reliable
spatial-temporal features by a lightweight EfficientNet with
a GRU. More precisely, our contributions are four-fold: 1)
To align the face at the pixel level to enhance the rPPG
signal quality, a landmark-anchored face stitching algorithm
is proposed which utilizes the facial landmarks as anchor
points to prevent the error propagation in the face alignment
chain, and utilizes face stitching through keypoint to achieve
an accurate and consistent face alignment. 2) The rPPG
signal features are extracted from different color spaces to
make use of the signal characteristics embedded in different
color spaces. 3) The processed signals from each ROI are
stacked as a spatial-temporal representation, and then weighted
using the density of the facial blood vessels, to highlight the
ROIs with rich blood vessels. 4) The lightweight EfficientNet
with the GRU following the compound-scaling mechanism is
developed for spatial-temporal feature learning. The proposed
method is compared with state-of-the-art rPPG-based face
anti-spoofing models under both intra-dataset and cross-dataset
evaluations on five datasets. Experimental results show that the
proposed approach significantly and consistently outperforms
all the compared rPPG-based methods.
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