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A Bi-Level Control for Energy Efficiency
Improvement of a Hybrid Tracked Vehicle
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Abstract—In this paper, a bi-level control framework is
proposed to improve the energy efficiency for a hybrid
tracked vehicle. The higher-level discusses how to accu-
rately predict power demand based on the Markov Chain.
Specially, fuzzy encoding predictor is used for power de-
mand prediction, and a real-time recursive algorithm is ap-
plied to fuse the future power demand information into tran-
sition probability matrix (TPM) computation. Furthermore,
the Kullback–Leibler (KL) divergence rate is employed to
decide the alteration of control strategy. The lower-level
computes the relevant energy management strategy, based
on the updated TPM and a model-free reinforcement learn-
ing (RL) technique. Simulation results illustrate that the ve-
hicular energy efficiency in the proposed scheme exceeds
the common RL control by tuning the KL divergence value.
Comparative results also show that the developed control
strategy outperforms the common RL one, in terms of en-
ergy efficiency and computational speed.

Index Terms—Energy management, hybrid tracked vehi-
cle (HTV), Kullback–Leibler (KL) divergence rate, power de-
mand prediction, reinforcement learning (RL).

I. INTRODUCTION

DUE to a great importance of improving fuel economy
and reducing pollutant emissions, hybrid electric vehicles

(HEVs) have been being actively investigated over the world
[1], [2]. Energy management strategy is an enabling technology
in HEVs, in order to distribute power among multiple power
sources for improving overall energy efficiency [3], [4]. One
major difficulty to realize this goal lies in future driving con-
dition prediction. Hence, an online, efficient predictive energy
management strategy involving a preview of vehicular power
demand is significant.

In order to attain desirable power split in HEVs, energy
management strategies are often optimization-based techniques.
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These approaches are classified into global optimization and
real-time optimization categories. As the message of driving
cycle is previously given, dynamic programming (DP) could
obtain theoretically global optimal control. For example, a novel
efficient neural network module structure is compared with DP-
based controls to declare its optimality in [5]. However, its on-
line effectiveness cannot be guaranteed. Energy management
strategy for a range extended electric vehicle was investigated
by Chen [6] using DP, in which the driver comfort, battery
life, and limitation of noise are considered in the cost func-
tion. Then a rule-based, multimode switch strategy that requires
lower computation efforts was proposed.

However, the DP-based control strategy is typically inap-
propriate for real-world application because road topography
is ususally unknown in advance [7]. As an alternative, convex
programming (CP) was also adopted to acquire a global opti-
mal solution via convex modeling and rapid solution search.
Hu et al. [8] applied CP to a comparison framework of hybrid
powertrains with three diffrernt energy storage systems, which
allows hybrid powertrain designer to rapidly and optimally per-
form integrated component selection, sizing, and energy man-
agement.

Equivalent consumption minimization strategy (ECMS) [9],
[10] and model predictive control (MPC) [11], [12] are two rep-
resentative techniques in real-time optimization. ECMS focuses
on the local optimization by exploring the accurate co-state
value. Musardo et al. [13] presented an adaptive ECMS strategy
to periodically refresh the co-state according to the current road
load. Thus fuel consumption is minimized, while battery state
of charge (SoC) is maintained within boundaries. Nevertheless,
future driving condition is still not taken into account.

MPC benefits from the future driving information and
could derive an energy management strategy through DP [14],
quadratic programming [15], or nonlinear programming [16].
Markov chain (MC) [17] models and artificial neural networks
(NNs) [18] were often utilized to forecast future driving con-
dition information in MPC. Zeng et al. proposed a stochastic
MPC-based energy management strategy using vehicle location,
traveling direction, and terrain information for HEVs running in
hilly regions with light traffic [19]. However, the performance
of MPC control is highly dependent on the precision of future
driving condition prediction [20].

The above model-based techiniques all require elaborate vehi-
cle models [21]. This causes considerable expenditure of model
parameter calibration [22]. To remedy this deficiency, reinforce-
ment learning (RL) [23], [24] has been recently considered
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Fig. 1. Bi-level control framework for real-time and model-free energy management.

as a model-free method to search optimal control in energy
management problem. Liu et al. [25], [32], [33] proposed a RL-
based energy management strategy using Q-learning algorithm
and MC models. The results indicated that fuel efficiency could
be significantly improved by using the proposed RL-based en-
ergy management strategy. Nevertheless, it should be pointed
out that the fuel economy of HEVs may be even degraded, if
the associated control strategy is unsuitable for future driving
conditions [26]. Hence, future driving information needs to be
carefully considered during derivation of an energy management
strategy for HEVs.

Recent studies reveal that predictive learning (PL) could be a
useful tool for driving condition prediction for HEVs. Based on
this concept, by sufficiently combining the predictive method in
[3] and online updating technique in [25], this work proposes
a novel PL and RL-based predictive, real-time and model-free
control framework to improve energy efficiency for a hybrid
tracked vehicle (HTV). PL makes the energy controls adapt to
mutative future driving conditions, and RL enables the controls
to be real-time implementable.

The main contribution of this paper is to present a bi-level con-
trol framework to formulate a predictive, real-time energy man-
agement strategy, which has not been discussed in our previous
work (see Fig. 1 as an illustration). The higher-level discusses
how to predict the power demand based on the MC. Specially,
fuzzy encoding predictor (FEP) is employed to forecast power
demand, and a real-time recursive algorithm is applied to fuse
the future power demand information into transition probability
matrix (TPM) computation. Furthermore, the Kullback–Leibler

(KL) divergence rate is employed to decide the alteration
of control strategy. The lower-level calculates the relevant
energy management strategy, based on the updated TPM,
using RL.

Through comparing with DP algorithm, the optimality of the
proposed control is evaluated, and the influence of KL diver-
gence rate is demonstrated by a comparison of a common RL
method, in terms of energy efficiency. Simulation results un-
derline that the proposed strategy leads to noticeable improved
fuel economy and computational speed. These merits make it
feasible for online application.

This rest paper is organized as follows: In Section II, the
higher-level power demand prediction and real-time recursive
algorithm are introduced. Section III describes the lower-level
RL control of the HTV powertrain. In Section IV, tests are
designed to evaluate the proposed approach, and simulation
results are analyzed. Finally, conclusions and future work are
described in Section V.

II. HIGHER-LEVEL: POWER DEMAND PREDICTION AND

ONLINE UPDATING

The predicted approach and online updating expression for
power demand are from our previous studies [3] and [25], and
elucidated in this section for mathematical completeness. First,
MC-based FEP for power demand prediction is introduced
[3]. Then, we use a real-time recursive algorithm to fuse the
future power demand information into online calculation of
TPMs [25]. Finally, KL divergence rate is applied to evaluate
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the availability of power demand prediction by comparing
differences of multiple TPMs [31].

A. Fuzzy Encoding Predictor

In this paper, the power demand is modeled as a finite-
state MC [27] and denoted as P = {pjdem |j = 1, . . . ,M} ⊂ X ,
where X ⊂ R is bounded. The maximum likelihood estimator
is used to estimate the transition probability of power demand
by [32]{

pij = P (p+
dem = pjdem

∣∣∣ pdem = pidem) = Ni j

Ni

Ni =
∑M

j=1 Nij

(1)

where pdem and p+
dem are the present and next one step-ahead

power demands, respectively, and pij is the transition probability
from pidem to pjdem . Furthermore, Nij indicates the transition
counts from pidem to pjdem , and Ni is the total transition counts
initiated from pidem .

The TPM Π is filled with elements pij . The one step-ahead
probability vector of power demand taking one of finite values
pjdem is linked as

(p+)T = pT Π (2)

and for n > 1 steps ahead as

(p+n )T = pT Πn . (3)

In the fuzzy encoding technique,X is divided into a finite set
of fuzzy subsets Φj , j = 1, . . .,M and the fuzzy subset Φj is
a pair (X,μj (·)), where μj (·) is a Lebesgue measurable mem-
bership function that satisfies the property

μj : X → [0, 1] s.t. ∀pdem ∈ X,∃j, 1 ≤ j ≤M,μj (pdem) > 0
(4)

where μj (pdem) reflects the degree of membership of pdem ∈ X
in μj . A continuous state pdem ∈ X in the fuzzy encoding may
be associated with several states pjdem of the underlying finite-
state MC model [28].

The FEP involves two transformations based on the theory of
approximate reasoning [29]. The first transformation allocates
an M -dimensional possibility (not probability) vector for each
pdem ∈ X as follows:

ÕT(pdem)=μT(pdem)=[μ1(pdem), μ2(pdem), . . . , μM (pdem)].
(5)

Notice that the sum of the elements in the possibility vector
∼ |!O(pdem) is unnecessary to equal 1. This transformation is
named fuzzification and maps power demand in the space X to
vector in M -dimensional possibility vector space X̃ .

The second transformation is called the proportional
possibility-to-probability transformation that converts the pos-
sibility vector ∼O(pdem) to a probability vector O(pdem) by
normalization

O(pdem) = Õ(pdem)

/
M∑
j=1

Õj (pdem) (6)

where this transformation maps X̃ to an M-dimensional proba-
bility vector space, X̄ . The probability distribution of the next

state in X̄ is computed by

(O+(pdem))T = (O(pdem))T Π (7)

where the element pij in the TPM Π is interpreted as a transition
probability between Φi and Φj . To decode vectors in X̄ back to
X , the probability distributionO+(pdem) is utilized to aggregate
the membership function μ(pdem) to encode the probability
vector of the next state in X [27]

w+(pdem)=(O+(pdem))Tμ(pdem)=(O(pdem))T Πμ(pdem).
(8)

The expected value over the possibility vector leads to the
next one-step ahead power demand using FEP⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

p+
dem =

∫
X

w+(y)ydy/
∫
X

w+(y)dy∫
X

w+(y)ydy =
∑M

i=1
Oi(pdem)

∑M

j=1
pij

∫
X

yμj (y)dy∫
X

w+(y)dy =
∑M

i=1
Oi(pdem)

∑M

j=1
pij

∫
X

μj (y)dy.

(9)
Note that the centroid and volume of the membership function

μj (pdem) is expressed as⎧⎪⎪⎨
⎪⎪⎩
c̄i =

∫
X

yμj (y)dy

Vj =
∫
X

μj (y)dy.
(10)

Thus, the next one-step ahead power demand in expression
(9) is rewritten as{

p+
dem =

∑M
i=1 Oi(pdem)

∑M
j=1 pijVj c̄j∑M

i=1 Oi(pdem)
∑M

j=1 pijVj
. (11)

Assuming that the membership functions have the same vol-
ume and using the fact

∑M
j=1 pij = 1 and

∑M
i=1 Oi(pdem) = 1,

(11) is further simplified as [3]{
p+

dem =

∑M
i=1 Oi(pdem)

∑M
j=1 pij cj∑M

i=1 Oi(pdem)
∑M

j=1 pij
= (O(pdem))T Πc̄

(12)
where (12) is the next one-step ahead power demand using
FEP. As can be seen, the probability distribution and centroid in
(12) are related to the membership functions. In this paper, these
functions are taken as Gaussian membership functions [30] with
a standard deviation σ = 1 as follows:

qi = e
−(x−2. 5i+ 1. 25) 2

2·σ 2 , i = 1, . . .M. (13)

B. TPM Online Updating

After predicting the future power demand, an online recur-
sive algorithm is applied to integrate this information into TPM
computation [25]. Assuming the length of the predicted power
demand is K, it is convenient to modify expression (1) for on-
board application as below:

pij =
Nij (K)
Ni(K)

=
Nij (K)/K
Ni(K)/K

=
Fij (K)
Fi(K)

(14)



LIU AND HU: BI-LEVEL CONTROL FOR ENERGY EFFICIENCY IMPROVEMENT OF A HYBRID TRACKED VEHICLE 1619

where Fi(K) is the total frequency rate of the transition events
fi(K) initiated from pidem , and Fij (K) is the frequency rate of
transition events fij (K) from pidem to pjdem within a specific
window with K measurements [25]⎧⎨
⎩
Fij (K) = Nij (K)/K = 1

K

∑K
t=1 fij (t)

Fi(K) = Ni(K)/K = 1
K

∑K
t=1 fi(t) = 1

K

∑K
t=1

∑M
j=1 fij (t).

(15)
where fij (t) = 1, if a transition from pidem to pjdem occurs at
time instant t; fi(t) = 1 if a transition initiated from the state
pidem at time instant t; otherwise, they take values to be zeros.
The frequency rate can be iteratively deduced as

Fij (K) =
1
K

K∑
t=1

fij (t) =
1
K

[(K − 1)Fij (K − 1) + fij (K)]

= Fij (K − 1) +
1
K

[fij (K)− Fij (K − 1)]

= Fij (K − 1) + ϕ[fij (K)− Fij (K − 1)] (16)

Fi(K) =
1
K

K∑
t=1

fi(t) =
1
K

[(K − 1)Fi(K − 1) + fi(K)]

= Fi(K − 1) +
1
K

[fi(K)− Fi(K − 1)]

= Fi(K − 1) + ϕ[fi(K)− Fi(K − 1)] (17)

where ϕ∈ (0, 1) is called forgetting factor, which is used
for weighting the old power demand data with exponentially
decreasing weights for online application. Finally, a recursive
expression of the transition probability of power demand is
formulated by integrating (14)–(17) as follows [25]:

pij =
Fij (K)
Fi(K)

=
Fij (K − 1) + ϕ[fik,j (K)− Fij (K − 1)]
Fi(K − 1) + ϕ[fi(L)− Fi(K − 1)]

.

(18)

C. KL Divergence Rate

To avoid the excessive updating of the TPM and improve the
computational efficiency of the online recursive algorithm, a
quantified parameter named KL divergence rate is proposed to
measure the differences of multiple TPMs. The KL divergence
rate is defined as [31]

DKL(P1‖P2) =
∑
x

∑
x+

[P1(x+ |x)P ∗(x)] log
[
P1(x+ |x)
P2(x+ |x)

]
(19)

where P1 and P2 are two M ×M TPMs of power demand,
x and x+∈ [1,M ] are the current and next indices of transi-
tion probability, respectively. P ∗ is the steady-state probability
distribution of P , which can be represented by

P ∗P1 = P ∗. (20)

Obviously, P ∗ is an eigenvector of P1 whose eigenvalue cor-
responds to 1. The logarithm operator in (19) requires the ele-
ments in P1 and P2 to be greater than zero and thus these two

Fig. 2. Configuration of the series HTV powertrain [25].

TABLE I
ELEMENTARY PARAMETERS OF THE HTV POWERTRAIN [33]

Name Value Unit

Vehicle mass Mv 2500 kg
Generator inertia Jg 0.1 kg·m2

Engine inertia Je 0.2 kg·m2

Gear ratio parameter ie−g 1 /
Electromotive force parameter Ke 0.8092 Vsrad−2

Electromotive force parameter Kx 0.0005295 NmA−2

Minimum State of Charge SoCm in 0.5 /
Maximum Sate of Charge SoCmax 0.9 /
Battery capacity Cbat 37.5 Ah

matrices are replaced by two equivalent one [31]{
P reg

1 = (1− δ)P1 + δ I
M

P reg
2 = (1− δ)P2 + δ I

M

(21)

where δ is a small constant ranging from 0 to 1, and I is the
identity matrix with the same dimensions as the matrix P1.
Three characteristics are illuminated for the KL divergence rate:
first, it is always nonnegative, DKL(P1||P2) = 0, if and only if
P1 = P2; second, in general, it is a nonsymmetric measure,
DKL(P1||P2) �= DKL(P2||P1); third, the closer it is to zero, the
more similar P1 is to P2 [31].

III. LOWER-LEVEL: HTV POWERTRAIN AND RL

To improve the energy efficiency of a series HTV, an optimal
control problem is formulated in this section. The powertrain
configuration of the HTV is shown in Fig. 2 [25]. The vehicle
powertrain mainly includes an engine generator set (EGS), a
battery pack and two driving motors. The modeling of the EGS,
battery pack and cost function are first introduced. Furthermore,
the RL technique framework is constructed [32], and the Q-
learning algorithm is harnessed to rapidly search the optimal
control based on the online TPM of predicted power demand.
The elementary parameters of the HTV powertrain are listed in
Table I [33].

A. Vehicle Powertrain Model

In EGS, the engine rated power is 52 kW at the speed of
6200 r/min. The rated output power of the generator is 40 kW
within the speed range from 3000 to 3500 r/min. The generator
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speed is selected as the first state variable and can be calculated
according to the torque equilibrium constraint

{
dng
dt =

(
Te
ie−g
− Tg

)
/0.1047

(
Je
i2
e−g

+ Jg

)
ne = ng/ie−g

(22)

where ng and ne are the rotational speeds, Tg and Te are the
torques of the generator and engine, respectively, and Te is the
sole control action in this work. Je and Jg are the rotational
moment of inertias of the engine and generator, respectively.
ie−g is the gear ratio between the engine and generator, and
0.1047 is the transformation factor that denotes 1 r/min = 0.1047
rad/s. The torque and output voltage of the generator can be
derived as follows [33]:{

Tg = KeIg −KxI
2
g

Ug = Keng −KxngIg
(23)

where Ke is the electromotive force coefficient, Ug and Ig are
the generator voltage and current, respectively. Furthermore,
Kxng is the electromotive force, and Kx = 3PLg/π, in which
Lg is the armature synchronous inductance, and P is the poles
number.

For the HTV, the SoC of the battery is chosen as another state
variable, which is computed by

dSoC

dt
= −Ibat(t)

Cbat
(24)

where Ibat and Cbat denote the current and rated capacity of
battery, respectively. According to the internal resistance model
[34], the derivative of SoC and battery output voltage can be
computed by

⎧⎪⎪⎨
⎪⎪⎩

dSoC
dt = (Vo c−

√
V 2
o c−4rc h (rd i s )Pb a t (t))

2Cb a t rc h (rd i s )

Ubat =

{
Voc − Ibatrch(SoC)(Ibat > 0)
Voc − Ibatrdis(SoC)(Ibat < 0)

(25)

where Voc is the open circuit voltage and Pbat is the battery
power. Furthermore, Ubat is the battery output voltage and
rdis(SoC) and rch(SoC) depict the internal resistances during
discharging and charging, respectively.

The optimal control objective to be minimized is expressed as
a tradeoff between the fuel consumption and charge sustenance
as follows:⎧⎪⎪⎨
⎪⎪⎩
J =

∫ tf

t0

[ṁf (t) + α(ΔSoC )2]dt

ΔSoC =
{
SoC(t)− SoCref SoC(t) < SoCref

0 SoC(t) ≥ SoCref

(26)

where [t0, tf ] is the specific time interval, ṁf is the fuel con-
sumption rate, andα is a positive weight coefficient. In addition,
SoCref is a preallocated constant to maintain charge-sustaining
constraints [35]. To obtain the real-time energy management
strategy using the future power demand information and RL,

Fig. 3. RL interaction between environment and agent [25].

the following inequality constraints should be observed:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

SoCmin ≤ SoC(t) ≤ SoCmax

ng,min ≤ ng (t) ≤ ng,max

Te,min ≤ Te(t) ≤ Te,max

ne,min ≤ ne(t) ≤ ne,max

Ibat,min ≤ Ibat ≤ Ibat,max

0 ≤ Ig ≤ Ig,max .

(27)

Since the core of this article focuses on discussing the control
performance of the proposed real-time control strategy, both
traction motors, as power conversion devices, are assumed to
have an identical efficiency, and the battery aging is neglected
in this study [32], [33].

B. RL Based Powertrain Control

The RL interaction between the environment and the agent is
shown in Fig. 3 [25]. This interaction is modeled as a discrete
discounted Markov decision process (MDP) that is a quintuple
(S,A,Π,R, β), where S and A are the sets of state variables
and control actions, Π is the TPM, R is the reward function,
and β ∈ (0, 1) is a discount factor.

Specially, the optimal control problem in this paper incorpo-
rates a set of state variables s ∈ S = {(ng (t), SoC(t))|1200 ≤
ng(t) ≤ 3100, 0.5 ≤ SoC(t) ≤ 0.9}, a set of actions a ∈
A = {Te(t)|0 ≤Te (t) ≤ 92}, and a reward function r ∈ R =
{ṁf (s, a)}.

The control policy ψ is the distribution over the control ac-
tions a, given the current state s. The optimal value function
is represented as the finite expected discounted sum of the
rewards [36]

V ∗(s) = min
ψ
E

( tf∑
t=t0

βtr(s, a)

)
. (28)

Due to the uniqueness, (28) can be reformulated as a recursion
expression

V ∗(s) = min
a

(
r(s, a) + β

∑
s ′∈S

πs ′a,sV
∗(s′)

)
∀s ∈ S

(29)
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TABLE II
PSEUDOCODE OF THE Q-LEARNING ALGORITHM [3]

Algorithm: Q-Learning Algorithm.

1. Initialize Q(s, a), s, and number of iteration Nk

2. Repeat each step k = 1, 2, 3 . . .
3. Choose a, based on Q(s, .) (ε-greedy policy)
4. Taking action a, observe r, s′
5. Define a∗ = arg maxa Q(s′, a)
6. Q(s, a) ← Q(s, a) + η(r(s, a) + βmaxa ′Q(s′, a′) −Q(s, a))
7. s← s′
8. until s is terminal

where πs ′a,s denotes the transition probability from state s to
state s´ using action a. Given the optimal value function, the
optimal control policy is determined as follows:

ψ∗(s) = arg min
a

(
r(s, a) + β

∑
s ′∈S

πs ′a,sV
∗(s′)

)
. (30)

In addition, the action value function Q(s, a) and its optimal
value Q∗(s, a) are expressed as the following formula [32]:

⎧⎨
⎩
Q(s, a) = r(s, a) + β

∑
s ′∈S πs ′a,sQ(s′, a′)

Q∗(s, a) = r(s, a) + β
∑

s ′∈S πs ′a,s min
a ′

Q(s′, a′).
(31)

The variable V ∗(s) is the value of s, assuming that an op-
timal action is taken initially; therefore, V ∗(s) = Q∗(s, a) and
ψ∗(s) = arg mina Q∗(s, a). The updated rule of action-value
function in Q-learning algorithm is expressed as [36]

Q(s, a)← Q(s, a) + η(r(s, a) + βmin
a ′

Q(s′, a′)−Q(s, a))
(32)

where η ∈ [0, 1] is a decaying factor in the Q-learning algorithm.
The pseudocode of the Q-learning algorithm is described in
Table II [3].

Fig. 1 shows the calculated flowchart of the proposed predic-
tive real-time energy management strategy based on the updated
TPM using RL approach. FEP is used to first forecast the future
power demand. The TPM online updating algorithm integrates
the future power demand information into online TPM compu-
tation. Then the KL divergence rate is applied to measure the
differences between the current and future TPMs. As the KL di-
vergence rate is larger than the pre-assigned threshold value, the
control action computation is triggered, and the relevant energy
management strategy is updated online. Otherwise, the current
strategy maintains.

The state variables and control action are discretized
as ng ∈ [1200 : 95 : 3100], SoC ∈ [0.5 : 0.02 : 0.9], Te
∈ [0 :4.6: 92]. The RL course is carried out in MATLAB using
the MDP toolbox described in [37]. The decaying factor η is
correlated with the time step k and taken as 1/

√
k + 2, the

discount factor β is taken as 0.95, the number of iteration
Nk is 10 000, and the sample time is 1 s. The optimality and
adaptability will be discussed in Section IV.

Fig. 4. Two driving cycles for power demand prediction [25].

IV. RESULTS AND DISCUSSION

The proposed PL and RL-enabled predictive real-time energy
management strategy is evaluated in this section. The influences
of KL divergence rate on fuel consumption are examined by
comparing the control performance in different threshold value
cases. Then, numerical tests illuminate that the energy efficiency
improvement in our control strategy can exceeds the common
RL method by tuning the KL divergence rate value.

A. Influence of KL Divergence Rate

In order to evaluate the performance of the FEP for power
demand prediction, the proposed control strategy is compared
with the common RL control strategy, in which the one-step
ahead predicted power demands under the two representative
driving cycles are considered (see Fig. 4 as an illustration) [25].

Fig. 5 illustrates the one-step ahead and 10-steps ahead power
demand prediction trajectories for these two driving cycles. In
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Fig. 5. One-step and 10-steps ahead power demand prediction for two driving cycles.

the proposed real-time control strategy, the online recursive al-
gorithm and the KL divergence rate are implemented to integrate
the predicted power demand information into the TPM compu-
tation. The KL divergence rate threshold values are defined as
0.3 and 0.5, and the forgetting factor ϕ = 0.01.

The SoC evolutions in different control cases for the two
driving cycles are shown in Fig. 6. It can be discerned that
the SoC trajectories in the three control cases are completely
different for driving cycle A. However, for driving cycle B,
the SoC trajectories in the proposed real-time predictive RL
control are essentially the same and clearly differ from that of
the common RL control. We attribute these differences to the

alternation of the TPM of power demand, as shown in Fig. 7, in
which the KL divergence rate values are calculated between two
TPMs in every 100 s at different speeds. This alternation of TPM
results in the updating of control strategy and the improvement
of energy efficiency.

Since the KL divergence rate threshold values are defined as
0.3 and 0.5, the updating times of the TPM and control strat-
egy are determined. Table III depicts the updating times and
fuel consumption after SoC-correction [38] for different control
strategies in the two driving cycles. The updating times for dif-
ferent KL divergence rate values are uniform in driving cycle B,
which leads to the same SoC trajectories and fuel consumption
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Fig. 6. SoC trajectories with different control strategies.

in the proposed predictive real-time control. Oppositely, they
are diverse in driving cycle A. The proposed predictive real-
time control strategy thus has better control performance than
the common RL control strategy. Finally, 0.4 is chosen as the
KL divergence rate threshold value when considering the per-
formance and computation efficiency for comparing different
control strategies in the next section.

B. Comparison of Different Control Strategies

To verify the optimality of the proposed predictive real-time
control strategy, the common RL-based and DP-based strategies
act as benchmark strategies for comparison purposes in this
section. The simulation driving cycle is shown in Fig. 8, and the
parameters setting for the proposed control strategy is depicted
in Table IV.

Fig. 9 illustrates the SoC trajectories and power split results
between the engine and the battery under the simulation cycle.
As can be seen, the SoC trajectory in the proposed control
straetgy is much closer to that of DP-based control strategy
than the common RL control. An analogous result appears in
the power split curves. This improvement can be ascribed to
the online updating of control straetgy, as the predicted power
demand is injected into the calculation of TPM.

Fig. 7. KL divergence rate values for different driving cycles: (a) Driving
cycle A and (b) driving cycle B.

TABLE III
UPDATING TIMES AND FUEL CONSUMPTION FOR DIFFERENT

CONTROL STRATEGIES

Control strategies Updated
timesA

(count)

Fuel (g)A Updated
timesB

(count)

Fuel (g)B

Common control 0 476.3 0 361.0
Predictive real-time RL: KL = 0.3 5 429.2 4 317.4
Predictive real-time RL: KL = 0.5 2 453.9 4 317.4

denotes driving cycle A; B denotes driving cycle B.

Fig. 8. Simulation drive cycle for control strategies comparison.
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TABLE IV
PARAMETERS SETTING FOR THE PREDICTIVE REAL-TIME CONTROL

Parameters Prediction step
length

KL threshold
value

Forgetting
factor ϕ

Sample time

Value 5-step 0.4 0.01 1 s

Fig. 9. SoC trajectories and power split with different control strategies
under the simulation cycle.

Fig. 10. KL divergence rate values with the simulation cycle.

Since the KL value surpasses the threshold value 0.4, the
proposed control strategy is triggered to update at 200 and 300 s,
as described in Fig. 10. The simulation results demonstrate that
the MC-based predicted power demand is renovated effectively
to make the predictive real-time and model-free control strategy
similar to the DP-based control strategy.

Table V illustrates the fuel consumption results after SoC-
correction for the three control strategies. It can be recognized
that the fuel consumption of the proposed predictive real-time
control strategy is lower than that of the common RL control by

TABLE V
FUEL CONSUMPTION COMPARISONAFTER SOC-CORRECTION

Control strategies Fuel consumption (g) Relative increase (%)

DP 260.3 –
Predictive real-time RL 266.8 2.5
Common RL 277.5 6.61

TABLE VI
COMPUTATION TIME IN DIFFERENT CONTROL STRATEGIES

Control strategies Computational timea (h) Relative increase (%)

Predictive real-time RL 1.42 –
DP 2.58 81.69
Common RL 4.65 227.46

aA 2.4 GHz microprocessor with 12 GB RAM was used.

4.11%, and is close to that of DP-based control. This demon-
strates its optimality. The computational times of these control
strategies are contrasted in Table VI. Note that the proposed
solution is fastest among the three types of control strategies,
which makes it online application easier.

V. CONCLUSION

In this paper, we seek energy efficiency improvement of a hy-
brid vehicle by synergizing PL with RL. Based on the study of
FEP and realization of TPM online updating, the future power
demand can be predicted and fused into real-time control strat-
egy computation. With the acquaintance of predicted driving
conditions, Q-learning algorithm is picked to derive rapidly the
model-free energy management strategy.

Tests prove the optimality and availability of the proposed
predictive real-time energy management strategy. In addition,
the advantages in energy efficiency improvement and computa-
tional speed imply that the proposed real-time and model-free
control can be applied in real-time situations.

To the best of our knowledge, this is the first attempt to
synergistically leverage PL trick and reinforcement learning
in HTV energy management field. It brings a new thought to
design model-free control in real-time so as to improve en-
ergy efficiency online. In the future, more simulation and ex-
perimental investigations are underway to verify the proposed
control strategy in different real-word working and driving
conditions.

REFERENCES

[1] J. Kang, R. Yu, X. Huang, S. Maharjan, and Y. Zhang, “Enabling localized
peer-to-peer electricity trading among plug-in hybrid electric vehicles
using consortium blockchains,” IEEE Trans Ind. Informat., 2017.

[2] Q. Zhang, W. Deng, and G. Li, “Stochastic control of predictive power
management for battery/supercapacitor hybrid energy storage systems of
electric vehicles,” IEEE Trans Ind. Informat., 2017.

[3] T. Liu, X. Hu, S. Li, and D. Cao, “Reinforcement learning opti-
mized look-ahead energy management of a parallel hybrid electric ve-
hicle,” IEEE/ASME Trans. Mechatronics, vol. 22, no. 4, pp. 1497–1507,
Aug. 2017.

[4] Z. Zhou, J. Gong, Y. He, and Y. Zhang, “Software defined machine-to-
machine communication for smart energy management,” IEEE Commun.
Mag., vol. 55, no. 10, pp. 52–60, Oct. 2017.



LIU AND HU: BI-LEVEL CONTROL FOR ENERGY EFFICIENCY IMPROVEMENT OF A HYBRID TRACKED VEHICLE 1625

[5] H. Tian, Z. Lu, X. Wang, X. L. Zhang, Y. Huang, and G. Y. Tian, “A length
ratio based neural network energy management strategy for online control
of plug-in hybrid electric city bus,” Appl. Energy, vol. 177, pp. 71–81,
2016.

[6] B. C. Chen, Y. Y. Wu, and H. C. Tsai, “Design and analysis of power
management strategy for range extended electric vehicle using dynamic
programming,” Appl. Energy, vol. 113, pp. 1764–1774, 2014.

[7] Y. Zou, T. Liu, F. Sun, and H. Peng, “Comparative study of dynamic pro-
gramming and Pontryagin’s minimum principle on energy management
for a parallel hybrid electric vehicle,” Energies, vol. 6, no. 4, pp. 2305–
2318, 2013.

[8] X. S. Hu, N. Murgovski, L. M. Johannesson, and B. Egardt, “Comparison
of three electrochemical energy buffers applied to a hybrid bus powertrain
with simultaneous optimal sizing and energy management,” IEEE Trans.
Intell. Transp. Syst., vol. 15, no. 3, pp. 1193–1205, Jun. 2014.

[9] P. Tulpule, V. Marano V, and G. Rizzoni, “Energy management for plug-
in hybrid electric vehicles using equivalent consumption minimization
strategy,” Int. J. Electr. Hybr. Veh., vol. 2, no. 4, pp. 329–350, 2010.

[10] J. Han, D. Kum, and Y. Park, “Synthesis of predictive equivalent consump-
tion minimization strategy for hybrid electric vehicles based on closed-
form solution of optimal equivalence factor,” IEEE Trans. Veh. Technol.,
vol. 66, no. 7, pp. 5604–5616, Jul. 2017.

[11] S. Vazquez, J. I. Sergio, L. G. Franquelo, J. Rodriguez, and H. A. Young,
“Model predictive control: A review of its applications in power electron-
ics,” IEEE Trans Ind. Mag., vol. 8, no. 1, pp. 16–31, Mar. 2014.

[12] B. Stellato, T. Geyer, and P. Goulart, “High-speed finite control set model
predictive control for power electronics,” IEEE Trans. Power Electron.,
vol. 32, no. 5, pp. 4007–4020, May 2017.

[13] C. Musardo, G. Rizzoni, Y. Guezennec, and B. Staccia, “A-ECMS: An
adaptive algorithm for hybrid electric vehicle energy management,” Eur.
J. Control, vol. 11, no. 4, pp. 509–524, 2005.

[14] L. Johannesson, M. Asbogard, and B. Egardt, “Assessing the potential of
predictive control for hybrid vehicle powertrains using stochastic dynamic
programming,” IEEE Trans. Intell. Transp. Syst., vol. 8, no. 1, pp. 71–83,
Mar. 2007.

[15] D. Rotenberg, A. Vahidi, and I. Kolmanovsky, “Ultracapacitor assisted
powertrains: Modeling, control, sizing, and the impact on fuel economy,”
IEEE Trans. Control Syst. Technol., vol. 19, no. 3, pp. 576–589, May 2011.

[16] H. Borhan H, A. Vahidi, A. M. Phillips, M. L. Kuang, and I. V. Kol-
manovsky, “MPC-based energy management of a power-split hybrid elec-
tric vehicle,” IEEE Trans. Control Syst. Technol., vol. 20, no. 3, pp. 593–
603, May 2012.

[17] W. Li, T. K. Lee, Z. S. Filipi, and X. Meng, “Development of electric
machine duty cycles for parallel hybrid electric Beijing city bus based on
Markov chain,” Int. J. Veh. Des., vol. 58, no. 2-4, pp. 348–366, 2012.

[18] C. Sun, X. Hu X, S. J. Moura, and F. C. Sun, “Velocity predictors for
predictive energy management in hybrid electric vehicles,” IEEE Trans.
Control Syst. Technol., vol. 23, no. 3, pp. 1197–1204, May 2015.

[19] S. Onori, L. Serrao, and G. Rizzoni, “A parallel hybrid electric vehicle
energy management strategy using stochastic model predictive control
with road grade preview,” IEEE Trans. Control Syst. Technol., vol. 23,
no. 6, pp. 2416–2423, Nov. 2015.

[20] L. Tribioli, R. Cozzolino, D. Chiappini, and P. Iora, “Energy management
of a plug-in fuel cell/battery hybrid vehicle with on-board fuel processing,”
Appl. Energy, vol. 184, pp. 140–154, 2016.

[21] S. Maharjan, Q. Zhu, Y. Zhang, S. Gjessing, and T. Basar, “Dependable
demand response management in the smart grid: A stackelberg game
approach,” IEEE Trans. Smart Grid, vol. 4, no. 1, pp. 120–132, Mar. 2013.

[22] C. Dextreit and I. V. Kolmanovsky, “Game theory controller for hybrid
electric vehicles,” IEEE Trans. Control Syst. Technol., vol. 22, no. 2,
pp. 652–663, Mar. 2014.

[23] X. Qi, G. Wu, K. Boriboonsomsin, and M. J. Barth, “A novel blended
real-time energy management strategy for plug-in hybrid electric vehicle
commute trips,” in Proc. IEEE 18th Int. Conf. Intell. Transp. Syst., 2015,
pp. 1002–1007.

[24] X. Qi, Y. Luo, G. Wu, K. Boriboonsomsin, and M. Barth, “Deep rein-
forcement learning-based vehicle energy efficiency autonomous learning
system,” in Proc. IEEE Intell. Veh. Symp., 2017, pp. 1228–1233.

[25] Y. Zou, T. Liu, D. X. Liu, and F. C. Sun, “Reinforcement learning-based
real-time energy management for a hybrid tracked vehicle,” Appl. Energy,
vol. 171, pp. 372–382, 2016.

[26] E. R. Stephens, D. B. Smith, and A. Mahanti, “Game theoretic model
predictive control for distributed energy demand-side management,” IEEE
Trans. Smart Grid, vol. 6, no. 3, pp. 1394–1402, May 2015.

[27] D. P. Filev and I. Kolmanovsky, “Generalized Markov models for real-
time modeling of continuous systems,” IEEE Trans. Fuzzy. Syst., vol. 22,
no. 4, pp. 983–998, Aug. 2014.

[28] D. P. Filev and I. Kolmanovsky, “Markov chain modeling approaches for
on board applications,” in Proc. Amer. Control Conf., 2010, pp. 4139–
4145.

[29] L. Johannesson, M. Asbogard, and B. Egardt, “Assessing the potential of
predictive control for hybrid vehicle powertrains using stochastic dynamic
programming,” IEEE Trans. Intell. Transp. Syst., vol. 8, no. 1, pp. 71–83,
Mar. 2007.

[30] G. Grimmet and D. Stirzaker, Probability and Random Processes. London,
U.K.: Oxford Univ. Press, 2004.

[31] Z. Rsched, F. Alajaji, and L. Campbell, “The Kullback-Leibler divergence
rate between Markov sources,” IEEE Trans. Inform. Theory, vol. 55, no. 5,
pp. 917–921, May 2004.

[32] T. Liu, Y. Zou, D. Liu, and F. C. Sun, “Reinforcement learning of adaptive
energy management with transition probability for a hybrid electric tracked
vehicle,” IEEE Trans. Ind. Electron., vol. 62, no. 12, pp. 7837–7846,
Dec. 2015.

[33] T. Liu, Y. Zou, D. Liu, and F. C. Sun, “Reinforcement learning–based en-
ergy management strategy for a hybrid electric tracked vehicle,” Energies,
vol. 8, no. 7, pp. 7243–7260, 2015.

[34] X. Hu, S. Moura, N. Murgovski, B. Egardt, and D. Cao, “Integrated
optimization of battery sizing, charging, and power management in plug-
in hybrid electric vehicles,” IEEE Trans. Control Syst. Technol., vol. 24,
no. 3, pp. 1036–1043, May 2015.

[35] L. Li, S. You, C. Yang, B. Yan, and J. Song, “Driving-behavior-aware
stochastic model predictive control for plug-in hybrid electric buses,”
Appl. Energy, vol. 162, pp. 868–879, 2016.

[36] L. Kaelbing, M. Littman, and A. Moore, “Reinforcement learning: A
survey,” J. Artif. Intell. Res., vol. 4, pp. 237–285, 1996.

[37] P. Shan, R. Li, S. Ning, and Q. Yang, “Markov decision process toolbox,”
in Proc. IEEE Int. Workshop Open-Source Softw. Sci. Comput., 2009,
pp. 123–128.

[38] C. Hou, M. G. Ouyang, L. F. Xu, and H. W. Wang, “Approximate Pon-
tryagin’s minimum principle applied to the energy management of plug-in
hybrid electric vehicles,” Appl. Energy, vol. 115, pp. 174–189, 2014.

Teng Liu (M’18) received the B.S. degree in
mathematics from Beijing Institute of Technol-
ogy, Beijing, China, 2011. He received the Ph.D.
degree in automotive engineering from Beijing
Institute of Technology (BIT), Beijing, in 2017.

His Ph.D. dissertation, under the supervision
of Dr. Fengchun Sun, was entitled “Reinforce-
ment learning-based energy management for
hybrid electric vehicles.” He is currently a Post-
doctoral Fellow in the Department of Mechani-
cal and Mechatronics Engineering, University of

Waterloo, Waterloo, ON, Canada. He has more than 6 years research
and working experience in renewable energy vehicles and autonomous
vehicles. His current research focuses on parallel driving, parallel re-
inforcement learning, automated driving, and energy management of
electrified vehicles. He has published more than 20 papers in these
areas.

Xiaosong Hu (SM’16) received the Ph.D. de-
gree in automotive engineering from Beijing In-
stitute of Technology, China, in 2012.

He did scientific research and completed the
Ph.D. dissertation in automotive research Cen-
ter at the University of Michigan, Ann Arbor,
USA, between 2010 and 2012. He is currently
a Professor in the State Key Laboratory of Me-
chanical Transmissions and in the Department
of Automotive Engineering, Chongqing Univer-
sity, Chongqing, China. He was a Postdoctoral

Researcher in the Department of Civil and Environmental Engineering,
University of California, Berkeley, CA, USA, between 2014 and 2015,
as well as at the Swedish Hybrid Vehicle Center and the Department of
Signals and Systems at Chalmers University of Technology, Gothenburg,
Sweden, between 2012 and 2014. He was also a Visiting Postdoctoral
Researcher in the Institute for Dynamic systems and Control, Swiss
Federal Institute of Technology (ETH), Zurich, Switzerland, in 2014. His
research interests include modeling and control of alternative power-
trains and energy storage systems.

Dr. Hu has received several prestigious awards/honors, including the
Emerging Sustainability Leaders Award in 2016, the EU Marie Currie Fel-
lowship in 2015, the ASME DSCD Energy Systems Best Paper Award
in 2015, and the Beijing Best Ph.D. Dissertation Award in 2013.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


