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CovTANet: A Hybrid Tri-Level Attention-Based
Network for Lesion Segmentation, Diagnosis,
and Severity Prediction of COVID-19
Chest CT Scans

Tanvir Mahmud @, Md. Jahin Alam

Shaikh Anowarul Fattah

Abstract—Rapid and precise diagnosis of COVID-19 is
one of the major challenges faced by the global community
to control the spread of this overgrowing pandemic. In this
article, a hybrid neural network is proposed, named Cov-
TANet, to provide an end-to-end clinical diagnostic tool for
early diagnosis, lesion segmentation, and severity predic-
tion of COVID-19 utilizing chest computer tomography (CT)
scans. A multiphase optimization strategy is introduced for
solving the challenges of complicated diagnosis at a very
early stage of infection, where an efficient lesion segmenta-
tion network is optimized initially, which is later integrated
into a joint optimization framework for the diagnosis and
severity prediction tasks providing feature enhancement of
the infected regions. Moreover, for overcoming the chal-
lenges with diffused, blurred, and varying shaped edges
of COVID lesions with novel and diverse characteristics,
a novel segmentation network is introduced, namely tri-
level attention-based segmentation network. This network
has significantly reduced semantic gaps in subsequent
encoding—decoding stages, with immense parallelization of
multiscale features for faster convergence providing con-
siderable performance improvement over traditional net-
works. Furthermore, a novel tri-level attention mechanism
has been introduced, which is repeatedly utilized over the
network, combining channel, spatial, and pixel attention
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schemes for faster and efficient generalization of contex-
tual information embedded in the feature map through fea-
ture recalibration and enhancement operations. Outstand-
ing performances have been achieved in all three tasks
through extensive experimentation on a large publicly avail-
able dataset containing 1110 chest CT-volumes, which sig-
nifies the effectiveness of the proposed scheme at the cur-
rent stage of the pandemic.

Index Terms—Computer-aided diagnosis, computer
tomography (CT) scan, COVID-19, lesion segmentation,
neural network.

[. INTRODUCTION

INCE the onset of the coronavirus disease (COVID-19)
S in December 2019, it has severely jeopardized the global
healthcare systems for its extremely infectious nature. With its
extreme infectious nature and high mortality rate, it has been
declared as one of the most devastating global pandemics of
history [1]. Although reverse transcription-polymerase chain
reaction assay is considered as the gold standard for COVID-19
diagnosis, the shortage of this expensive test-kit coupled with
the elongated testing protocol and relatively low sensitivity
(60-70%) calls for an alternative diagnostic tool that is ad-
equately efficient to perform prompt mass-screening [2]. For
providing immediate and proper clinical support to the critical
patients, severity quantification of the infection is also a dire
need. With numerous success stories in the field of clinical di-
agnostics and biomedical engineering, artificial intelligent (AI)-
assisted diagnostic paradigms can be embraced as a medium
of paramount importance to conduct automated diagnosis and
severity quantification of COVID-19 with substantial accuracy
and efficiency [3], [4]. Several deep learning-based frameworks
have been explored in recent times deploying automated screen-
ing of chest radiography and computer tomography as one of the
vital sources of information for COVID diagnosis [5]-[9]. How-
ever, owing to the relatively higher sensitivity and the provision
of enhanced infection visualization in the 3-D representation,
CT-based screening is a more viable alternative than the X-ray
counterparts. With a large number of asymptomatic patients,
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TAU : Tri-level Attention Unit
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Input CT
Volume (X)

[«———  Ground Truth,Y,,Yp

2D Slice

2D Slices

TRI — LEVEL ATTENTION BASED
SEGMENTATION NETWORK
(TA — SegNet)

Ground
Truth

v
Shared
Weights

Predicted
Masks

Y,

Per Slice
Feature Vector

1 M e Ground Truth,Y,,Y),
L, = ﬂz Vo, * Ls(Vsi » 9s.) "
s 4 1
=1
o I
FC
Diagnostic =
Regional Feature Feature 7, cl0.1] / N
Extractor (RFex) \ - - Normal \
- Aggregation Diagnostic ( /covID |
and Fusion Prediction \ v
~ -
Extractor (RFex) <:
o
H
H
H
FC
I Feature @ MR Severity 27N
Extractor (RFex) Feature ¥.clo1] ( Mitd/ \
@ Aggregation Severity Severe |
and Fusion Prediction \\ _/

‘ Accumulation

Fig. 1.

Joint Classifier Unit

Graphical overview of the optimization scheme of CovTANet: Tri-level attention-based segmentation network (TA-SegNet) extracts the

slicewise lesion segmentation mask and representational features of the corresponding CT-volume which are employed later for the joint optimization
of severity prediction and diagnosis. Separate tri-level attention units (TAUs) are employed to enhance the diagnostic features and severity-based

features in the joint optimization process.

early detection of COVID-19 through imaging modalities is still
a stupendously challenging task due to significantly smaller,
scattered, and obscure regions of infections that are difficult
to distinguish [10]. These diverse heterogeneous characteristics
of infections among different subjects also make the severity
prediction to be an extremely difficult objective to achieve [11].
The scarcity of considerably large reliable datasets further in-
creases the complexity of the endeavor. Recent studies mostly
opt for solving this daunting task partially where infection
segmentation, diagnosis, or severity analysis has been separately
attempted [12]-[14]. Such methods lack the complete integra-
tion of the objectives for providing a robust clinical tool.

Deep learning-based approaches have been widely incorpo-
rated in diverse medical imaging applications for their unprece-
dented performance even in challenging conditions. Several
state-of-the-art networks have been investigated for the segmen-
tation of COVID lesions from chest CTs, including FCN [15],
U-Net [16], UNet++ [17], and ResUNet [6]. However, precise
segmentation of COVID lesions has still been a major challenge
due to the patchy, diffused, and scattered distributions of the
infections involving ground-glass opacities, pleural effusions,
and consolidations [18]. Traditional U-Net and its variants with
similar encoder—decoder architectures suffer from increased se-
mantic gaps between the corresponding scale of feature maps of
encoder—decoder modules while experiencing vanishing gradi-
ent problems with several optimization issues due to the sequen-
tial optimization strategy of multiscale features. Moreover, the
contextual information generated at different scales of represen-
tation does not properly converge into the final reconstruction
of the segmentation mask that results in suboptimal perfor-
mances. Recently, numerous attention-gated mechanisms have
been paired up with the traditional segmentation frameworks
and demonstrated highly promising performance in terms of

gathering more contextual information through redistribution
of the feature space [12], [19].

In this article, CovTANet, an end-to-end hybrid neural net-
work, is proposed, that is capable of performing precise seg-
mentation of COVID lesions along with accurate diagnosis
and severity predictions. The intricate network of the proposed
scheme emerges as an effective solution by overcoming the lim-
itations of the traditional approaches. The major contributions
of this article can be summarized as follows:

1) Anoveltri-level attention guiding mechanism is proposed
combining channel, spatial, and pixel domains for feature
recalibration and better generalization.

2) A tri-level attention-based segmentation network (TA-
SegNet) is proposed for precise segmentation of COVID
lesions, integrating the triple attention mechanisms with
parallel multiscale feature optimization and fusion.

3) A multiphase optimization scheme is introduced by effec-
tively integrating the initially optimized TA-SegNet with
the joint diagnosis and severity prediction framework.

4) A system of networks is proposed for efficient pro-
cessing of CT-volumes to integrate all three ob-
jectives for improving performance in challenging
conditions.

5) Extensive experimentations have been carried out over a
large number of subjects with diverse levels and charac-
teristics of infections.

Il. METHODOLOGY

The proposed CovTANet network is developed in a modular
way focusing on diverse clinical perspectives, including precise
COVID diagnosis, automated lesion segmentation, and effec-
tive severity prediction. The whole scheme is represented in
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Algorithm 1: Training and Optimization of CovTANet

Data: CT-Volume Data, V; Segmentation masks, M;
Diagnostic labels, Yp; Severity labels, Yg
Result: weight matrices, Wr4_gsegnet» WRFE.,»
Wrav, Wry, We,, Wiey, Wie,
/+ Optimize the TA-SegNet =/
// Extract 2D CT-slices and masks
Get Sy = Slice-Extractor (V)
Get Sy = Slice-Extractor (M)
Initialize weights WrA_segnet
while training loss, Lseq > threshold (€) do
Calculate, S¥; = Wra_segnet(Sv)
Calculate loss, Lgcg = gFTL(SlF\)/[a SM)
Run optimizer and update Wra_segnet
end
/+ Optimize the Classifier Unit =*/
Initialize WRFem’ WTAU, WFd, WFS, chv VVf(;2
while training loss, & > threshold (¢) do
for i < 1 to N do
// Extract Per—-Slice Features
for j < 1 to s do
Get fi:j = W%%TgegNet (S‘/‘L)
Get F j = Wrr,, (fi;)
end
// Aggregate volumetric features
Get Adiagnostic = WFd(WTAU(Fi,k)) ’Zif
Get Aseverz’ty = WFS (WTAU(Fi,k)) l;iif
// Generate predictions
Get Y[p) = J(chl (Adiagnostic))
Get YSZ') = U(WfCQ (Asevem'ty))

end

Calculate £ = £1(Yp, YD) + L2(Yp, Ys, YE)

Run optimizer and update Wgrr, ., Wrav, Wr,,
WE,, chl’ chz

end

Aggregate Volumetric Features
and Train & Optimize
Joint Classification Unit

Diagnostic Severity
Prediction Prediction

Optimization flowchart of the proposed CovTANet network.
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Fig. 2.

Fig. 1. Here, a hybrid neural network (CovTANet) is introduced
for segmenting COVID lesions from CT-slices as well as for
providing effective features of the region-of-lesions which are
later integrated for the precise diagnosis and severity prediction
tasks. The complete optimization process is divided into two
sequential stages for efficient processing. First, a neural network,
named TA-SegNet, is designed and optimized for slicewise
lesion segmentation from a particular CT-volume. A tri-level
attention gating mechanism is introduced in this network with
multifarious architectural renovations to overcome the limita-
tions of the traditional Unet network (Section II-B), which grad-
ually accumulates effective features for precise segmentation
of COVID lesions. Because of the pertaining complicacy with
blurred, diffused, and scattered patterns of COVID lesions, it

is quite obvious that direct utilization of the final segmented
portions for diagnosis result in loss of information due to some
false positive estimations. The proposed CovTANet aims to
resolve this issue by extracting effective features regarding the
regions-of-infection utilizing the initially optimized TA-SegNet
as it is optimized for precisely segmenting COVID lesions with
diverse levels, types, and characteristics. Therefore, slicewise ef-
fective features are extracted utilizing the optimized TA-SegNet
network and deployed into the second phase of training for the
joint optimization of diagnosis and severity prediction tasks.
Additionally, separate regional feature extractors are employed
for generating more generalized forms of the slicewise feature
vectors from different lung regions. Subsequently, these general-
ized feature representations of CT-slices are guided into separate
volumetric feature aggregation and fusion schemes through
the proposed tri-level attention mechanism for extracting the
significant diagnostic features as well as severity-based features.
The diagnostic path is supposed to extract the more generalized
representation of infections while the severity path is more
concerned with the levels of infections. Both the diagnostic and
severity predictions are optimized through a joint optimization
strategy with an amalgamated loss function. The whole train-
ing and optimization process is summarized in Algorithm 1.
In addition, the optimization flow of the complete CovTANet
network is shown in Fig. 2. Several architectural submodules of
the CovTANet are discussed in detail in the following sections.

A. Proposed Tri-Level Attention Scheme

Attention mechanism, first proposed in [20] for enhanced con-
textual information extraction in natural language processing,
has been adopted in numerous fields, including medical image
processing [21], [22]. This mechanism assists faster convergence
with considerable performance improvement by eliminating the
redundant parts while putting more attention on the region-of-
interests through the generalization of the predominant con-
textual information. In this article, we have proposed a novel
self-supervised attention mechanism combining three levels of
abstraction for improved generalization of the relevant contex-
tual features, i.e. channel-level, spatial-level, and pixel-level.
The channel attention (CA) mechanism operates on a broader
perspective to emphasize the corresponding channels containing
more information, while the spatial attention (SA) mechanism
concentrates more on the local spatial regions containing region
of interests, and finally, the pixel attention (PA) mechanism
operates on the lowest level to analyze the feature relevance of
each pixel. However, relying only on the higher level of attention
causes loss of information, while relying on lower/local levels
weaken the effect of generalization. Hence, to reach the optimum
point of generalization and recalibration of feature space, we
have introduced a tri-level attention unit (TAU) mechanism that
integrates the advantages of all three levels of attention. This
TAU unit module is repeatedly used all over the CovTANet
network (Fig. 1) to improve the feature relevance through feature
recalibration.

In general, the proposed attention mechanisms operating at
different levels of abstraction (shown in Fig. 3) can be divided
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Fig. 3. Schematic of the proposed channel, spatial, and pixel attention mechanisms. Each attention mechanism integrates feature recalibration

operation through expand—excitation scheme followed by feature generalization operation through squeeze—excitation scheme.

into two phases: a feature recalibration phase followed by a fea-
ture generalization phase. In each phase, a statistical description
of the intended level of generalization is extracted, which is
processed later for generating the corresponding attention map.
Let, F},, € RT*W*C be the input feature map where (H, W, C)
represent the height, width, and channels of the feature map,
respectively. Here, channel description, D, € R !*C is gen-
erated by taking the global averages of the pixels of particular
channels, while the spatial description, Dy € RAXWxI s cre-
ated by convolutional filtering, and the input feature map, Fj,,
represents the pixel description, D,, € RT*W>*C jtself.

Afterwards, the feature recalibration phase is carried out by
projecting the descriptor vector D to a higher dimensional space
followed by the restoration process of the original dimension to
generate the recalibration attention map A,., which is utilized
to obtain the recalibrated feature map F;.. This process assists
in the redistribution of the feature space in the subsequent
feature generalization phase for better generalization of features
through sharpening the effective representative features. It can
be represented as

Fr — Fin ® Ar - F’L’I’L & U(WR(WE(D)))
= Fin @ c(Wr(We(Wp(Fin))))

ey
@)

where ® represents the element-wise multiplication with the
required dimensional broadcasting operation, Wp denotes the
statistical descriptor extractor, Wg represents the dimension
expansion filtering, Wg represents the dimension restoration
filtering, and o (+) represents the sigmoid activation. For the CA
mechanism, Wg and W, are realized by fully connected layers,
while for spatial and PA, convolutional filters are employed.
Subsequently, the feature generalization operation is carried
out through the squeeze and excitation operation on the recali-
brated feature space, F;., to generate the effective attention map
A. In this phase, the extracted feature descriptor, D', is projected
into a lower dimensional space to extract the most effective
representational features and, thereafter, reconstructed back to
the original dimension. Such sequential dimension reduction and
reconstruction operations provide an opportunity to emphasize

® Elementwise Multiplication

Elementwise Add
Volume o
Mask

a Learnable Parameters

Fig. 4. Schematic of the proposed tri-level attention unit (TAU) inte-
grating channel attention (CA), spatial attention (SA), and pixel attention
(PA) mechanisms. Here, channel broadcasting operation is carried out
before element-wise multiplication/addition of feature maps.

the generalized features while reducing the redundant features.
Hence, the generated attention map A provides the opportunity
to reduce the effect of redundant features by providing more
attention to the effective features, and it can be represented as

A=o(Wr(Ws(D")) = o(Wr(Ws(Wp(F))))  (3)

where Wg, Wg represent the corresponding squeeze and
restoration filtering, respectively, while W represents the sta-
tistical descriptor extractor. Therefore, three levels of attention
maps are generated, i.e., a CA map Ac € R'!'*¢ an SA map
Ag € RF>XWx1 "and a PA map Ap € RT*W*C The TAU,
represented in Fig. 4, generates the effective volumetric, triple
attention mask A integrating all three maps, which is given by

Ar = Ap ® (As ® Ac). “

Later, this accumulated attention mask A is used to trans-
form the input feature map Fj, to F’ for enhancing the region-
of-interest, and finally the output feature map, Fyy, is generated
through the weighted addition of the input and transformed
feature maps, and these can be summarized as follows:

F/:Fin®AT
Foul:T(Fin) :aFin+(1 —a)F/

®)
(6)
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Schematic representation of the proposed tri-level attention-based segmentation network (TA-SegNet) integrating numerous tri-level

attention unit (TAU) modules for semantic gap reduction between encoder and decoder modules as well as for efficient reconstruction of lesion

mask.

where T(-) represents the proposed tri-level attention mecha-
nism, and « is a learnable parameter that is optimized through
the backpropagation algorithm along with other parameters.

B. Proposed Tri-Level Attention-Based Segmentation
Network (TA-SegNet)

The proposed TA-SegNet network is deployed for segmenting
the infected lesions as well as for extracting features for the
following joint diagnosis and segmentation tasks (as shown
in Fig. 1). For better segmentation, this network introduces
several modifications over traditional networks which are mostly
based on fully convolutional networks (FCN) and Unet networks
generally.

FCN and Unet are the most widely explored networks for
medical image segmentation. In FCN, a single stage of encoder
module is employed to generate different scales of encoded
feature maps from the input image, and afterwards, the seg-
mentation mask is reconstructed through joint processing of
multiscale encoded features, whereas the Unet network con-
siderably improved the performance by introducing a decoder
module followed by the encoder module to sequentially gather
the contextual information of the segmentation mask. Moreover,
to recover the loss of information through downscaling, each
level of encoder and decoder modules is directly connected
through skip connections in Unet. Despite that, a semantic gap
is generated through such direct skip connections between the
corresponding scale of feature maps of the encoder and decoder
modules, which hinders proper optimization. For the deeper
implementation of the encoder/decoder module, this network
further suffers from vanishing gradient problem since different
scales of feature maps are optimized sequentially.

The proposed TA-SegNet network (shown in Fig. 5) integrates
the advantages of both Unet and FCN by introducing an encoder—
decoder-based network with reduced semantic gaps along with
the opportunity of parallel optimization of multiscale features.
First, the input images pass through sequential encoding stages

with convolutional filtering followed by sequential decoding
operations similar to the Unet. Moreover, the output feature map
generated from each layer of the encoder unit is connected to the
corresponding decoder layer through a TAU mechanism for bet-
ter reconstruction in the decoder unit. For further generalization
and refinement of contextual features, all scales of decoded fea-
ture representations also pass through another stage of the atten-
tion mechanism. Afterwards, for introducing joint optimization
of multiscale features, the attention-gated, refined feature maps
generated at different stages of encoder and decoder modules are
accumulated through a series of operational stages. Initially, se-
quential concatenation of corresponding encoder—decoder layer
outputs (after attention-gating) is carried out. Following that,
channel downscaling operations through convolutional filtering
and bilinear spatial upsampling operations are employed to pro-
duce feature vectors with uniform dimensions. Afterwards, these
uniform feature vectors are accumulated through channel-wise
concatenation to generate the fusion vector Fj,, and it can be
represented as

FN

F‘fus = Ji= (T(Ez) ©® T(Dz)) (7)

where & represents feature concatenation, F; and D; stand for
ith level of feature representations from total IV levels of the
encoder and decoder modules, respectively, T'(+) represents the
TAU operation, and F (-) represents the multiscale feature fusion
operation.

Afterwards, the final convolutional filtering is operated on
the fusion feature map (F'y,s) to produce the output segmen-
tation mask. Moreover, to introduce transfer-learning in this
TA-SegNet similar to other networks, the encoder module can
be replaced by different pretrained backbone networks for better
optimization. Hence, the proposed TA-SegNet facilitates faster
convergence through parallel optimization of the multiscale
features while effectively extracting the region-of-interest from
each scale of representation with the novel tri-level attention
gating mechanism for providing the optimum performance even
in the most challenging conditions.
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C. Proposed Regional Feature Extractor Module

Though the proposed TA-SegNet is optimized for providing
precise segmentation performances on challenging COVID le-
sion extraction, some loss of information is expected to occur
especially at the early stages of infection when it is difficult
to extract relatively smaller and scattered infection patches. To
overcome the limitation, the final fusion vector Fj,, generated
at TA-SegNet is incorporated into further processing, instead of
the segmented lesion, as it contains the effective feature repre-
sentations of the region-of-infections. For further emphasizing
the COVID lesion features, a regional feature extractor module
(RF«) is also proposed that separately operates on each of the
slicewise fusion vector Fy,s and thus generates the effective
regional feature representation Fi.,. From Fig. 1, it is to be
noted that such regional feature extractor module separately
operates on the extracted feature vectors of each CT-slice, and
hence, enhance the effective regional features regarding the
infection. The architectural details of this module are presented
in Fig. 6. It consists of several stages of convolutional filtering
while incorporating the TAU at each stage. These attention units
operated at different stages are supposed to execute different
roles. As we go deeper into this RF,x module, more generalized
feature representations are created through subsequent pooling
operations where the information is made more sparsely dis-
tributed among increased channels. Hence, the attention units
at earlier stages enhance the more detailed, localized feature
representations, while at deeper stages, the attention units learn
to expedite the generalization process. Therefore, the regional
feature extractor module effectively incorporates the proposed
tri-level attention mechanism to extract the most generalized
representative features of infections from different regions of
the respective CT-volume.

D. Volumetric Feature Aggregation and Fusion Module

The regional features extracted from each slice of the CT-
volume are supposed to optimize through a joint processing
module for the final diagnosis and severity prediction. This

//
@\\
dialated conv

Output

y . -
[g SR :

Fig. 7. Proposed volumetric feature accumulation and fusion scheme
used for severity and diagnostic feature extraction.

module accumulates the volumetric features from the general-
ized feature representation of each slice as well as introduces
an effective fusion of features to generate the corresponding
representative feature vector of the CT-volume. Moreover, this
module plays an influential role in the proper selection of fea-
tures, especially in the early stage of infection when few of the
slices contain infected lesions. To facilitate the feature selection
process, the processing of severity-based features and diagnostic
features is isolated. In Fig. 1, separate volumetric feature aggre-
gation and fusion modules are integrated to separately optimize
the diagnostic and severity features. Though similar operational
modules are employed in both of these cases, another stage of
attention-gating operations is employed to guide the effective
slice-wise features in these operational modules with different
objectives (shown in Fig. 1). This module is schematically
presented in Fig. 7. First, the volumetric feature accumulation is
carried out to produce the aggregated feature vector Fig, from
the regional features (Fre) of all slices. Thereupon, the fusion
scheme is employed utilizing dilated convolutions [23] which
provides the opportunity to explore features from diverse recep-
tive areas. First, a pointwise convolution (1 x 1) is carried out
for depth reduction of the aggregated vector Fiq,. Subsequently,
several dilated convolutions are operated with varying dilation
rates for the effective fusion of features, and outputs of these
convolutions are processed through another stage of aggrega-
tion, convolutional filtering, and global pooling operations to
generate a 1-D-representational feature vector. Finally, several
fully connected layer operations are employed for generating
the final prediction for a specific CT-volume.
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E. Loss Functions

The optimization of the whole process is divided into two
phases where the TA-SegNet is optimized in the first phase,
and joint optimization of the diagnostic and severity prediction
tasks is carried out in the second phase utilizing the optimized
TA-SegNet from phase-1. A focal Tversky loss function (Zr7r,)
is proposed in [24] utilizing the Tversky index that performs well
over a large range of applications which is used as the objective
function to optimize TA-SegNet.

In general, both the COVID diagnosis and severity predictions
are defined as binary-classification tasks, where normal/disease
classes are considered for diagnosis while mild/severe classes
are considered for severity predictions. For joint optimization of
the diagnosis and severity prediction, an objective loss function
(Lobj) is defined by combining the objective loss functions
for diagnosis (Lg) and severity prediction (L). The severity
prediction task will only be initiated for the infected volumes
where y4; = 1, while for the normal cases (yq; = 0), this task
is ignored. However, the diagnosis task is carried out for all
normal/infectious volumes. Hence, the objective loss function
(Lobj) can be expressed as

LObj = Ld(Yd’Yg) + Ls(YdaYSaYS)

1 M 1 My
— > LB(Yaivy) t LB (Ys,ir Ve,
i > Loy yh,) + P ;yd, B(Ys,is Ys,i)

i=1
®)

where Y4 and Yy represent the set of diagnosis and severity
ground truths while Y§, YP represent the corresponding set of
predictions, .Z5 denotes binary cross-entropy loss, M denotes
the total number of CT-volumes, and M7 represents the total
number of infected volumes. Hence, the proposed CovTANet
network can be effectively optimized for joint segmentation,
diagnosis, and severity predictions of COVID-19 utilizing this
two-phase optimization scheme.

[lI. RESULTS AND DISCUSSIONS

In this section, results obtained from extensive experimenta-
tion on a publicly available dataset are presented and discussed
from diverse perspectives to validate the effectiveness of the
proposed scheme.

A. Dataset Description

This study is conducted using “MosMedData: Chest CT Scans
with COVID-19 Related Findings” [25], one of the largest
publicly available datasets in this domain. The dataset, being
collected from the hospitals in Moscow, Russia, contains 1110
anonymized CT-volumes with severity-annotated COVID-19-
related findings, as well as without such findings. Each one
of the 1110 CT-volumes is acquired from different persons
and 3046 slices per patient are available. Pixel annotations of
the COVID lesions are provided for 50 CT-volumes which are
used for training and evaluation of the proposed TA-SegNet.
For carrying out the diagnosis and severity prediction tasks,
all the CT-volumes are divided into normal, mild (< 25% lung

TABLE |
PERFORMANCE (MEAN + STANDARD DEVIATION) OF THE ABLATION STUDY
OF THE PROPOSED TA-SEGNET ON MOSMEDDATA

EfficientNet
Backbone

Decoder
in Fusion

Encoder
in Fusion

Decoder
TAU Unit

Version Encodel.'
TAU Unit
V1
V2
V3
V4
V5
Vo6
V7
V38

Dice(%)

50.54+0.26
52.4+0.17
54.940.14
54.6+0.14
53.44+0.19
57.1+0.33
60.2+0.26
62.3£0.18

N3] 3| 3| 3| %[ x|
LNENENEVENENRVEY
LNENENENEV RN ENEN
N3] x| x| x| x| x
ASRNE R R RN ANES

parenchyma), and severe (> 25% lung parenchyma) infection
categories.

In addition, to validate the lesion segmentation performance
of our method, “COVID-19 CT Lung and Infection Segmenta-
tion Collection dataset” [26] is employed as a secondary dataset
that contains 20 CT volumes (average slices 176 per volume)
collected from 19 different patients with pixel-annotated lung
and infection regions labeled by two expert radiologists. How-
ever, this dataset does not contain severity-based annotation and,
therefore, is mainly incorporated for additional experimentation
on the segmentation performance using TA-SegNet.

B. Experimental Setup

With a five-fold cross-validation scheme over the MosMed
dataset, all the experimentations have been implemented on the
google cloud platform with NVIDIA P-100 GPU as the hardware
accelerator. For evaluation of the segmentation performance,
some of the traditional metrics are used, such as accuracy,
precision, dice score, and intersection-over-union (IoU) score,
while for assessing the severity classification, performance, ac-
curacy, sensitivity, specificity, and F1-score are used. The Adam
optimizer is employed with an initial learning rate of 10~ which
is decayed at a rate of 0.99 after every 10 epochs.

C. Analysis of the Segmentation Performance

First, ablation studies are carried out to validate the effec-
tiveness of different modules in TA-SegNet. Afterwards, the
performance of the best performing variant is compared with
other networks from qualitative and quantitative perspectives.

1) Ablation Study: Traditional Unet network has been used
as a baseline model (V1) and five other schemes/modules have
been incorporated in the baseline model to analyze the contribu-
tion of different modules in the performance improvement of the
proposed TA-SegNet (V8). For ease of comparison, only Dice
score is used as it is the most widely used metric for segmentation
tasks. From Table I, it can be noted that the encoder TAUs (V4)
provide 4.1% improvement of the Dice score from the baseline,
while the decoder TAUs (V5) provide a 2.9% improvement and
when both of these are combined (V6), 6.6% improvement is
achieved. While the encoder TAUs contribute significantly to
the reduction of semantic gaps with the corresponding decoder
feature maps, the decoder TAU units guide the decoded feature
maps with finer details for better generalization of multiscale fea-
tures, and considerable performance improvement is achieved
when employed in combination. Moreover, all the multiscale



6496

IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, VOL. 17, NO. 9, SEPTEMBER 2021

MosMedData: Chest CT Scans with COVID-19 Related Findings

COVID-19 CT Lung and Infection Segmentation Collection Dataset

SLICES UNET++ UNET INF-NET || PROPOSED SLICES UNET INF-NET PROPOSED

Fig. 8.

Visualization of the lesion segmentation performance of some of the state-of-the-art networks in MosMedData [25] and Dataset-2 [26].

Here, “green” denotes the true positive (TP) region, “blue” denotes the false positive region, and “red” denotes the false negative regions.

TABLE Il
COMPARISON OF PERFORMANCES WITH OTHER STATE-OF-THE-ART
NETWORKS ON COVID LESION SEGMENTATION ON MOSMEDDATA

TABLE Il
COMPARISON OF PERFORMANCES WITH OTHER STATE-OF-THE-ART
NETWORKS ON COVID LESION SEGMENTATION ON DATASET-2

feature maps generated from various encoder levels are guided to
the reconstruction process through a deep fusion scheme along
with the multiscale decoded feature maps. The integration of
these multiscale features from the encoder—decoder modules in
the fusion process (V3) contributes to the efficient reconstruc-
tion, and 4.4% improvement of Dice score is achieved over
the baseline. Moreover, 9.7% improvement of Dice score is
achieved when the fusion scheme is combined with two-stage
TAU-units (V7). Additionally, for introducing transfer learning,
pretrained models on the ImageNet database can be used as
the backbone of the encoder module of the TA-SegNet, similar
to most other segmentation networks. It should be noted that
with the pretrained EfficientNet network as the backbone of the
encoder module (V8), the performance gets improved by 2.1%
compared to the TA-SegNet framework without such backbone
V7).

2) Quantitative Analysis: In Table II, performances of some
of the state-of-the-art networks are summarized. It should be no-
ticed that the proposed TA-SegNet outperforms all the methods
compared by a considerable margin in all the metrics. Using
the proposed framework, 11.8% improvement of Dice score
over Unet and 26.7% improvement of Dice score over the FCN
have been achieved. Furthermore, our network improves the
dice score of the second-best method (Inf-Net) by about 10.5%,
which intuitively indicates its excellent capabilities over the rest
of the models. The robustness of the proposed scheme and the
enhanced capability of our model in terms of infected region

Networks Sensitivity(%) | Precision(%) Dice(%) ToU(%) Network Sensitivity(%) | Specificity(%) Dice(%) ToU(%)
FCN [27] 78.840.23 58.9£0.16 35.6£0.36 | 29.3£0.45 Unet [16] 75.940.34 88.9+0.12 7935026 | 749+0.18
Unet [16] 94.3+0.34 74.4%0.32 50.5£0.26 | 40.3£0.23 MultiResUnet [30] 77.2+0.33 90.3+0.24 8274028 | 77.4£0.15
Vnet [28] 84.5+0.42 64.6£0.54 | 40.2£0.33 | 36.4%£0.26 Attention-Unet [31] 81.1£0.29 92.2F0.11 85.110.14 | 79.610.28
Unet++ [17] 78.1£0.15 65.1£0.25 37.240.27 | 33.3£0.32 CPF-Net [29] 78.9+0.27 91.7+0.14 84.4£0.25 | 79.3£0.25
CPF-Net [29] 82.440.25 71.340.29 48.9+0.21 | 37.6+0.38 Gated-Unet [32] 81.4+0.24 92.54+0.19 85.60.19 | 80.2+0.16
COPLE-Net [14] 85.51£0.18 7312020 | 51.1£0.21 | 41.2£0.38 Inf-Net [12] 82.740.26 94.840.21 86.9+£0.34 | 81.14+0.18
Mini-SegNet [13] 81.5+0.25 69.1£0.19 4374023 | 352£0.38 TA-SegNet (ours) 88.5+0.22 98.940.14 90.240.17 | 86.440.19
Inf-Net [12] 92.8£0.27 76.94+0.34 51.8£0.31 | 41.6£0.27
TA-SegNet (Prop.) 99.6+0.09 84.810.26 62.310.18 | 51.7£0.29

identification are further demonstrated by the high sensitivity
score (99.6%) reported. This signifies the fact that the model
integrates the symmetric encoding—decoding strategy of Unet
as well as exploits the parallel optimization advantages of FCN
that provides this large improvement. Most other state-of-the-
art variants of the Unet provide suboptimal performances for
increasing complexity considerably that makes the optimization
difficult in most of the challenging cases. However, due to the
smaller amount of infections in the annotated CT-volumes used
for training and optimization of the segmentation networks, a
higher amount of false positives have been generated in most of
the networks, which reduced the precision. The proposed TA-
SegNet has considerably reduced the false positives along with
false negatives and has improved both precision and sensitivity.

3) Qualitative Analysis: In Fig. 8, qualitative representations
of the segmentation performances of different networks are
shown in some challenging conditions. The comparable di-
mensions of the small infected regions and the arteries and
veins embedded in the thorax cavity with varying anatomical
appearance might be attributed to the large occurrences of the
false positives. It is evident that most other networks struggle to
extract the complicated, scattered, and diffused COVID-19 le-
sions, while the proposed TA-SegNet considerably improves the
segmentation performance in such challenging conditions. This
depiction conforms to the fact that our network can correctly
segment both the large and small infected regions. Furthermore,
our framework consistently demonstrates almost nonexistent
false negatives compared to the other models while considerably
reducing the false positive predictions as it can distinguish
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TABLE IV
COMPARISON OF PERFORMANCES IN THE JOINT DIAGNOSIS AND SEVERITY PREDICTION OF COVID-19 WITH DIFFERENT NETWORKS ON MOSMEDDATA

Diagnostic Prediction Severity Prediction
Network Normal vs. Mild Normal vs. Severe Mild vs. Severe
Sen.(%) Spec.(%) Acc.(%) F1(%) Sen.(%) Spec.(%) Acc.(%) F1(%) Sen.(%) Spec.(%) Acc.(%) F1(%)

VGG-19 5444037 | 63.440.28 | 58.4+0.32 | 58.6+0.33 | 63.440.32 | 70.8+0.37 | 65.94+0.28 | 66.9+0.39 | 62.7+£0.25 | 65.5+0.23 | 61.94+0.25 | 64.1+0.28
ResNet-50 61.1+£0.29 | 65.7+£0.33 | 62.5+0.44 | 63.3+0.37 | 66.5+0.26 | 69.3+0.31 | 69.14+0.17 | 67.840.33 | 61.1£0.36 | 63.84£0.29 | 64.8+0.34 | 62.4+0.37
Xception 56.84£0.38 | 57.9+0.41 | 59.940.27 | 5734043 | 64.840.19 | 67.240.26 | 66.7+0.21 | 65.940.25 | 62.940.33 | 65.1£0.32 | 63.1+0.22 | 63.9+0.34
DenseNet121 59.7£0.27 | 64.6£0.21 | 61.1+0.39 | 62.1+0.28 | 65.14+0.23 | 70.1£0.19 | 67.84£0.29 | 67.5£0.25 | 60.2+£0.28 | 64.4+0.21 | 60.6+0.26 | 62.24+0.27
InceptionV3 60.4+0.31 | 62.1+0.38 | 59.3+£0.23 | 61.24+0.35 | 66.6+0.28 | 69.8+0.24 | 66.2+0.32 | 68.2+0.31 | 62.8+0.29 | 67.9+0.35 | 61.4+0.19 | 65.3+0.33
CovTANet (ours) | 83.8+0.25 | 90.3+0.27 | 85.2+0.19 | 86.9+0.22 | 93.940.13 | 96.6+0.11 | 95.840.17 | 94.240.21 | 90.9+0.16 | 93.4+0.23 | 91.7+0.19 | 92.1+0.11

sharper details of the lesions and effectively perform for early
diagnosis of the infection.

D. Performance on Secondary Dataset

In Table III, quantitative performances on Dataset-2 [26] for
different networks are summarized. It should be noticed that
the proposed TA-SegNet provides the best achievable perfor-
mances with 90.2% mean Dice score while providing 10.9%
improvement over Unet. In Fig. 8, the qualitative performance
analyses are provided on several challenging examples that
further demonstrate the effectiveness of the proposed TA-SegNet
over other traditional networks with large reductions in both false
positives and false negatives. However, it should be mentioned
that this dataset contains mostly higher levels of infections
in the CT volumes on average that makes the learning and
optimization more favorable compared to the MosMedData,
and thus, comparatively higher segmentation performances have
been achieved.

E. Analysis of the Joint Classification Performance

In Table IV, the performances obtained from the joint di-
agnosis and severity prediction tasks are summarized. To ana-
lyze the effectiveness of the proposed multiphase optimization
scheme, some of the state-of-the-art networks are also evaluated
for the slicewise processing of the CT-volumes in the joint-
classification scheme discarding the TA-SegNet.

1) Diagnostic Prediction Performance Analysis: The diag-
nosis performances with mild and severe cases of COVID-19
are separately reported to distinguish the early diagnosis per-
formance. The proposed CovTANet provides 85.2% accuracy
in isolating the COVID patients even with mild symptoms,
while the accuracy is as high as 95.8% when the CT volumes
contain severe infections. However, the other networks operating
without the TA-SegNet noticeably suffer especially in the early
diagnosis phase, as it is difficult to isolate the small infection
patches from the CT-volume. Hence, it can be interpreted that
this high early diagnostic accuracy of CovTANet is signifi-
cantly contributed by the multiphase optimization scheme that
incorporates the highly optimized TA-SegNet for extracting the
most effective lesion features to mitigate the effect of redundant
healthy parts.

2) Severity Prediction Performance Analysis: In the joint
optimization process based on the amount of infected lung
parenchymas, mild and severe patients are also categorized.
Despite the additional challenges regarding the isolation and
quantification of the abnormal tissues, the proposed scheme

generalizes the problem quite well, which provides 91.7% ac-
curacy in categorizing mild and severe patients. It should be
noted that the highest achievable severity prediction accuracy
with a traditional network is 64.8% (using ResNet50) with
considerably smaller results in most other metrics. Traditional
network directly operates on the whole CT-volume to extract
effective features for severity prediction, which makes the task
more complicated, whereas the proposed hybrid CovTANet with
multiphase optimization effectively integrates features regard-
ing infections from the TA-SegNet for considerably simplifying
the feature extraction process in the joint-classification process
that results in higher accuracy.

IV. CONCLUSION

In this article, a multiphase optimization scheme was pro-
posed with a hybrid neural network (CovTANet) where an
efficient lesion segmentation network was integrated into a
complete optimization framework for joint diagnosis and sever-
ity prediction of COVID-19 from CT-volume. The tri-level
attention mechanism and parallel optimization of multi-scale
encoded—decoded feature maps which were introduced in the
segmentation network (TA-SegNet) improved the lesion seg-
mentation performance substantially. Moreover, the effective
integration of features from the optimized TA-SegNet was found
to be extremely beneficial in diagnosis and severity prediction
by de-emphasizing the effects of redundant features from the
whole CT-volumes. It was also shown that the proposed joint
classification scheme not only provides better diagnosis at se-
vere infection stages but also was capable of early diagnosis
of patients having mild infections with outstanding precision.
Furthermore, considerable performances was achieved in sever-
ity screening that would facilitate a faster clinical response
to substantially reduce the probable damages. Nonetheless, a
further study should be carried out considering patients from
diverse geographic locations to understand the mutation and
evolution of this deadly virus where the proposed hybrid network
was supposed to be very effective. The proposed scheme can be a
valuable tool for the clinicians to combat this pernicious disease
through faster automated mass-screening.
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