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Guest Editorial: Federated Learning for
Industrial IoT in Industry 4.0

THE development and evolution of modern information and
communication technologies is leading us to the fourth

industrial revolution, in which the Industrial Internet of Things
(IIoT) is assumed to be one of the key aspects to realize In-
dustry 4.0. With the increase of both quantity and type of IoT
devices, a critical mass of data is collected from the real-world
environment every day. The data need to be processed and
analyzed to derive intelligence for further use in efficient, secure,
and economic ways, and machine learning has been adopted
in academia and industry to scrutinize and study the data for
business decision-making. Nevertheless, data hungriness may
hinder the development of machine-learning-enabled systems,
with another growing challenge on protecting data privacy.
To address the above issue, Google proposed the concept of
federated learning in 2016. As an emerging machine learning
paradigm, it allows clients at edge to perform model training
locally and only send model parameter updates to a central server
for the aggregation of the global model. All raw data are kept in
respective local storage and not transferred to other clients.

Federated learning facilitates the implementation of secure
platform with consideration on data privacy to support IIoT.
Many researchers and practitioners have expressed their interest
in this area with the expectation of profound effect in the context
of Industry 4.0. However, the topic is quite new and has not
been investigated under its different profiles until now. There
is a lack of literature from both a theoretical and an empirical
point of view. Therefore, this special sector is dedicated to
provide cutting-edge technologies and novel studies, which can
realize and elevate the effectiveness and advantages of federated
learning for advancing industrial IoT. Eleven articles have been
accepted by this Special Section based on review, and revision
processing.

In the first article “FED-IIoT: A robust federated malware
detection architecture in Industrial IoT,” Taheri et al. [A1]
present a method to detect Android malware in IIoT applications,
enabled by a robust federated learning-based architecture. The
architecture considers 1) a participant side with two dynamic
poisoning attacks based on a generative adversarial network and
federated generative adversarial network (GAN), and 2) a server
side, which can monitor and shape collaboration training model,
avoiding anomaly in aggregation by a GAN network and adjust
two GAN-based countermeasure algorithms. The three proposed
algorithms were demonstrated with a detailed description. This
approach was evaluated on accuracy by conducting experiments
on various features (i.e., different round, different number of
clients, and different number of adversaries) using three datasets.
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The second article “Privacy-preserving aggregation for fed-
erated learning-based navigation in vehicular fog,” authored
by Kong et al. [A2], suggests a privacy-preserving model ag-
gregation scheme with the federated learning-based navigation
framework. In the proposed scheme, security is ensured by
hiding the model hyperparameter within a predefined threshold
number of users using the Shamir secret sharing scheme, and
detecting and excluding unregistered users from the learning
process via an identity-based signature. In addition, the scheme
supports flexible onboarding and exiting rules for participants by
exploiting a skip list for group division. The authors conducted
security analysis and performance evaluation in terms of compu-
tational complexity for user joining/leaving, robustness against
dishonest users, and the tradeoff between security and flexibility.

In “FASTGNN: A topological information protected feder-
ated learning approach for traffic speed forecasting,” Zhang
et al. [A3] addressed the issue of topological information in
transportation networks when applying federated learning (FL).
They designed an FL framework consisting of the following:

1) a differential privacy-based approach for adjacency ma-
trix preserving to protect the topological information;

2) an adjacency matrix aggregation mechanism to generate
a preserved global-network adjacency matrix;

3) a GNN-based model with advanced spatial-temporal
techniques to forecast traffic speed.

Experiments were carried out to examine the accuracy of
speed forecasting, critical components, and the overall perfor-
mance of proposed GNN model on a real-world traffic dataset.

Zhang et al. [A4] focused on the increase of the model
aggregation rate and reduction of communication cost in FL
application when managing and training a large amount of
data in the fourth article “Deep reinforcement learning assisted
federated learning algorithm for data management of IIoT.” The
authors applied deep reinforcement learning (DRL) to assist the
selection of nodes, of which the ones with high data quality are
preferred. Afterward, the selected nodes perform local model
training and send the parameters to the central server for global
model aggregation. Performance evaluation was conducted
based on MNIST and Fashion MNIST datasets in terms of
the impact of number of clients on accuracy, communication
rounds on accuracy, and the convergence of loss value. The
DRL-based algorithm was compared with the baseline algorithm
FedSGD, and the results showed that the proposed solution
can have effective model training process and achieve higher
accuracy.

In the fifth article “TrustFed: A framework for fair and trust-
worthy cross-device federated learning in IIoT,” Rehman et al.
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[A5] utilized blockchain technology in federated learning sys-
tems, to maintain participants’ reputation, as the decentralized
nature of both blockchain and federated learning align with each
other. All devices form a community on blockchain, which stores
the reputation scores. In this article, Ethereum was selected and
three types of smart contracts (i.e., reputation, aggregator, and
incentive mechanism smart contracts) were deployed to provide
different functionalities. Inter Planetary File System was used
for the version control of the model. In addition, the proposed
framework can detect adversarial behaviors and remove the
malicious participants before aggregating the model updates
through statistical methods. The authors evaluated their design
on model loss and the ability to detect adversaries.

The sixth article “Diagnosis of inter-turn short circuit faults
in permanent magnet synchronous motors based on few-shot
learning under a federated learning framework,” authored by
Zhang et al. [A6], depicts a few-shot learning approach based
on Stacked Sparse Autoencoders and Siamese networks for
the diagnosis of inter-turn short circuit faults in permanent
magnet synchronous motors (PMSMs). In this article, the au-
thors provided a detailed description on the background of
PMSMs. The framework incorporates Siamese network to im-
prove the feature learning ability, uses L1 distance to deter-
mine the similarity identify classes of samples, and adopts
federated learning for the optimization of the overall model.
Experiments were conducted to examine the main parameters
for the optimal branch structure, compare the model accuracy
with state of the art, and also analyze the ability of learning
unbalanced data.

In “Resource allocation for latency-aware federated learning
in Industrial Internet-of-Things,” Gao et al. [A7] employed a
resource allocation scheme for federated learning to address the
collision issue and reduce the overall training latency. The au-
thors first formulated the resource allocation task as an optimiza-
tion problem with NP-hardness, and then designed a heuristic
algorithm in which the most appropriate clients can be selected,
by greedily allocating the preferred resources to each device
and calculating the training latency. In the evaluation part, the
proposed solution was validated on both training latency and
convergence speed using an RGB-D dataset. Further analysis on
the impact of different factors (i.e., available channels, transmit
power allocation, device selection, and active devices) was also
discussed.

Jin et al. [A8] adopted multiple nested long short-term mem-
ory networks (MTMC-NLSTM) for the forecasting of air quality
index (AQI) in the eighth article “Multivariate air quality fore-
casting with nested LSTM neural network.” In their design, the
training and testing of six core AQI components are enhanced
by federated learning, which can extract the internal correlation
between these components. There are three steps in the forecast-
ing method: 1) normalizing AQI time series data by zero-score
normalization; 2) dividing the processed data into training set
and testing set, where 5% of training set is further split as the
validation set, and conducting model training for prediction; and
3) denormalizing and testing the generated prediction results
to check the performance. Experiments were carried out with
four evaluation metrics (i.e., mean absolute error, root mean
squared error, mean absolute percentage error, and r-square) over

each AQI component. The results were compared with other 17
baseline algorithms.

In the ninth article “A federated learning-based license plate
recognition scheme for 5G-enabled Internet of Vehicles,” Kong
et al. [A9] investigated a license plate recognition framework
based on federated learning, to mitigate the privacy risks caused
by centralized model training in Internet of Vehicles. First,
a license plate detection model was designed to be directly
deployed at the mobile devices by reducing the number of
parameters. Second, a tilt license plate correction algorithm was
integrated into the recognition model to improve the accuracy.
Third, federated learning was applied to preserve individual data
locally for model training, and only send update gradients to the
central server. The detection and recognition models were tested
on accuracy with several baseline methods, while the federated
learning process was examined on the impact of dirty data.

The tenth article “An asynchronous and real-time update
paradigm of federated learning for fault diagnosis,” authored by
Ma et al. [A6], aimed to address the issue of effectiveness and
performance via an asynchronous federated learning scheme.
The proposed method consists of four main steps: 1) clients
decode the global model and form the fusion center; 2) each
local model is updated using the decoded information and local
data through the extended Kalman filter; 3) clients upload the
model parameters to the fusion center; and 4) the center performs
asynchronous fusion based on the sequential Kalman filter.
Simulation was conducted to validate the proposed approach
via two different cases, and the results showed that the method
has high fault diagnostic accuracy.

In the final article “Federated tensor decomposition-based fea-
ture extraction approach for Industrial IoT,” Gao et al. [A11] pre-
sented a federated tensor decomposition (FTD) model for feature
extraction, which includes two core components: 1) a joint
high-order orthogonal iteration method (JHOOI) and 2) an FTD
approach. In JHOOI, the authors implemented simultaneous de-
composition of high-dimensional tensors and extraction of low-
dimensional features. The FTD combines both JHOOI and fed-
erated learning to analyze the patterns of collected industrial data
while preserving the user privacy. Experiments were performed
to evaluate reconstruction accuracy and classification precision
of the proposed solution using ORL and Fabrics datasets.
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