
 

  

 

Aalborg Universitet

A Multiagent Deep Reinforcement Learning Based Approach for the Optimization of
Transformer Life Using Coordinated Electric Vehicles

Li, Sichen; Hu, Weihao; Cao, Di; Zhang, Zhenyuan; Huang, Qi; Chen, Zhe; Blaabjerg, Frede

Published in:
I E E E Transactions on Industrial Informatics

DOI (link to publication from Publisher):
10.1109/TII.2021.3139650

Creative Commons License
CC BY 4.0

Publication date:
2022

Document Version
Accepted author manuscript, peer reviewed version

Link to publication from Aalborg University

Citation for published version (APA):
Li, S., Hu, W., Cao, D., Zhang, Z., Huang, Q., Chen, Z., & Blaabjerg, F. (2022). A Multiagent Deep
Reinforcement Learning Based Approach for the Optimization of Transformer Life Using Coordinated Electric
Vehicles. I E E E Transactions on Industrial Informatics, 18(11), 7639 - 7652. Article 9670726.
https://doi.org/10.1109/TII.2021.3139650

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            - Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            - You may not further distribute the material or use it for any profit-making activity or commercial gain
            - You may freely distribute the URL identifying the publication in the public portal -
Take down policy
If you believe that this document breaches copyright please contact us at vbn@aub.aau.dk providing details, and we will remove access to
the work immediately and investigate your claim.

https://doi.org/10.1109/TII.2021.3139650
https://vbn.aau.dk/en/publications/d5e288e9-1098-4d0b-89ef-061b318edf33
https://doi.org/10.1109/TII.2021.3139650


Abstract— The uncertainties of charging behavior of 
EV owners have negative impact on the loss of life (LOL) 
of distribution transformer. This paper proposes a 
decentralized EV charging framework for optimization 
of the LOL of distribution transformer considering the 
dissatisfactions of EV owners. Specifically, long-short-
term memory (LSTM) neural network is first utilized to 
capture the uncertainties caused by the load demand and 
electricity price. After that, each EV is modeled as an 
intelligent agent and a multi-agent deep reinforcement 
learning (MADRL) approach is applied to solve the 
coordinated charging problem based on the forecasting 
information by the LSTM network. All the agents are 
trained in a centralized manner to develop coordinated 
control strategies while inform decisions based on local 
information when finish the training process. The 
proposed approach can achieve coordinated scheduling 
of EVs based on local information, which helps preserve 
the privacy of EV owners, reduce the cost induced by the 
deployment of communication devices and avoid single-
point failure. In addition, the parameter space noise and 
deep dense architecture in reinforcement learning are 
introduced to overcome premature convergence, 
training instability and inefficiency due to the large 
action space of multi-agent scenario. Comparative tests 
are carried out among several benchmark approaches 
utilizing real-world data to illustrate the effectiveness of 
the proposed approach. 

Index Terms—Multi-agent deep reinforcement 
learning; transformer life; EV charging scheduling 

I.  INTRODUCTION 
Owing to the gradual progress of related research, people 

realized that electric vehicle (EV) provided a feasible way 
to reduce problems related to air pollution and the depletion 
of conventional carbon energy sources. However, increasing 
penetration of EVs brings numerous technical challenges to 
the power grids, where the distribution network is the most 
vulnerable part to the adverse impact of unregulated EV 
charging [1]. In general, there are two main categories of 
negative impacts on distribution network caused by 
unregulated EVs charging: 1) system-level impacts and 2) 

equipment-level impacts [2]. The system-level impacts 
mean that the impacts of unregulated EVs charging on the 
power quality and power losses of distribution network 
system [3]. The equipment-level impacts represent the 
impacts of unregulated EVs charging on the asset of 
distribution network system (e.g., distribution line [4] and 
transformer [5]). This study mainly focuses on equipment-
level, whose research necessary has been evaluated in 
studies [6], [7].  

From the equipment-level perspective, ref. [8] points out 
that transformers are the distribution network assets most 
affected by the unregulated charging of EVs, as EV owners 
prefer to charge at home. Such negative impacts from 
unregulated charging EVs will lead to accelerated ageing of 
transformer and will have to replace it in advance to 
accommodate the additional power peaks required for EV 
loads. Aging is a serious problem faced by transformers and 
the main cause of the vast majority of transformer failures 
[9]. The aging of transformers is related to the aging of 
windings, bushings or on-load tap-changers, tanks, where 
the aging of windings means the influence of insulation 
material aging caused by winding hottest-spot temperature 
on insulation life of transformer, is the most concerned 
research direction [10]. The reduction of transformer 
insulation life usually refers to the “loss-of-life” (LOL), 
whose model is related to the aging acceleration factor and 
the normal insulation life [11]. Ref. [12] indicates that 
unregulated EVs charging, i.e., the lack of management of 
EVs charging, will cause the increase of transformer LOL. 
The reason is that unregulated EVs charging will cause 
transformers to bear excessive loads during peak charging 
periods, which will dramatically increase the winding 
hottest-spot temperature of transformers. Transformer 
insulation life is sensitive to the winding hottest-spot 
temperature and excessive temperature will cause 
accelerated insulation material aging which in turn reduces 
the insulating life of transformer. In contrast, transformer 
LOL will be dramatically reduced if the EVs charging are 
managed in coordination. In this context, the EVs 
coordinated charging management considering the effects of 
EVs on transformer LOL is a meaningful research topic. 
Generally, most of existing studies discusses two control 
architectures: centralized; and distributed or decentralized 
management approach [13].  

Fully centralized approaches usually rely on a dedicated 
central controller which responses to collect the global data, 
perform calculation and optimization and determinate all 
control units’ decision. For example, the work in [14] first 
collects the information of the whole EVs and then presented 
a fuzzy logic approach to schedule the EV charging to 
optimize the transformer LOL. The study in [8] investigates 
a centralized approach to manage the EVs charging, 
considering both EV owners’ profits and the cost due to the 
transformer LOL. In [2], [15], the centralized-based control 
approach is proposed to maintain transformer LOL and 
service quality for EV owners. Several centralized charging 

A Multi-agent Deep Reinforcement Learning-
Based Approach for the Optimization of 

Transformer Life Using Coordinated Electric 
Vehicles 

Sichen Li, Weihao Hu, Senior Member, IEEE, Di Cao, Student Member, IEEE, Zhenyuan Zhang, 
Senior Member, IEEE, Qi Huang, Fellow, IEEE, Zhe Chen, Fellow, IEEE, 

 and Frede Blaabjerg, Fellow, IEEE  

Manuscript received xxx; accepted xxx. Date of publication xxx; date of 
current version xxx. This work was supported by the National Key 
Research and Development Program of China under Grant 
2018YFE0127600. Paper no. xxx. (Corresponding author: Di Cao.) 

Sichen Li, Weihao Hu, Di Cao and Zhenyuan Zhang are with the School 
of Mechanical and Electrical Engineering, University of Electronic Science 
and Technology of China, Chengdu 611731, China (e-mail: 
sichenli@std.uestc.edu.cn; whu@uestc.edu.cn; caodi@std.uestc.edu.cn; 
zhangzhenyuan@uestc.edu.cn). 

Qi Huang is with the School of Mechanical and Electrical Engineering, 
University of Electronic Science and Technology of China, Chengdu, 
China. He is also with the College of Energy, Chengdu University of 
Technology, Chengdu, China. (e-mail: hwong@uestc.edu.cn) 

Zhe Chen and Frede Blaabjerg are with the Department of Energy 
Technology, Aalborg University, DK-9220 Aalborg, Denmark (e-mail: 
zch@et.aau.dk; fbl@et.aau.dk). 



schemes for EV in the workplace parking lot are 
implemented in [16] to optimize both economic benefits of 
parking lot operators and the life of transformers. Most 
recently, ref. [2] considers a co-optimization approach for 
both EV owners and transformer in distribution network, 
where the EV coordinated charging management formulated 
as optimization problem with the aim of minimizing energy 
losses and transformer’s operation cost. From the above 
existing studies, we can conclude that the EV charging 
management system still has some deficiencies. Firstly, the 
works in [8] and [14] utilizes single EV charging 
management pattern to satisfy the whole EVs’ requirements, 
where the requirements of different kinds of EVs are ignored. 
As the charging requirements for EVs vary depending on the 
demands of EV owners, applying the single charging 
management pattern for various EV owners may omit the 
difference between their demands. Given this, the EVs 
owners’ optimization model should consider the variety of 
EV owners. Secondly, the real-time central controller 
mentioned in [2], [15], [16] need to update the information 
from EVs to manage their charging at each time step. Such 
a mechanism may result in the high bandwidth required for 
information exchange between central center and EVs, and 
even cause communication pressure if information is 
exchanged too frequently. Thirdly, if the problem to be 
solved has large-scale solution space, ref. [2] may be 
difficult to deploy online. More specifically, once the 
optimization is required, the approach presented in [2] must 
calculate the whole or part of the possible solutions and 
select the best one. This is a time-consuming process if the 
solution space is very large. Finally, the above-mentioned 
centralized-based approach rely on a powerful centralized 
controller, which needs to process a large amount of 
information at a single point simultaneously. In terms of EV 
coordinated charging management, this mechanism can 
easily lead to EV owners’ privacy disclosure, the increased 
cost due to the deployment of communication devices and 
single-point failures. In order to mitigate the negative impact 
of traditional centralized approach on EV coordinated 
charging management to a certain extent, distributed and 
decentralized approach are effective alternatives. 

One of the biggest differences between distributed and 
centralized approach is that the former no longer relies on 
central controller to optimize the objective function and thus 
avoids the single-point failures to a certain extent [17]. 
Recently, ref. [18] proposes a distributed-based multi-agent 
reinforcement learning to coordinate charging of EVs to 
ensure that the loads on transformers are below the limit 
values. To enhance the coordination and the performance of 
the approach, information are shared among multiple EVs. 
In addition to include the advantages of distributed approach, 
ref. [18] also easy to deploy online. However, demand 
differentiations among different EV owners are not taken 
into account, and there are still communication costs and 
risks of privacy disclosure.  

Each controller in the decentralized approach does not 
need to construct communication channel with other 
controllers, which make decentralized approach not only 
keep the feature of the distributed approach, but also use 
only the local available information to execute the control. 
In total, the decentralized approach can bring three main 
advantages for the EVs charging management: 1) the 
privacy of each EV owner can be well protected; 2) the 
communication cost between each EV owners can be 
ignored; 3) compared with centralized approach, the 
stability is improved due to the single-point failures can be 
avoided. The coordinated charging relationship between 
multiple EVs leads to the coupling of charging decisions 
between them. In this case, any change in charging decisions 
of one EV will potentially influence the charging decisions 
of others, especially the influence will become more 
complex when the number of EVs increases. Although 

decentralized approaches for managing EV charging have 
many benefits mentioned above, the impact of charging 
decision coupling presents challenges to decentralized 
approach due to the coordination relationship is hard to 
construct through using only local information for decision 
making. 

To overcome the challenge, this paper proposes a novel 
data-driven EV coordinated charging approach for the co-
optimization of the transformer LOL and the different EV 
owners’ demands based on multi-agent deep reinforcement 
learning (MADRL) approach with actor-critic framework. 
The proposed approach features the centralized training and 
decentralized execution to coordinate the EVs charging 
during the off-line training in centralized manner and deploy 
the charging management for each EV in on-line 
decentralized manner. 

The main differences between the most of recently 
existing studies related to actor-critic MADRL algorithms 
and our proposed approach are as follows: the most of 
recently existing studies mainly focus on the alterations to 
the architecture of critic network to enhance the 
coordination among the whole agents, while ignoring the 
potential of actor network [19]-[23]. Unlike single-agent 
environments, the action space of multi-agent environments 
increases exponentially with the number of agents 
increasing, which easily causes premature convergence to 
local optimal solution. In order to avoid this problem, the 
parameter space noise (PSN) [24] is considered in the actor 
network to enhance the exploratory ability. Despite of the 
negative impacts associate with prematurely convergence 
can be solved by PSN, the steady performance and 
convergence speed of reward curves during training process 
may be influenced due to the introduction of noise. One 
possible solution is to introduce a technology that not only 
fits the PSN (without affecting the exploration of parametric 
noise), but also has strong non-linear representational power 
to accelerate the establishment of mapping relationship from 
input state to ideal output decision making. To ensure the 
training stability and efficiency, the actor network employs 
the deep dense architecture in reinforcement learning 
(D2RL) [25].  

In this paper, each EV is modeled as an intelligent agent 
to coordinate with other EVs and make their own 
charging/discharging decisions during the charging period. 
To sum up, compared with the existing decision-making 
solutions, the main advantages of this paper are as follows: 

(1) The coordinated charging of multiple EVs is 
formulated as a Markov game that is solved by the 
actor-critic MADRL approach features centralized 
training and decentralized execution. During the 
centralized training process, the critic network 
augmented with extra information help each agent 
explicitly model the decision process of other agents. 
This allows the actor network of each agent to 
achieve coordinated control even based on only local 
information at execution phase. In this way, the EVs 
coordinated charging management can be obtained in 
a completely decentralized manner. 

(2) The critic network of the proposed approach utilizes 
the attention mechanism to process the whole EVs 
information and effectively guide the generation of 
coordinated strategies among actor network. In order 
to avoid converge prematurely to a local optimum 
due to the huge action space in multi-agent scenarios, 
each actor network utilizes PSN to construct effective 
exploration mechanism. Unlike traditional action 
space noise (ASN) added to action directly, the PSN 
can induce a consistent, complex, and state-
dependent change in policy network over multiple 
time steps [24], [26]. In addition, the D2RL is 
deployed in actor network to improve the training 
instability and inefficiency caused by the 



introduction of noise. PSN and D2RL are good 
combinations because PSN operates at the parameter 
level and D2RL builds a more complex and effective 
parametric connection relationship, which introduces 
greater potential for exploratory action than shallow 
dense architecture combined with PSN while 
eliminates the instability and inefficiency caused by 
noise during PSN exploration, resulting in achieving 
the better control performance. 

(3) The proposed approach does not need to solve the 
complex EVs coordinated charging optimization 
problem in real-time. The decision-making functions 
of each agents can be constructed through offline 
training and be deployed online to select the control 
actions based on latest system state data.  

The rest of this paper is organized as follows. Section II 
introduces the mathematical formulations of transformer 
LOL and EV owner’s dissatisfaction model, and the 
optimization problem is reformulated as Markov games. In 
Section III the detailed descriptions of proposed approach 
are introduced. Section IV analyses the numerical 
simulation results. Finally, conclusions are discussed in 
Section V. 

II.  SYSTEM MODEL AND PROBLEM FORMULATION 

A.  System description 
Suppose there exists a community with a M kVA rated 

power distribution transformer and G EVs of different 
models. The distribution transformer is responsible for 1) the 
basic load (except EV load) of community residents and 2) 
the load of G EVs. In this paper, we assume the EV battery 
storage system allows transfer energy from or to the grid 
when the EVs are parked and plugged into the grid. In 
addition, it is assumed that the community is associated with 
only one utility company and as such the charging price of 
G EVs is the same at the same time. In this paper, each EV 
is considered as an agent, the goal of the G agents is to 
coordinate the charging of G EVs to reduce the transformer 
LOL and satisfy the EV owners’ individual requirements 
under unknown load and electricity price of current moment. 
Normally, different EV owners have different commuting 
behaviors due to the different of individual habits, traffic 
[27], [28], etc. Thus, each episode starts at first EV arrival 
time and ends at last EV departure time, the length of an 
episode is [ ] [ ]max{ | } min{ 1 }1, | ,g g

dep arrt tG g Gg −∈ ∈  , where g
arrt

and g
dept represents the arrival time and departure time of g-

th EV, respectively. Specially, the time interval t∆ between 
two adjacent steps is assumed as one hour in this paper. 

B.  Transformer Loss of Life Model 
The transformer lifetimes are related to winding hottest-

spot temperature hsθ  according to insulation degradation 
model [29]. Before introducing the transformer LOL, the shθ
should be known before. According to [29], hsθ  can be 
defined as: 

hs amb to hsθ θ θ θ= + ∆ + ∆             (1) 
where the ambθ is the average ambient temperature during 
the load cycle, toθ∆   represents top-oil rise over ambient 
temperature and hsθ∆   indicates the winding hottest-spot 
rise over top-oil temperature.  

The toθ∆ and hsθ∆ can be calculated as [29]: 

( ) ( )/
, , ,1 todu

to to u to i to ie τθ θ θ θ−∆ = ∆ − ∆ × − + ∆      (2) 

( ) ( )/
, , ,1 wdu

hs hs u hs i hs ie τθ θ θ θ−∆ = ∆ − ∆ × − + ∆     (3) 

where du is the duration of load L. ,to uθ∆  denotes the 
ultimate top-oil rise over ambient temperature for load L,

,to iθ∆  is the initial top-oil rise over ambient temperature,

,hs uθ∆  is the ultimate winding hottest-spot conductor rise 
over top-oil temperature for load L, ,hs iθ∆  is the initial 
winding hottest-spot rise over top-oil temperature, toτ and wτ
represent the oil time constant and winding time constant, 
respectively. The detailed explanations of the two constants 
can be found in [29].Therein, the ,to uθ∆  , ,to iθ∆  , ,hs uθ∆  and

,hs iθ∆ are given by the following equations [29]: 
2 2

, , , ,
1 1, 

1 1

n n

u i
to u to r to i to r

K R K R
R R

θ θ θ θ
   + +

∆ = ∆ × ∆ = ∆ ×   + +   
(4) 

   2
, ,

m
hs u hs r uKθ θ∆ = ∆ ×           (5a)  

2
, ,

m
hs i hs r iKθ θ∆ = ∆ ×            (5b)                   

where ,to rθ∆  is the top-oil rise over ambient temperature at 
rated load, ,hs rθ∆ denotes the winding hottest spot conductor 
rise over top-oil temperature at rated load, R is the ratio of 
rated load loss to no-load loss, uK is the ratio of ultimate 
load L to rated load, iK is the ratio of initial load L to rated 
load, n is an empirically derived exponent used to calculate 
the variation of toθ∆  with changes in load, and m is an 
empirically derived exponent used to calculate the variation 
of hsθ∆  with changes in load. 

In order to obtain the transformer LOL, the aging 
acceleration factor AAF  and equivalent aging factor EQAF  
are necessary. The AAF and EQAF can be expressed as [11]: 

,1

1

15000 15000exp , 
383 273

N
AA kk

AA EQA N
hs k

F t
F F

tθ
=

=

∆ 
= − = + ∆ 

∑
∑

 (6) 

where N is the total number of time intervals, k denotes 
index, ,AA kF  is aging acceleration factor for the k-th time 
interval. 

Finally, the transformer LOL is defined as: 

NLL
EQAF

L L
du

O
×

=               (7) 

where NLL means normal insulation life of transformer. 

C.  The Dissatisfactions of EV Owners Model 
EV owners are selfish and usually charge EVs in the way 

of maximizing their own interests and as such it is 
impractical to ignore the dissatisfactions of EV owners in 
the coordinated charging problems [30]. From EV owner’s 
perspectives, the dissatisfaction model is constructed by 
three objectives, including one objective with unity and two 
objectives with variety: 

1) The cost of EV charging: Among EV owners, the cost 
due to EV charging is the objective with unity. The charging 
cost of g-th EV at time t can be defined as: 

g g
t t tC power t= ⋅ ⋅∆             (8a) 

max( ) max( )g g g
tpower power power− ≤ ≤    (8b) 

where t  is the average electricity price during time t,
g

tPower  is the charging/discharging power of g-th EV at 
time t, and max( )gpower−  and max( )gpower  are the 
allowed maximum discharging and charging power of g-th 
EV, respectively. g

tpower  is positive for EV charging and 
negative for EV discharging. Utilizing the fluctuation of 



electricity price, charging at high electricity price and 
discharging at low electricity price can make EV owners get 
economic benefit.  

2) Range anxiety: Range anxiety is a measure of EV 
owner’s concern that the EV does not have enough energy 
to reach its destination [28], [31]. One important point is that 
EV charging management should incorporate the variety of 
human mentalities. These individuals tend to have different 
range anxieties due to the various individual demands. In 
order to include richer and more complete scenarios, it is of 
important to differentiate between EV owners’ range 
anxieties by different unique mathematical descriptions. In 
view of this, three mathematical descriptions of range 
anxieties 1,2,3iRA = are considered in this paper, and the range 
anxiety of g-th EV owner is defined as follows, 

2
max max max

1 2 3
max max max

( ) ( )
, ,

(0) ( )
dep dep dep

g g g g g g
t t tg g g

g g g

E E E E E E
RA RA RA

E E E

−  − +
 = = =
  + 

 

 

(9) 

where max
gE  denotes the max capacity of g-th EV, 

dep

g
tE

denotes the energy of g-th EV at g
dept  , max dep

g g
tE E−

represents the part of uncharged battery energy, and

( )2

max max( ) In 1 1.01
dep dep

g g g g
t tE E E E  = − −    

  .    To 

visualize their differences, the 1,2,3iRA = varies with state-of-
charge (SOC) as shown in Fig. 1 where maxdep dept tSOC E E= . 
In the Fig. 1, we can give a physical meaning to the absolute 
value of curve slope, that is, the range anxiety relief rate 
(RARR). With the same small

deptSOC increment added, the 
larger the RARR means the greater the reduction in range 
anxiety. RARR is the indication of the variety of range 
anxiety among EV owners. In Fig. 1, there is a linear 
correlation between 1RA and

deptSOC . Here, the constant slope 

indicates that the 1RA  maintain a constant RARR with the 
increase of 

deptSOC . The constant RARR means that the EV 

owners with type 1RA  range anxiety maintains the uniform 
decrease relationships with the increase of

deptSOC . Where

2RA  differs 1RA  is that the former has the dynamic RARR. 

2RA  has the biggest RARR at 0
deptSOC =  and RARR 

generally decreases as
deptSOC increases and ultimately 

obtains the minimum value at 1
deptSOC = . The decrease of 

RARR with the increase of 
deptSOC indicates that when the 

same increment of 
deptSOC acts on the range of small 

deptSOC , it can more significantly reduce range anxiety than 

when it acts on the range of large
deptSOC . Be similar to 2RA ,

3RA also has the dynamic RARR but the EV owners with 3RA
more easily satisfy the adequacy of battery energy than those 
with 2RA  due to 3RA  curve has the larger RARR within the 
range of small

deptSOC  . This difference indicates that EV 

owners with 3RA have shorter daily driving distances than 
EV owners with 2RA and therefore require less energy, so 
the same

deptSOC increment can have a greater effect on 
reducing range anxiety at the range of small

deptSOC for the 

EV owners with 3RA  than for EV owners with 2RA . In 
addition, due to the smaller energy required, a large

deptSOC

is of less significance to EV owners with 3RA , and thus 
RARR of EV owners with 3RA  is smaller than EV owners 
with 2RA in the case of large

deptSOC . 

 
Fig. 1. The dynamic change of the

1,2,3iRA =
with

deptSOC . 
3) The cost of battery degradation: The chemical cell 

degradation depends on the construction (e.g. battery and 
fuel cell) and the chemistry (e.g. lithium-ion battery, nickel-
metal hydride battery, lithium iron phosphate battery and so 
on). This paper focus on the degradation of lithium-ion 
battery because the high density and high efficiency which 
the lithium-ion batteries have and as such widely used in 
EVs. Assuming the lithium-ion batteries are only sensitive 
to the total number of cycles as recommended in ref [32]. At 
time t, the cost of battery degradation of g-th EV is estimated 
as:  

max

=
100

g
g E t
t g

power
BD t

E
ϒ

∆           (10) 

where E is the total battery cost and it is different among EV 
owners, ϒ denotes the slope of the linear approximation of 
the battery life as a function of the cycles. 

D.  Problem Reformulation 
Among the total G EVs, the objective function of the g-th 

EV at time t can be defined as: 
( )

( )

LOL
ra  

LOL
 

W
W + , 1

W
+ , 1 

. . max( ) max( )

total basic
t tg g g

t t t dep
g

t total basic
t tg g

t t dep

g g g
t

LOL LOL
RA C BD t t

G
LOL LOL

C BD t t
G

s t power power power

ζ

 ⋅ −
 ⋅ + + = −



⋅ −
+ ≠ −

− ≤ ≤

=
(11) 

where raW is weighting factor measured in $ to map the g
tRA

into money [31]. basic
tLOL  represents the LOL under the 

basic load basic
tload  during time t, total

tLOL  denotes the LOL 
under the total load total

tload in the same time period and LOLW
is the economic value of transformer, which is used to map 
the LOL into the economic benefit decrease of EV owners 
due to the LOL. Therein, the total load total

tload is defined as: 

1

Gtotal basic i
t t ti

load load power t
=

= + ∆∑      (12) 

where the
1

G i
ti

power t
=

∆∑  denotes the load of all G EVs 
EV
tload  . Therefore, total basic

t tLOL LOL−  indicates the LOL 
under the load of all G EVs.  
  Then, the charging of the total G EVs in an episode can 
be optimized by: 

 
1

min
gG

g
t

g t
ζ

=

= ∑∑


              (13) 

In order to solve   , the EV coordinated charging 
problem can be considered as a multi-agent setting, in which 
each EV is considered as an agent. Then, the multi-agent 
setting of coordinated charging problem are reformulated as 
a Markov games [33]. Finally, a MADRL-based charging 
management is designed in this work to solve it. 



In this paper, the electricity price t and basic load (except 
EV load) basic

tload are assumed as the unknown value due 
to the randomness of the electricity market. Thus, the t

forecast value  t  and the basic
tload  forecast value 

basic
tload

are introduced in this model. Under this assumption, the 
forecast value of Eq. (5a) should be defined as: 

 

2
, ,

m
uhs u hs r Kθ θ∆ = ∆ ×             (14) 

where 2m
uK  is influenced by basic

tload  [11]. The  ,hs uθ∆

indicates the forecast of ,hs uθ∆ due to the  2m
uK is influenced 

by 
basic
tload  . Basically on this assumption, the detail 

designing of this Markov games with G EVs are as follows: 
1) State: At time t, the state of g-th EV is defined as: 



, 1( ,  ,  ,  ,  ,  ,  ,  )  
dep dep

g g EV g g g
tt hs t t t ts load t SOC t SOCτ θ −=   (15) 

where τ  denotes the EV type and gτ  is the g-th EV type, 
, hs tθ is the winding hottest-spot temperature at time t and it 

is influenced by the forecast of basic load 
basic
tload due to 

the Eq. (14),  t  indicates the forecast of t  , g
tSOC  is the 

state-of-charge (SOC) of g-th EV at time t, and
tdep

gSOC

denotes the SOC at departure time. 
2) Action: Given the state g

ts  , the action denotes the 
charging/discharging power of g-th EV, i.e., g g

t ta power= .  
3) Reward Function: We called the [ ],  1,i

t i Gζ ∈   as 

individual reward of each agent, and 
1

G i
ti

ζ
=∑ is the reward 

of sum of each agent’s individual reward. For an EV g, the 
reward of g-th EV is defined as:

1

Gg i
t ti

r ζ
=

= −∑ . It means that 
during the training process of g-th EV, the g-th EV should 
not only consider its own reward, but also consider the 
overall benefits. 

4) Transition Function: For g-th EV, the state transition 
can be defined as: ( )1 , ,g g g

t t t ts s a ϑ+ =   . As shown by the 

transition function   , there are two factors action g
ta  and 

randomness tϑ determine the state g
ts to next state 1

g
ts + in this 

model. It means that the state transition is not only controlled 
by the g

ta but also influenced by the tϑ . In order to describe 
the state transition clearly, three parts can be divided: (a) 
Only controlled by g

ta  : the deterministic part is only 
controlled by g

ta  , i.e., battery model:

1 max/g g g g
t t tSOC SOC a t E+ = + ∆ and sum of the G EVs loads up 

to time t+1 : 1 1

G i
t t ti

a t+ =
= + ∆∑  . (b) Only influenced by

tϑ  : tϑ  is used to represent the stochastic factor in the 
system. In this work, tϑ  are the forecasted error of 
electricity price and load, and EV owner’s commuting 
behavior. (c) Determining jointly by g

ta and tϑ : according to 
ref [11], the hottest-spot temperature hsθ  at time t can be 
calculated by: 

( ), 1,..., ,
basictotal total
ths t t q tload load loadθ − −=      (16a) 

and its value at time t+1 can be calculated by: 
( ), 1 1,..., ,

totaltotal total
ths t t q tload load loadθ + − −=      (16b) 

where denotes the calculating process from Eq. (1) to Eq. 
(4) and Eq. (14). 

III.  PROPOSED APPROACH 
As shown in Fig. 2, the proposed approach is comprised 

of two parts, 1) LSTM-based NN is trained for forecasting 
the future electricity price and EV owners’ basic load, 2) a 
MADRL-based approach is developed for making real-time 
coordinated charging/discharging decisions after receiving 
the information from LSTM-based NN. 

Prediction Model
LSTM-based NN

Decision-making 
model

MADRL-based

The prediction of current 
time, including
(i) electricity price  
(ii) basic load

Rea-time 
coordinated 

charging control

Past 24-hour data of 
(i) electricity price  
(ii) basic load

Other inputs, including 
EV model, current time, 
SOC, departure time, 
and target SOC, 

Proposed model-free coordinated charging system  
Fig. 2. The architecture of the proposed approach. 
A.  LSTM-based NN for Price and Load Forecasting 

Algorithm 1: Training process of LSTM-based approach 
Inputs: The past 24-hour electricity price 24 1,  ...,  t t− −  and basic 

load 24 1,  ...,  basic basic
t tload load− − . 

Outputs: The forecasted electricity price  t and basic load


basic
tload of current time. 

1: for episode =1:N do 
2: 

241 1( ,  ..LS .,  )TMt t t− −=    

  24 12LSTM ( ,  ...,  )
basic basic basic
t t tload load load− −=  

3: 

( )2
t

t tΖ = −    



( )2basic
t

basicload basic
ttload loadΖ = −  

4: Updating the parameters of LSTM1 and LSTM2 to 

minimize the  tΖ and 


basic
tloadΖ , respectively 

5: end for 
Recently, due to LSTM-based NN is comparatively easy 

to implement and shows good performance, the LSTM-
based NN has been attracted a lot of attention in forecasting 
electricity price and load [34], [35]. The LSTM-based NN 
has two features on time sequential forecasting, one is cell 
state, which has a recurrent self-connected edge with a 
constant weight of 1 to overcome gradient disappearance 
and gradient explosion [36]; the other is gating mechanism 
that can selectively control the data flow through the gate, 
which can save the important and forget the useless feature 
of the sequential information [37]. In order to deal with the 
uncertainties of the unknown price and load, the LSTM-
based NN is used to dynamically forecast the electricity 
price and basic load. Specifically, at each time step t, the 
inputs of the LSTM-based NN are past 24-hour (t-24, …, t-
1) electricity price and EV owners’ basic load, and its output 
are the forecasted current one hour (t) electricity price and 
EV owners’ basic load, respectively. After that, the 
forecasted information will be fed into MADRL-based 
proposed approach to coordinate different EVs 
charging/discharging. 

The training process of LSTM-based is summarized in 
Algorithm 1. In Algorithm1, the LSTM trains in traditional 
supervised manner. Obtain the predicted price and load at 
step 2, calculate the loss with the label data at step 3, and 
update the parameters of the two LSTM neural networks at 
step 4. 

B.  MADRL-based Approach for Decision-Making 
Inspired by [38], the critic is utilized the attention module 

to enhance the coordination of multiple EVs, and applied 
PSN [24] and D2RL [25] in actor to establish an effective 
exploration mechanism.   

The proposed approach is consisted by two neural 



network based parts, one is actor part which responses to 
make decision; the other is critic part which responses to 
guide the actor part to approximate the optimal policy. The 
critic neural network consists of Q network iQ and Q target 
network [ ]target , 1,iQ i G∈ . In the similar way, the actor neural 

network can be divided into policy network iπ  and policy 
target network [ ]target , 1,i i Gπ ∈ .  

Critic network: the critic network utilized the attention 
mechanism to manage the whole EVs information, 
effectively guiding the generation of coordinated strategies 
among actor network.  

Fig. 3. Data flow of critic part.  
The data flow of critic part is shown in Fig. 3, which is 

divided into two parts: Q network and Q target network. As 
shown in Q network part of Fig. 3, for each agent g, the 
concatenation of g

ts  and g
ta  input to MLP1 and output ge  . 

When the calculations of [ ], 1,i i G∈e   are finished, the 
concatenation [ ]1, ..., Ge e  are input to the attention layer. 
The idea behind the attention layer is to enable the agent to 
focus on important information and suppress the impact of 
irrelevant details on the decision. Details of the attention 
layer are as follows: the mechanism of multiple attention 
heads [39], specifically, attention layer with S heads are used 
in the proposed approach. In each head, there are six 
optimizable parameters [ ], , , , , , 1,w b w b w bi i i i i i

Q Q K K V V i S∈
and as such the total parameters of attention layer of 
proposed approach are { }1 1 1

6

, , ,..., , ,w b w b w bS S S
Q Q K K V V

S×


. In the 

process of calculating the action-value jQ of a specific agent 
j, each head i has the same input [ ]1, ..., Ge e to calculate with 
its own , , , , ,w b w b w bi i i i i i

Q Q K K V V  to get the final output Oi . 
After the calculation of S heads are completed, the 
calculation results are concatenated as the attention feature 
of an agent [O1, O2, ..., OS]. Note that, although the six 
optimizable parameters between each head are independent 
of each other, all different heads have the same input. This 
mechanism makes the head similar to the concept of 
convolution kernel in convolution neural network [40]. 
Another point that should also be noted is that the six 
optimizable parameters in each head i are shared across all 
G agents, which encourages a common embedding space 
[38]. Take the g-th agent as an example, the output of the 
specific head Oi  with parameters , , , , ,w b w b w bi i i i i i

Q Q K K V V

can be calculated by: 
(a) Scaled Calculation: For the g-th agent, ge  is 

calculated with w i
Q  and bi

Q  , 1 1 1,..., , ..., g - g+ G  e e e e  is 

calculated with w i
K and bi

K in this part: 

( )1

1 1 1

, ,  ...,

= ,  ..., , ,...,  

ƒ w b w b w bi i i i i i
g Q Q K K G K K

k

g g G

d

− +

 + + + =

 ∂ ∂ ∂ ∂ 

e e e


(17) 

where [ ]( ) [ ], ,  ..., ,  ...,  ƒ a b z a b a z= ⋅ ⋅  , the kd  denotes the 

dimensions of w i
Q  and w i

K  , and kd  is used to scaled 
calculation [39]. 

(b) Softmax: The attention of the g-th agent to other 
agents is calculated in this part. The attention weights of the 
g-th agent to other agents can be calculated as: 

( )
( )

[ ]
1

exp
, 1,  ..., 1, 1,...,

exp
j

j G
jj

j g g Gω
=

∂
= ∈ − +

∂∑
 (18) 

(c) Contribution Calculation: For the g-th agent, the 
contribution from other agents is a weight sum: 

( )
[ ] [ ]

1
O ,

1,  ..., 1, 1,..., ,  1,

w bG i i
i j j V Vj

j g g G i S

ω
=

= +

∈ − + ∈

∑ e
     (19) 

After the calculation of S heads are completed, the 
calculation results are concatenated as the attention feature 
of an agent [O1, O2, ..., OS] and input to the MLP2. 

Finally, the gQ can be obtained by the output of MLP2, 

which is the mapping of the concatenation of ge  and [O1, 
O2, ..., OS]. The calculation process of Q are same for each 
agent. 

Due to the optimizable parameters of attention layer are 
shared across all G agents, the optimizable parameters of 
each [ ], 1,iQ i G∈  are updated together to minimize a joint 
regression loss function:  

( ) ( )( )
1

2

1 , ,  ,  ~
,  AG AG i AG

k k k k

G i AG AG i
k ki s a r s

Q s a y
+=

 −  ∑Loss= 


 (20a) 

( )
( )

( )( )1 target 1

target 1 1

~
target 1 1

,  

log |
AG AG AG
k k

i AG AG
k ki i

k a s i i i
k k

Q s a
y r

a sπ
γ

α π+ +

+ +

+ +

 
 = +
 − 

 (20b) 

where   represents all G agents’ experience replay; AG
ks

and AG
ka denote states and actions for the all G agents at time 

step k, respectively, where { }1= ,  ...,  AG G
k k ks s s  and 

{ }1= ,  ...,  AG G
k k ka a a ; i

kr is the reward for agent i at time step k; 

1
AG
ks + and 1

AG
ka + denote states and actions for the all G agents at 

time step k+1, respectively; γ is the reward discount factor 
which is used to balance the immediate and future reward.

target
AGπ is the policy target network for the all G agents, where

{ }target target
1

target,  ...,  A GGπ π π=  ; ( )( )target 1 1log |i i i
k ka sπ + +−   indicates 

the entropy regularization, which is used to encourage 
exploration [41]; α is the temperature parameters, which is 
used to balance the exploration and exploitation during the 
training process. 

  The optimizable parameters of Q target network are 
updated by soft update mechanism [41].Actor network: In 
the multi-agent environments, any increase in the number of 
agents will expand the action space in an exponential 
manner. To prevent premature convergence in the case of 
large-scale action space, exploration mechanism is very 
important for RL during the optimization. Generally, 
traditional deep reinforcement learning (DRL) utilized ASN 
to avoid the local optimum. For example, considering the 
continuous action space influenced by the Gaussian noise



 case, the action can be represented as ( )t ta sπ= + . In 
contrast with ASN, the PSN deploys noise to the parameter 
space of the policy network rather than the action space. If 
it is influenced by the PSN, the action can be denoted as

( )t ta sπ=  , where the π is affected by the PSN to get π . 
Comparing ASN and PSN, the former is completely 
independent of the st since even the fixed st it is, the at is not 
the same due to the ASN. In other words, the ASN belongs 
to the state-independent mechanism. In cases where ASN 
has great impact on actions, even though training can 
establish a mapping relationship between states and actions, 
such a mechanism is likely to weaken the dependency 
between states and actions, resulting in poor performance in 
complex environments [42]. However, even with these 
potential drawbacks, ASN is still the most widely used and 
popular choice for DRL today. The primary reason for this 
is the lack of easy to deploy, computational cheap 
exploration approaches to avoid the above-mentioned 
problems while inducing policy network to achieve good 
results. The PSN aims to fill the need. The PSN acts on the 
parameters of policy network at each episode and kept itself 
fixed until the next episode comes. This ensures consistency 
in actions, and directly introduces a dependence between the 
state and the exploratory action taken [24], [26]. In order to 
describe the PSN clearly, it is assumed that there is a linear 
layer of a neural network with shape p inputs and shape q 
outputs, represented by:  

y x bω= +                  (21) 
where qy∈  is the output, px∈  represents the input,

q pω ×∈ denotes the parameters, and qb∈ represents the 
bias. The corresponding layer with PSN can be defined as: 

( ) ( )by x bωω= + + +             (22) 
where the   denotes the Gaussian noise variables, 

q pω ×∈  and b q∈  . To deploy PSN in policy 
network, the perturbed policy network (PPN) and adaptive 
policy network (APN) are introduced. Importantly, PPN and 
APN have no process of updating parameters through 
gradient. Their parameters are only updated once per 
episode according to the parameters of policy network and 
the sampled noise and kept fixed until the next episode 
comes. Such mechanism can ensure the computational 
cheap. The relationships among the policy network, PPN 
and APN are shown in Fig. 4(a).  
  The PPN is used to make the decision according to the 
state during the training period. The action from the PPN is 
stored in experience replay and used to update the 
parameters of Q network. Unlike the traditional actor-critic 
DRL, the Q network is used to update the parameters of 
policy network instead of those of PPN.  

Sampling PSN from the fixed noise distribution is not the 
desired way to deploy PSN to policy network since the 
impact of PSN on the results will seriously depend on the 
network structure, and the sensitivity of parameters to PSN 
will vary over the progress of training [24]. In this context, 
this paper uses APN to adaptively vary the noise distribution 
according to a certain metric. One alternative metric is that 
construct a distance measurement between the PPN and the 
policy network in the action space and adaptively increase 
or decrease the noise according to whether the parameter 
space noise is below or above threshold value. Specifically, 
it is assumed that the Gaussian noise is represented as

( )20,σ , such metric can be defined as [24]: 

( )
1

,  if ,  

 ,  otherwise

k

k k

dασ π π δ
σ σ

α
+

≤
= 




         (23a) 

( ) ( ) ( )( )2

1

1,
N

s i i
i

d s s
N

π π π π
=

 = −  ∑      (23b) 

where theα is the scaling factor, theδ is a threshold value 
and N represents the dimensions of action. 
  The policy network is used to map the state gs to action

ga  , which plays the key role in the performance of the 
model. The deep neural network are useful extracting 
features form input to map to the desired output, which may 
strengthen the nonlinear mapping ability of policy network. 
However, simply increasing the depth of dense neural 
network may be invalid due to the original input information 
gradually disappear as the deepening of the network [25]. In 
order to overcome this problem, the architecture of policy 
network applied in proposed approach is shown in Fig. 4(b). 
As the Fig. 4(b) shows, the gs  is firstly input to h1 dense 
neural network and output m1, then, in order to mitigate the 
problem mentioned above, the input of h2 is the 
concatenation of gs  and m1 instead of m1. Loop back and 
forth until the final ga  is output. This approach solves the 
problems skillfully by connecting the original input gs with 
each hidden layer of the network to ensure that the gs
information can be retained to the maximum extent, thus 
making better use of the non-linear mapping ability of the 
deeper neural network. The more detailed information can 
refer to [25]. There are two reasons to apply D2RL in actor 
network: 1) PSN operates at the parameter level and D2RL 
builds a more complex and effective parametric connection 
relationship, which introduces greater potential for 
exploratory action than shallow dense architecture 
combined with PSN. 2) Compared with conditional shallow 
dense neural network architecture that applied in actor 
network [21]-[23], D2RL has stronger non-linear 
representational power to accelerate the establishment of 
mapping relationship from input state to optimal output 
decision making, which overcome the instability and slow 
convergence speed of training curves due to the introduction 
of noise. 

The parameters of policy network can be optimized by 
ascent with the following gradient, [ ]1,i G∈ : 

( ) ( )( ) ( )
( )~ , ~

,  
log |

log |
AG AG AG AG
k k k

i AG AG
k ki i i

k ks a s i i i
k k

Q s a
J a s

a sπ
π

α π

  
  ∇ = ∇
  −  




(24) 

  The policy target network can be updated by soft update 
mechanism, which can referred to [41]. 

 
(a)                           (b) 

Fig. 4. The detailed framework of PSN and D2RL adopted in policy 
network: (a) The relationship between policy network, APN and PPN, and 
(b) The architecture of policy network. 
  The training process of MADRL-based approach are 
summarized in Algorithm 2. In Algorithm 2, each training 



episode starts with the random selection of the electricity 
price of thκday, g

arrt and
arr

g
tSOC of each agent at step 2 and 3, 

respectively. Then, the parameters of PPN are updated 
according to the parameters of policy network and sampled 
Gaussian noise to prepare for the start of the cycle at step 4. 
One cycle starts at min{ }g

arrt and ends at max{ }g
dept . From the 

step 6 to 8, the action is sampled from ( )|g g g
t ta sπ where the

gπ belongs to the PPN instead of policy network. Then, the 
information of next time step can be obtained by interacting 
with the environment, and store the transition ( )1, , ,g g g g

t t t ts a r s +

in experience replay. From the step 10 to 11, the parameters 
of critic and actor are updated based on the batch-sized 
sampled data. At the end of this episode, i.e., t = max{ }g

dept , 
the parameters of APN are updated in the similar way with 
the PPN while the noise distribution is updated based on the 
Eq. (23a).  

Algorithm 2: Training process of MADRL-based approach 
Inputs: The information mentioned in Eq. (15) of the G EVs. 
Outputs: The charging/discharging power of the G EVs 
1: for episode =1:M do 
2: Randomly choose the electricity price of thκday 

in range 
3: Randomly choose g

arrt , and
arr

g
tSOC in range, where 

[ ]1,g G∈  
4: Update the parameters of PPN 
5: for t = min{ }g

arrt , max{ }g
dept do (Each agent executes in parallel) 

6: Sample action g
ta from ( )|g g g

t ta sπ  
7: Enter g

ts and g
ta to environment to get g

tr
and 1

g
ts +  

8: Store transition ( )1, , ,g g g g
t t t ts a r s + in experience 

relay of g-th EV g   
9: if algorithm during update period do 
10: Randomly sample batch-sized tran-

sitions from g  
11: Utilize the batch-sized sampled data to 

update parameters of critic and actor 
network by Eq. (20a) and (24)  

12: if t = max{ }g
dept  do 

13: Update the parameters of APN 
and excute Eq. (23a) 

14: end if 
15: end if 
16: end for 
17: end for 

 

IV.  CASE ANALYSIS 

A.  Case Study Setup 
The electricity price for year 2017 zoom COMED and the 

basic load for the whole year 2017 of community residents 
utilized in this study are available online [43], [44]. The 
training set contains the first 200 days’ data and the test set 
are from days 201–300 of 2017. For case studies, the 
scenario is considered one M=25 kVA distribution 
transformer serving G=4 residences where every residence 
has one EV, and each EV owner with 1RA .                           

The parameters of transformer LOL model are listed in 
Table I [11], [29]. For the detailed calculation process of 
LOL, readers can refer to [11]. The raW is assumed to be the 
same for all EV owners that are eager to have enough energy 
to reach the destination. The commuting behavior of EV 

owners are modeled as random variables [45]: the arrival 
time i

arrt  is sampled from {16, 17, 18, 19, 20,21}  with equal 
probability to each one, i

dept  is sampled from {7, 8, 9}   and 

SOC at arrival time i
arrSOC  follows normal distribution

( )20.4,0.1 bounded between 0.1 and 0.6. Four types of 
EV is considered, each for one residence [46]. The detailed 
parameters of EV owner’s satisfaction model are shown in 
Table I. The detailed parameter setting of the LSTM-based 
forecasting model and MADRL-based control model are 
shown in Table II.  

TABLE I 
PARAMETERS OF MODELS MENTIONED IN SECTION II 
Model Parameters 

 

Transformer 
model 

 

0.8,n = 0.8,m = 6.86 hour,toτ = 0.08 hour,wτ =

40 C,ambθ = ° , 53 C,to rθ∆ = ° , 27 C,hs rθ∆ = °

4.1,R =  4
LOLW =2.5 10 $,×

5NLL 1.8 10  hours= ×  

 
 
 
EV owners’ 
Satisfaction 

model 

raW 2.5$,= {16, 17, 18, 19, 20,21},arrt ∈  
( )( )2clip 0.4,0.1 ,0.1,0.6 ,

arrtSOC = 

{ }7,  8,  9 ,dept = ϒ = 0.0154436  
EV type maxE  maxPower  E  

EV1: Leaf 24 kWh 6.3 kW 800$ 
EV2: BWM i3 18.8 kWh 5.4 kW 400$ 
EV3: Kia Soul 27 kWh 5.1 kW 200$ 
EV4: i-MIEV 16 kWh 3 kW 100$ 

TABLE II 
THE PARAMETERS OF THE PROPOSED APPROACH 

Model Description Value 
 

LSTM-based  

Learning rate 1e-4 
Batch sizes 256 

Training episodes 5000 
Optimizer Adam 

 
 
 
 
MADRL-based 

 

Reward discount factor γ  0.95 
Temperature parameterα  0.1 

The capacity of experience relay g  1e6 
Learning rate of actor 3e-4 
Learning rate of critic 3e-4 
Soft replacementτ  1e-3 

 Batch sizes 256 
 Training episodes 3e4 
 Attention heads 4 
 Threshold valueδ  0.1 

 Scaling factorα  1.01 

 Optimizer Adam 

B.  Performance of the LSTM-based Forecasting Model 

  
(a)                          (b) 

Fig. 5. Forecasted results: (a) Electricity price forecasting for days 201–
204 of 2017, and (b) Basic load forecasting for days 201–204 of 2017. 

The LSTM-based forecasting model is first trained 
utilizing historical data offline and then applied to forecast 
the future data. The forecasting results of electricity price 
and load demand on test set are shown in Fig. 5(a) and 5(b), 
respectively. It can be observed from Fig. 5(a) that the 
forecasting model can accurately predict the electricity price 
except for some values at the curve peak. Fig. 5(b) shows 
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that the load demand forecasted by the LSTM get very close 
to the real value, demonstrating the effectiveness of the 
forecasting model. To further evaluate the performance of 
the forecasting model, two commonly used metrics, mean 
absolute error (MAE) and mean absolute percentage error 
(MAPE) are utilized to assess the forecasted accuracy of the 
electricity price and load forecast [47]:  

1

1= N i i
true forecasti

MAE V V
N =

−∑           (26a) 

1

1= 100
i i

N true forecast
ii

true

V V
MAPE

N V=

−
×∑       (26b) 

where N denotes the amount of forecasted value used to 
calculate the metric; i

trueV is the i-th actual value, and i
forecastV

represents the i-th forecasted value. The detailed values of 
MAE and MAPE of electricity price and basic load achieved 
by different approaches are summarized in Table III. 
Comparison approaches included Gated Recurrent Unit 
(GRU)-based model and back propagation neural network 
(BPNN)-based model. Comparing with the GRU and BPNN 
model, the MAEs and MAPEs in this work are lower, 
indicating the LSTM-based forecasting model in this paper 
can make reasonable and accurate electricity price and basic 
load predictions, which can benefit from the following 
decision-making process for coordinating different EVs 
charging/discharging. 

TABLE III 
MAE AND MAPE OF PREDICTION RESULT 

Approach Electricity price  
MAE / MAPE 

Basic load 
MAE / MAPE 

LSTM   2.37 / 9.32 0.323 / 2.49 
GRU    2.39 / 9.42 0.329 / 2.51 

BPNN   3.54 / 14.7 0.784 / 6.20 
 

C.  Performance of the MADRL-based approach 
1) Description of Benchmarks 
 In order to evaluate the performance of proposed 

approach, five benchmarks, including uncontrolled 
approach; independent-SAC (i-SAC) approach based on the 
framework of ref [48]; multi-agent-SAC (MA-SAC) 
approach [49]; multi-actor-attention-critic (MAAC) 
approach [22]; centralized-SAC (c-SAC) approach based on 
the framework of ref [31]; and model-based centralized 
approach, i.e., genetic algorithm (GA) [50] are used for 
comparisons on a 4-EV coordinated charging system, which 
considers the transformer LOL and EV owners’ satisfaction. 
The details of the whole benchmarks are as follows: 
Uncontrolled: The EVs are charged immediately with the 
maximum charging power when they plugged. i-SAC: i-
SAC is an extension based on independent learner 
framework [48], which is independently optimized by its 
own reward function. In i-SAC, there are G independent 
agents to control G EVs. Each agent in i-SAC is trained 
independently to maximize its own reward according to the 
local observation, i.e. Eq. (15), which is different with the 
MA-SAC, MAAC and the proposed approach. MA-SAC: 
MA-SAC is a MADRL approach proposed in [49] which has 
G critics (due to have the total G agents) where each critic 
has the information of concatenation of the whole agents’ 
states and actions to build the coordinated relationship with 
each other. MAAC: MAAC is a MADRL approach [22], 
which has the attention layer to cooperative with each other. 
The architecture of actor network uses the traditional 
architecture mentioned in [19]-[23], which is different from 
the proposed approach. c-SAC: c-SAC is an extension based 
on one to many RL control frameworks [31], where all the 
EVs are controlled by a central controller. The c-SAC has 

the global information in both training and execution 
process, which is different with i-SAC, MA-SAC, MAAC 
and proposed approach. GA: GA [50] is a meta-heuristic 
swarm intelligent technology, which has the advantage of 
parallel search capability, wide global search, and 
probabilistic transition rules to guide its search direction. 
 Therein, GA optimizes the model when the electricity 
price and commuting behavior of EV owners are known. 
The MA-SAC, i-SAC, MAAC, c-SAC, and proposed 
approach only utilize the predicted electricity price, and 
unknown EV owners’ commuting behavior before. 

2) Simulation Results 
The training process of different RL-based approaches 

on training set is shown in Fig. 6(a), where the reward is an 
average of every 1000 values. The red shaded part in Fig. 
6(a) represents the unregulated exploration process of agents, 
corresponding to 6-8 steps of algorithm 2. The reward curve 
to the right of the red shaded part indicates that the network 
parameters are beginning to be optimized, and we normalize 
the reward curve in the optimization process to facilitate 
comparison between different approaches. It can be 
observed from the figure that at the beginning, no 
approaches can make good decisions to obtain high 
cumulative reward. With the ongoing of the training, these 
approaches gradually learn the control strategy to achieve 
high reward and ultimately converge. Fig. 6(b) shows the 
cumulative costs of different approaches over the 100 test 
days. The detailed comparative results achieved by various 
approaches on the test set are summarized in Table IV. When 
uncontrolled approach is applied, unmanaged charging 
behavior results in maximum cost in all approaches. 
Compared with uncontrolled approach, the i-SAC approach 
can reduce the cumulative cost to some extent. However, 
since each agents is trained independently in the i-SAC 
approach, such a way has the potential to lead to lack of 
coordination among agents, and thus its cumulative cost is 
larger than MA-SAC approach that can learn a coordinated 
charging strategy during the centralized training stage. 
Obviously, the attention layer is utilized in the MAAC 
approach further enhance the coordination between different 
agents, thus it achieves better performance than the MA-
SAC approach. The proposed approach uses D2RL to 
eliminate the instability and inefficiency caused by noise 
during PSN exploration, while introducing richer parameter 
connections to form an effective exploration mechanism in 
combination with PSN. The proposed approach utilizes this 
effective exploration mechanism to achieve the smaller 
cumulative cost than MAAC approach. The c-SAC 
approach for decision making based on global information 
has the visible gap compared with the MAAC approach but 
it only has a very small advantage over proposed approach. 
The global information is difficult to obtain since the 
collection of commuting behavior of other EV owners may 
comprise the privacy, and thus it is particularly important for 
EV charging management that the local information-based 
proposed approach has similar performance to the global 
information-based c-SAC approach. In the optimization of 
GA, we assume that the uncertain variables are known in 
advance, so that the EVs coordinated charging management 
can be formulated as a deterministic optimization problem 
and solved by GA. However, it cannot be deployed in the 
realistic scenario due to the existence of randomness. In the 
table IV, the GA has the negative LOL cost means that the 
EV owners can obtain the benefit from reducing the LOL 
cost. This mechanism is reasonable due to the EV charging 
behavior is controlled to minimize the transformer LOL at 
the expense of EV owners’ benefits [8].  



  
(a)                              (b) 

Fig. 6. The simulation results on the training and test set. (a) Average 
rewards during the training process, and (b) The total four EVs’ cumulative 
costs of the different approaches over the 100 test days. 

TABLE IV 
THE DETAILED DATA IN FIG. 6(B) 

      Uncon-
trolled 

i-
SAC 

MA-
SAC 

MAAC Propo-
sed 

c-
SAC 

GA 

Cumulative 
cost ($) 

927 779 666 570 538 538 478 

LOL cost ($) 281 23.0 58.5 12.1 4.82 7.18 -7.4 

Range anxiety 
cost ($) 

0 96.2 211 185 188 188 213 

Charging cost 
($) 

230 203 160 120 98.2 94.2 -21 

Degradation 
cost ($) 

415 457 237 252 247 249 293  

In this paper, the proposed approach aims to optimize 
four objectives simultaneously: 1) minimizing the 
transformer LOL; 2) minimizing the charging cost of EV 
owners; 3) minimizing the EV owners’ range anxiety; 4) 
minimizing the cost due to the battery degradation. The 
detailed coordinated charging results over 3 consecutive 
days are shown in Fig. 7. The blue regions in both Fig. 7(a) 
and Fig. 7(b) represent the time when EVs leave home. In 
Fig. 7(a), the arrows denotes the time of four EVs when 
arriving home, the blue line represents ,hs tθ which is 
mentioned in Eq. (15), the red line represents the real-time 
hourly electricity price, and the bar denotes the 
charging/discharging power of EV. In order to have clear 
comparison among the four EVs in Fig. 7(a), the real-time 
charging/discharging power of the four EVs are normalized 
based on the maximum charging power.  

It can be observed from Fig. 7(a) that the proposed 
approach learns to charge when the electricity price and 
temperature are low and discharge when the price and 
temperature are high to minimize the transformer LOL and 
charging cost, see from time 1 to 14 and time 25 to 39 for 
example. It can be observed that time 11 and 31 have similar 
high price and temperature but the difference between them 
is that the time 11 are at the end of an episode and will 
consider the range anxiety more, while the latter is at the 
beginning and will consider transformer LOL and charging 
cost more than range anxiety. Since the discharging 
operation will aggravate the degradation of the battery [32], 
the revenue the owner obtains from discharging the battery 
is in conflict with the cost caused by the degradation of the 
battery. In this work, the discharge preferences of EV 
owners are differentiated by setting the E value, larger E
will result in larger battery cost due to the battery 
degradation. Owing to the coefficient E of EV 1 is larger 
than other EVs, the agent of EV 1 tend to discharge less 
power than EV 2, 3, and 4. This phenomenon can be 
observed in time 4, 25, 26, 29 and 30. However, having a 
high cost of battery degradation does not mean that EV will 
not benefit from large discharging actions, except that more 
benefits are needed to offset the cost of battery degradation 
due to discharging, time 3 is an example. At time 3, the very 
high discharging of EVs not only good for transformer, but 

also the EV owners (even to EV1). Therefore, if the benefits 
of discharging are considerable, the EV with high battery 
degradation cost will also perform large discharging actions 
to obtain greater benefits. The above-mentioned 
phenomenon indicate that the proposed approach can make 
flexible decisions according to the actual situation, in order 
to maximize the overall benefits. 

In Fig. 7(b), the bar represents the SOC, the deep blue 
dotted line and the blue line is the winding hottest-spot 
temperature after using the proposed approach and 
uncontrolled approach to manage the four EVs charging, 
respectively. The temperatures represented by these two 
lines are different from the ,hs tθ mentioned in Eq. (15) in that 
they are the hottest-spot temperature after being loaded by

total
tload , while ,hs tθ only considers the basic

tload . As shown in 
Fig. 7(b), the SOC of four EVs can achieve the goal of fully 
charging before leaving home. Comparing the deep blue 
dotted line and blue line can be observed that the proposed 
approach can well-coordinate the four EVs charging to cut 
the peak of the hottest-spot temperature. This is meaningful 
for reducing the transformer LOL. In order to have a clear 
description between hottest-spot temperature and 
transformer LOL, the LOL% difference when the 
temperature difference is fixed at 5℃ are shown in Fig. 8. 
As the Fig. 8 shows, the first dot denotes the value of LOL% 
at 75°C hottest-spot temperature minus that of LOL% at 
70°C. The meaning of the difference is the lifetime damage 
to the transformer caused by the temperature rise of 5°C on 
the basis of 70°C. The trend of the line in Fig. 8 shows that 
for the transformer in the peak of the hottest-spot 
temperature, every increase in peak temperature value will 
cause huge damage to the transformer than before and as 
such peak clipping is a good way to prolong transformer life. 
Back to the Fig. 7(b), from the figure can be observed that 
the highest temperature peak under the uncontrolled 
approach is 141.38°C at time 27, while the temperature of 
the proposed approach is 98.29°C at the same time. This is 
because the proposed approach choose to discharge at time 
period 25 to 27 to reduce the temperature, and at time period 
33 to 38 to charge the battery to reduce the EV owners’ range 
anxiety. This operation moves the charging area from time 
25 to 27 (uncontrolled approach charging area) to time 33 to 
38 (proposed approach charging area), which not only 
significantly reduces the transformer LOL, but also 
minimize the EV owner’s range anxiety. The above 
mentioned results demonstrate that the proposed approach 
can simultaneously reduce the transformer LOL and EV 
owner’s dissatisfaction. 

Further tests are carried out to evaluate the impact of 
the range anxiety function on the performance of the 
proposed control approach. Four cases with the same 
commuting behaviors are considered in this test: 1) case 1, 
where four EV owners are included and 1RA is utilized to 
capture the range anxiety effect of all EV owners; 2) case 2, 
where 2RA  is used to represent the range anxiety effect; 3) 
case 3, where 3RA   is used to capture the range anxiety 
effect of all EV owners; 4) case 4, where 1RA , 2RA and 3RA  
are used to represent the range anxiety effect of EV1 and 
EV4, EV2, and EV3, respectively. The cumulative costs 
achieved by different approaches under the four cases are 
shown in Fig. 9. It can be observed from the figure that the 
optimization results are sensitive to the selection of the range 
anxiety function. Since the 1RA penalty value is higher than

2RA and 3RA , the battery energy is more abundant than 
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(a)                                                               (b) 

Fig. 7. Detailed coordinated charging results over 3 consecutive days. (a) Including four EVs’ charging/discharging scheduling of the proposed approach, 
hourly electricity price, and the hsθ before EV loading over 3 consecutive days, and (b) Including four EVs’ remaining SOC, the time varying curve of hsθ
using the proposed and the uncontrolled approach over 3 consecutive days.  
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Fig. 8. LOL difference when the temperature difference is fixed at 5℃.        Fig. 9. Cumulative cost of three approaches in four cases.  

 
                (a)                                        (b)                                        (c)  
Fig. 10. The training process of the three different numbers of agent cases. (a) The training process of 4-agents case, (b) The training process of 8-agents 
case, and (c) The training process of 12-agents case. 
 
others, and thus the transformer LOL, battery degradation 
and charging cost may have quite different from that of other 
cases, which leads to the cumulative costs achieved by 
different approaches under case 1 are normally higher than 
that obtained under case 2, case 3 and case 4. Case 3 
achieves the least cumulative cost, but the battery is 
typically not fully charged under this case due to the 
characteristics of RARR of 3RA . The proposed approach can 
always achieve control performance that is better than 
MAAC approach and gets close to that obtained by GA 
approach under all cases, demonstrating the effectiveness of 
the proposed approach. 

To further investigate the effectiveness of the proposed 
approach, the scalability comparisons between proposed 
approach and MAAC are shown in Fig. 10, which are the 
training processes of 4-agents, 8-agents, and 12-agents cases. 
The experimental parameters of 4-agents case have been 
summarized in table I. The 8-agents and 12-agents cases are 
the extensions of 4-agents case. Specifically, the 8 EVs in 8-
agents case and 12EVs in 12-agents case consist of the 
double and triple EVs in 4-agents case, respectively. 
Similarly, the basic load, transformer capacity and WLOL 
change proportionally to denote the increase of EV owners. 
As the Fig. 10 shown, from the 4-agents case to 12-agents 
case, the proposed approaches have the better performance 
than that of the MAAC. The reason for this phenomenon is 
that unlike single-agent environments, the action space of 
multi-agent environments increases exponentially with the 
number of agents increasing. Such a mechanism causes any 
change in the number of agents to affect the action space in 
an exponential manner. Due to the PSN offers the strong 

exploration ability to avoid the prematurely converge on the 
optimization of large-scale action space, the green reward 
curves have the better performance than the blue reward 
curves in these three cases. However, due to the lack of 
nonlinear representational power of traditional shallow 
dense architecture of actor network, the convergence speed 
and the stability of training are not good enough. In view of 
this, the D2RL is applied in actor network. Comparing the 
red and green reward cure can be seen that the former 
converges faster and more stable than the latter, especially 
this gap gradually increases with the increase of the number 
of agents. The results prove that D2RL provides the more 
complex and effective parametric connection relationship 
compares with shallow dense architecture of actor network 
for PSN operated at the parameter level to result in achieving 
the better control performance.  

V.   CONCLUSIONS 
This paper proposes a MADRL enabled decentralized 

approach for the optimization of LOL of transformer 
considering the requirements of EV owners. LSTM is first 
utilized to capture the uncertainties of the electricity price 
and load demand. Then the coordinated scheduling of 
multiple EVs is cast to a Markov game, which is solved by 
the proposed MADRL approach features centralized 
training and decentralized execution. The centralized 
training procedure helps the formulation of a coordinated 
control strategy, which is further enhanced by the attention 
mechanism. In addition, the PSN and D2RL are introduced 
to overcome premature convergence, training instability and 
inefficiency due to the large action space of multi-agent 
scenario. Since only local information are utilized during 
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execution stage, the privacy of EV owners are preserved, the 
related communication cost are reduced and the single-point 
failure can be avoided. Comparative results demonstrate that 
the critic network processes the entire EV information by 
using the attention mechanism and effectively guides the 
generation of coordinated strategies among actor networks; 
the actor network utilizes the combination of PSN and D2RL 
to achieve a better, faster, and smoother training effect in the 
training phase, and the experimental results on the test set 
similarly verify its effectiveness. 
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