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#### Abstract

To reduce the computational burden and resist the denial-of-service (DoS) attacks, a resilient distributed sampled-data control scheme is proposed for multiagent systems. The agent states are sampled periodically by the sensors. DoS attacks disrupt the data communication from transmitters to controllers randomly or periodically with a limited duration time. Information on DoS attacks can be obtained by introducing novel logic processors embedded in corresponding controllers. Next, the problem of resilient control can be converted into one concerned with the upper and lower bound of the sampling interval of an aperiodic sampled-data control system. Some sufficient criteria for developing resilient distributed controllers are derived using the novel looped Lyapunov functional approach and the free-matrix-based inequality method. Finally, two illustrative examples, unmanned aerial vehicles and the two-mass-spring systems, are provided to demonstrate the efficiency of the proposed resilient distributed sampled-data control protocols against the DoS attacks.
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## I. INTRODUCTION

THE multiagent systems (MASs) are essential for a wide application in many fields, such as formation control of unmanned aerial vehicles (UAVs) [1], cooperative control of intelligent transportation systems [2] and [3], economic dispatch problem in power systems [4], and so on, which leads to further concentration of research in the academic community. Designing an effective consensus protocol for the MASs is a significant issue. A growing body of literature discuss this topic in recent decades, see [5]-[7]. For example, Li et al. [5] investigated

[^0]the high-order scaled consensus of the MASs with external disturbances and time delays. A distributed control technique for voltage regulation in microgrids has been proposed in [6] based on the consensus algorithm.

However, most previous researches on the consensus problem for the MASs have focused on continuous-time control, which require continuous information exchanges among agents. Due to its advantages of high reliability, high accuracy, and great adaptability to the network environment, the sampled-data control has attracted academic attention with the advent of the digital age. Recently, there has been an increasing amount of literature on the sampled-based consensus protocol [8]-[12]. The aim of sampled-data control for MASs is to obtain a larger sampling interval. It is worth mentioning that larger sampling intervals can effectively reduce signal transmission and further save communication resources. In [8], based on an equivalent switched system model, an aperiodic sampled-data consensus strategy is proposed for the heterogeneous agent system. Wu et al. [9] dealt with the sampled-data control problem of MASs by introducing the vector extension of Wirtinger's inequality into the Lyapunov functional. In [10], an asynchronous sampled-data control law is developed for leader-following networked heterogeneous systems. However, most of the available information about the actual sampling pattern has not been fully adopted in [9] and [12], and the estimation gap on the upper bound of integral terms needs to be reduced. The existing works leave much room to improve, which is the first motivation of this article.

As is well known, the abovementioned analysis is predicated on the common assumption that the communication environment is reliable and safe. However, in the communication network, the dynamic systems may be constantly subjected to threats from possible malicious attackers, such as DoS attacks [13], [14]. A DoS attack is a typical cyber-attack that may consume excessive network resources in a short period of time, preventing the target systems receiving information. Recently, new technologies about how to counter DoS attacks for MASs are explored as well [15]-[18]. For example, the consensus of MASs subjected to periodic DoS jamming attacks has been explored with distributed event-triggered mechanism, and the allowable uniform lower bound of attack sleep intervals and event-triggering parameters are given by an algorithm [17]. It can be observed that many published works only consider deterministic attacks. Recently, there is a considerable amount of literature where the impact of DoS attacks on the system is treated as stochastic packet dropout following the given probability distribution [19], [20]. Very recently, Zhang et al. [21] added a logical processor to the associated controller to obtain
and handle information on the duration of each DoS attack for networked control systems. To the best of our knowledge, the resilient control for the MASs with a sampled-data model against DoS attacks by using logic processors has not been considered, which is the second motivation of this article.

To summarize the abovementioned analysis, we investigate resilient sampled-data controllers design for the MASs against DoS attacks. The main contributions of this article are listed as follows.

1) By introducing logic processors embedded in corresponding controllers, for the MASs, we construct a unified framework that can collect information on DoS attacks. To the best of our knowledge, this framework was only applied to networked control systems, but for the MASs, it is the first attempt.
2) Different from the existing work on DoS attacks for MASs, the proposed one in the work, where attacks may be random or periodic, can calculate the maximum and minimum duration time of DoS attacks. Next, the problem of resilient control can be converted into one concerned with the upper and lower bound of the sampling interval of an aperiodic sampled-data control system (ASDCS).
3) Compared with the existing results, consensus conditions with larger sampling intervals are derived for the MASs by using innovative looped-functionals with slack variables and the free-matrix-based inequality method.
Notations : $\mathbb{R}^{n}$ denotes the $n$-dimensional Euclidean space, $\mathbb{R}^{m \times n}$ denotes the set of all $m \times n$ real matrices, $W_{N_{1} \times N_{2}}$ indicates that the matrix W is with $N_{1}$ rows and $N_{2}$ columns, $W^{-1}$ and $W^{T}$ denote the transpose and inverse of the matrix $W, \operatorname{Sym}\{W\}$ denotes $W+W^{T}, \operatorname{col}\left\{x_{1}, \ldots, x_{n}\right\}$ indicates $\left[x_{1}^{T}, \ldots, x_{n}^{T}\right], \operatorname{diag}\{\cdots\}$ indicates the block diagonal matrix, $W>0(W \geq 0)$ indicates that $W$ is a symmetric and positive definite (positive semi-definite) matrix, $*$ denotes symmetric terms in a symmetric matrix, $W_{1} \otimes W_{2}$ denotes The Kronecker product of matrices $W_{1}$ and $W_{2}$, and $\|\cdot\|$ denotes 2-norm.

## II. Preliminaries and Problem Formulation

## A. Preliminaries

A weighted graph $\mathbb{G}=(\mathbb{V}, \mathbb{E}, \mathbb{A})$ is used to express communication graph of the MASs network, where $\mathbb{V}=$ $\left\{v_{1}, v_{2}, \ldots, v_{N}\right\}$ is a node set, $\mathbb{E} \subseteq \mathbb{V} \times \mathbb{V}$ is an edge set, and $\mathbb{A}=\left[a_{i j}\right]_{N \times N}$ is an adjacent matrix. The edge $\left(v_{i}, v_{j}\right) \in \mathbb{V}$ represents that agent $j$ can obtain information from agent $i$, then $a_{i j}>0$. If $\left(v_{i}, v_{j}\right) \notin \mathbb{V}, a_{i j}=0$. $\mathbb{N}_{i}=\left\{j,\left(v_{j}, v_{i}\right) \in \mathbb{V}\right\}$ indicates the set of all neighbors of agent $i$. The Laplacian Matrix of graph $\mathbb{G}$ is described with $\mathbb{L}=\left[l_{i j}\right]_{N \times N}$, where $l_{i i}=\sum_{j \in \mathbb{N}_{i}} a_{i j}, l_{i j}=-a_{i j}$.

## B. System Description

Consider the MASs consisting of $N$ agents with general Lipschitz nonlinearity as follows:

$$
\begin{equation*}
\dot{z}_{l}(d)=\mathcal{A} z_{l}(d)+v_{k}\left(z_{l}(d)\right)+\mathcal{B} u_{l}(d), l=1,2, \ldots, N \tag{1}
\end{equation*}
$$

where $z_{l}(d) \in \mathbb{R}^{m}$ and $u_{l}(d) \in \mathbb{R}^{k}$ are the state variable and the control input of the $l$ th agent at time $d$, respectively, and $A \in \mathbb{R}^{m \times m}$ and $\mathcal{B} \in \mathbb{R}^{m \times k}$ are known matrices. The nonlinear


Fig. 1. Framework of the MASs under DoS attacks.
continuous vector-valued function $v_{k}\left(z_{l}(d)\right) \in \mathbb{R}^{m}$ represents the inherent nonlinear dynamics of the $l$ th agent and meeting the following assumption.

Assumption 1: Each nonlinear function $v_{k}(\cdot)$ in (1) is Lipschitz continuous and there is a positive constant $v>0$ so that

$$
\begin{equation*}
\left\|v_{k}\left(\delta_{1}\right)-v_{k}\left(\delta_{2}\right)\right\| \leq m_{k}\left\|\delta_{1}-\delta_{2}\right\| \tag{2}
\end{equation*}
$$

for any $\delta_{1}, \delta_{2} \in \mathbb{R}^{m}$.
Before the signal transmission, the $l$ th agent state needs to be sampled within a certain period $T_{0}>0$ by the sensor $l(l=1,2, \ldots, N)$. The sampling instants sequence is denoted as $\left\{k_{1}, k_{2}, \ldots, k_{j}, \ldots\right\}$ with $k_{j}=j T_{0}, j \in \mathbf{N}$. The current sampled state $z_{l}\left(k_{j}\right)$ is encapsulated with the timestamp $k_{j}$ into the packet $\left(k_{j}, z_{l}\left(k_{j}\right)\right)$ at each sampling instant and later transmitted to the processor through a communication network.

## C. Signal Transmitting Process: DoS Attacks and Logic Processors

Motivated by [21], we have equipped every controller with the corresponding logic processor (controller $l$ with logic processor $l$ ), then a unified framework that can collect information on DoS attacks is constructed for the MASs (for visualization, see Fig. 1). Subsequently, we will illustrate this signal transmitting process under DoS attacks and the mechanism of how the logic processor works through the following parts.

Every logic processor is made up of a buffer and a comparator. The current sampled-data packets received are stored in the buffer. Once the buffer is updated, all sampled-data packets are subsequently used to generate new control input. The sequence of packets received by the processors is denoted as $\left\{d_{0}, d_{1}, \ldots, d_{k}, d_{k+1}, \ldots\right\}$ with $d_{0}=0$. Take the logic controller $l$ as an example, the working mechanism of the comparator can be seen from Fig. 2. The condition $s \in \mathbb{N}_{l}$ is used to determine whether the agent $s$ is a neighbor of the agent $l$.

By performing the manipulations shown in Fig. 2, information about DoS attacks can be obtained by the comparator. $h_{m}, h_{M}, n_{0}, T_{m}, \Delta$, and $\hat{t}$, respectively, represent the minimum attack duration time, maximum attack duration time, total times of DoS attacks, sum of attack duration time of all DoS attacks, time interval between consecutively packets received by the logical processor, and the moment when packets are received successfully in a particular period $\left[0, T_{p}\right]$, where $T_{p}$ is a particular time instant. If $\Delta>T_{0}$, we can draw a conclusion that a DoS attack occurs, and $n_{0}$ is increased by one.


Fig. 2. Flowchart of the mechanism on how the comparator works.


Fig. 3. Example to show the signal transmitting process under a sequence of DoS attacks.

Fig. 3 is used as an example to show the signal transmitting process under a sequence of DoS attacks. The transmitter sends data packets from 30 sampling instants to the logic processor. But due to the DoS attacks, the logic processor only received data packets from 11 sampling instants. At the first sampling instant $j T_{0}$, the packet $\left(d_{1}, z_{s}\left(d_{1}\right)\right)$ is received by the processor as soon as the condition $s \in N_{l}$ is met. Since $\Delta=d_{1}-\hat{t}=$ $T_{0}-0=T_{0} \leq T_{0}, \hat{t}=d_{1}=T_{0}$ and $h_{M}, h_{m}, T_{m}$, and $n_{0}$ remain the initial values. For convenience, it is assumed that the packets received later with the sequence in Fig. 3 meet this condition: $s \in N_{l}$. Next, the packet $\left(d_{2}, z_{s}\left(d_{2}\right)\right)$ is received by the processor. Since $\Delta=d_{2}-\hat{t}=3 T_{0}-T_{0}=2 T_{0}>T_{0}$, we can draw a conclusion that a DoS attack occurred during $\left(d_{1}, d_{2}\right)$. According to Fig. 2, parameters about this attack sequence are calculated $h_{M}=2 T_{0}, h_{m}=T_{0}, T_{m}=T_{0}, n_{0}=1$, and $\hat{t}=d_{2}$. Subsequently, the same calculations are performed on the received packets in turn. As a result, we have $h_{M}=6 T_{0}, h_{m}=T_{0}$, $T_{m}=19 T_{0}$, and $n_{0}=8$, which means that the MASs has been attacked for eight times during $\left[0,30 T_{0}\right.$ ), that the minimum (maximum) attack duration time is $6 T_{0}\left(T_{0}\right)$, and that $19 T_{0} / 8 \leq$ $\tilde{T}_{D} \leq(19 / 8+1) T_{0}$. If the value of the sampling interval is set as $T_{0}=0.1 \mathrm{~s}$, the attack frequency during $\left[0,30 T_{0}\right)$ is 2.67 times per second and $0.24 \mathrm{~s} \leq \tilde{T}_{D} \leq 0.34 \mathrm{~s}$.

For a certain period $\left[0, T_{p}\right]$, the attack frequency $f_{D}$ and the average duration time $\tilde{T}_{D}$ of each DoS attack can be estimated as

$$
\begin{gather*}
f_{D}=\frac{n_{0}}{T_{p}}  \tag{3}\\
h_{m} \leq \frac{T_{m}}{n_{0}} \leq \tilde{T}_{D}<\frac{T_{m}}{n_{0}}+T_{0} \leq h_{M} \tag{4}
\end{gather*}
$$

From (3) and (4), we have

$$
\begin{equation*}
h_{m} \leq \frac{T_{m} / T_{p}}{f_{D}} \leq \tilde{T}_{D}<\frac{T_{m} / T_{p}}{f_{D}}+T_{0} \leq h_{M} \tag{5}
\end{equation*}
$$

which follows:

$$
\begin{equation*}
\frac{T_{m} / T_{p}}{h_{M}}<f_{D} \leq \frac{T_{m} / T_{p}}{h_{m}} \tag{6}
\end{equation*}
$$

Thus, both $f_{D}$ and $\tilde{T}_{D}$ are heavily dependent on $h_{m}$ and $h_{M}$.
Remark 1: In this article, the signal transmission process is based on the following three assumptions.

1) The network-induced delay is not considered, but only DoS attacks, such that every processor receives packets at the same sampling instant.
2) When DoS attacks happen, all sampled-data packets are not available for the MAS, all sampled-data packets from transmitters cannot be received by the processors and then become unavailable; meanwhile, the system turns to the worst attack-induced situation, zero-topology.
3) The duration time of each $\operatorname{DoS}$ attack is limited.

Remark 2: Based on the critical assumption that the networkinduced delay is not considered in the signal transmission process, every logic processor receives sampled-data packets at the same instant so that $T_{m}, h_{m}, h_{M}$, and $\hat{t}$ calculated by the comparator are equal to the value of what calculated by other comparators. In future work, the consensus problem considering the network-induced delay and DoS attacks will be studied.

## D. Control Protocol for the MASs

The operation of the controller is heavily dependent on the information provided by the logic processor. The controller works together with the logic processor. Once the logic processor receives all required data packets, the controller uses them subsequently to generate a discrete control input. Then, the property of zero-order hold ( ZOH ) converts the discrete signal into a continuous signal so that the agent can be actuated. The control protocol is adopted as

$$
\begin{equation*}
u_{l}\left(d_{k}\right)=c K \sum_{\substack{s=1 \\ l \neq s}}^{N} a_{l s}\left(z_{s}\left(d_{k}\right)-z_{l}\left(t_{k}\right)\right) \tag{7}
\end{equation*}
$$

where $K$ represents an controller gain matrix to be designed later, $c>0$ denotes the coupling strength, and $\mathbb{I}=\{0,1,2, \ldots\}$ is the index set. By taking advantage of ZOH , the control law can be considered as

$$
\begin{equation*}
u_{l}(d)=c K \sum_{\substack{s=1 \\ s \neq l}}^{N} a_{l s}\left(z_{s}\left(d_{k}\right)-z_{l}\left(d_{k}\right)\right), d \in\left[d_{k}, d_{k+1}\right), k \in \mathbb{I} . \tag{8}
\end{equation*}
$$

According to the mechanism of the comparator, one can obtain

$$
\begin{equation*}
\delta_{k}=d_{k+1}-d_{k} \in\left[h_{m}, h_{M}\right], k \in \mathbb{I} \tag{9}
\end{equation*}
$$

If we let

$$
\begin{aligned}
z(d) & =\left[z_{1}^{T}(d), \ldots, z_{N-1}^{T}(d), z_{N}^{T}(d)\right]^{T} \\
z\left(d_{k}\right) & =\left[z_{1}^{T}\left(d_{k}\right), \ldots, z_{N-1}^{T}\left(d_{k}\right), z_{N}^{T}\left(d_{k}\right)\right]^{T} \\
\mathbb{V}_{k}(z(d)) & =\left[v_{k}\left(z_{1}(t d)\right)^{T}, \ldots, v_{k}\left(z_{N-1}(d)\right)^{T}, v_{k}\left(z_{N}(d)\right)^{T}\right]^{T}
\end{aligned}
$$

the closed-loop system are described as

$$
\begin{equation*}
\dot{z}(d)=\left(I_{N} \otimes \mathcal{A}\right) z(d)+\mathbb{V}(z(d))-c(\mathbb{L} \otimes \mathcal{B} K) z\left(d_{k}\right) \tag{10}
\end{equation*}
$$

where $d \in\left(d_{k}, d_{k+1}\right)$.
Remark 3: By introducing novel logic processors embedded in corresponding controllers, information about DoS attacks can be obtained (See Figs. 1-3). Next, the problem of resilient control can be converted into one concerned with the upper and lower bound of the sampling interval of an ASDCS. According to the values of $h_{m}$ and $h_{M}$ that the logic processor provides, it is feasible to design resilient sampled-data controllers for the MASs against DoS attacks.

Definition 1 ([22]): If the following equation holds for any initial conditions:

$$
\lim _{d \rightarrow \infty}=\left\|z_{l}(d)-z_{s}(d)\right\|=0 \quad \forall l, s=1,2, \ldots, N
$$

the consensus of MASs (1) is regarded as being reachable.
Lemma 1 ([23]): For a strongly connected graph $\mathbb{G}$, define $\epsilon=\left[\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{N}\right]$ as the unique normalized left eigenvector of $\mathbb{L}$ corresponding to eigenvalue 0 with multiplicity 1 (satisfying $\sum_{i=1}^{N} \epsilon_{i}=1$, i.e., $\epsilon \cdot \mathbb{L}=0 \cdot \mathbb{L}=0$ ). In addition, $\epsilon_{i}>0$ holds for all $i=1,2, \ldots, N$.

Lemma 2 ([24]): For a strongly connected graph $\mathbb{G}$, define $\Xi=\operatorname{diag}\left\{\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{N}\right\}>0$ and $W_{N \times N}=\Xi-\epsilon^{T} \epsilon$. If there exists matrix $P \in \mathbb{S}_{+}^{n}$, we have

$$
\begin{aligned}
& z^{T}(d)\left(W \mathbb{L} \otimes H I_{n}\right) v_{k}(z(d))=-\frac{1}{2} \sum_{q=1}^{N} \sum_{\substack{s=1 \\
s \neq q}}^{N} \varepsilon_{q} l_{q s} \\
& \quad \times\left(z_{q}(d)-z_{s}(d)\right)^{T} H\left[v_{k}\left(z_{q}(d)\right)-v_{k}\left(z_{s}(d)\right)\right] .
\end{aligned}
$$

Lemma 3 ([25]): Let $y$ be any continuously differentiable function $[\alpha, \beta] \rightarrow \mathbb{R}^{n}$. For a given matrix $H \in \mathbb{S}_{+}^{n}$ and any matrix $W$ with an appropriate dimension, we have

$$
-\int_{\alpha}^{\beta} \dot{y}^{T}(s) H \dot{y}(s) \mathrm{d} s \leq \Phi
$$

where $\Phi=\nu \theta^{T}\left(W H^{-1} W^{T}\right) \theta+\operatorname{Sym}\left\{\theta^{T} W[y(\beta)-y(\alpha)]\right\}$, $\nu=\beta-\alpha$, and $\theta$ can be any appropriately dimensional vector.

Lemma 4 ([26]): Let $y$ be any continuously differentiable function $[\alpha, \beta] \rightarrow \mathbb{R}^{n}$. For a given matrix $Q \in \mathbb{S}_{+}^{n}$, and any matrices $S_{1} \in \mathbb{R}^{3 n \times n}$ and $S_{2} \in \mathbb{R}^{3 n \times n}$, we have

$$
-\int_{\alpha}^{\beta} \dot{y}^{T}(s) Q \dot{y}(s) \mathrm{d} s \leq \vartheta^{T}(\beta, \alpha) \Theta(\beta, \alpha) \vartheta(\beta, \alpha)
$$

where $\vartheta(\beta, \alpha)=\left[y^{T}(\beta), y^{T}(\alpha), \int_{\alpha}^{\beta} y^{T}(s) \mathrm{d} s\right]^{T}$ and $\Theta(\beta, \alpha)=$ $(\beta-\alpha)\left(S_{1} Q^{-1} S_{1}^{T}+\left[\left((\beta-\alpha)^{2}\right) / 3\right] S_{2} Q^{-1} S_{2}^{T}-\operatorname{Sym}\left(\left[S_{2}\right.\right.\right.$, $\left.\left.\left.S_{2}, 0\right]\right)\right)+\operatorname{Sym}\left(\left[S_{1},-S_{1}, 2 S_{2}\right]\right)$.

## III. Main Results

This section will give some sufficient conditions guaranteeing the secure consensus of the MASs with general Lipschitz nonlinearity. Also, sufficient conditions on how to design resilient distributed controllers are presented in this section. To simplify the descriptions of given conditions, notations of matrices and vectors are defined as follows:

$$
\begin{aligned}
\eta_{1}(d)= & {\left[\int_{d_{k}}^{d} \dot{z}^{T}(s) d s, \int_{d_{k}}^{d} z^{T}(s) d s\right]^{T} } \\
\eta_{2}(d)= & {\left[\int_{d}^{d_{k+1}} \dot{z}^{T}(s) d s, \int_{d}^{d_{k+1}} z^{T}(s) d s\right]^{T} } \\
\eta_{3}= & {\left[z^{T}\left(d_{k}\right), z^{T}\left(d_{k+1}\right), \int_{d_{k}}^{d_{k+1}} z^{T}(s) d s\right]^{T} } \\
\eta_{4}(d)= & {\left[\left(d_{k+1}-d\right) \eta_{1}^{T}(d),\left(d-d_{k}\right) \eta_{2}^{T}(d)\right]^{T} } \\
\eta_{5}(d)= & {\left[\eta_{1}^{T}(d), \eta_{2}^{T}(d)\right]^{T}, \eta_{6}(d)=\left[\dot{z}^{T}(d), z^{T}(d)\right] } \\
\eta_{7}(d)= & {\left[-\eta_{1}^{T}(d), \eta_{2}^{T}(d)\right]^{T}, \eta_{8}(d)=\left[0,-\eta_{6}^{T}(d)\right]^{T} } \\
\eta_{9}(d)= & {\left[0, \eta_{2}^{T}(d)\right]^{T}, \eta_{10}(d)=\left[\eta_{6}^{T}(d),-\eta_{6}^{T}(d)\right]^{T} } \\
\eta_{11}(d)= & {\left[\eta_{6}^{T}(d), 0\right]^{T}, \eta_{12}(d)=\left[\eta_{1}^{T}(d), 0\right]^{T} } \\
\eta_{13}(d)= & {\left[z^{T}(d), \dot{z}^{T}(d), z^{T}\left(d_{k}\right)\right]^{T} } \\
\rho(d)= & {\left[z^{T}(d), \dot{z}^{T}(d), z^{T}\left(d_{k}\right), \int_{d_{k}}^{d} z^{T}(s) \mathrm{d} s, z^{T}\left(d_{k+1}\right)\right.} \\
& \left.\int_{d}^{d_{k+1}} z^{T}(s) \mathrm{d} s, v_{k}^{T}(z(d))\right]^{T} \\
\iota_{j}= & {\left[0_{m \times(j-1) m}, I_{m}, 0_{m \times(7-j) m}\right], j=1,2, \ldots, 7 } \\
\gamma_{j}= & {\left[0_{m \times(j-1) m}, I_{m}, 0_{m \times(6-j) m}\right], j=1,2, \ldots, 6 . }
\end{aligned}
$$

Theorem 1: For a strongly connected graph, given two constants $h_{M} \geq h_{m}>0$ and controller gain $K$, the secure consensus of MASs (1) can be reachable if there exist positive definite matrices $P, Q_{1}$, and $Q_{2}$, constant matrices $N_{1}, N_{2}, N_{3}, N_{4}, N_{5}, N_{6}, X_{1}, X_{2}, Z_{1}, Z_{2}$, and $Z_{3}$, and diagonal matrix $G$, so that for any $i, j=1,2, \ldots, N$ with $\delta_{k} \in$ $\left\{h_{m}, h_{M}\right\}$, the following inequalities hold:

$$
\begin{align*}
& {\left[\begin{array}{cc}
\Gamma_{1}+\delta_{k} \Gamma_{2} & \sqrt{\delta_{k}} X_{1} \\
* & -Q_{1}
\end{array}\right]<0}  \tag{11}\\
& {\left[\begin{array}{cc}
\Gamma_{1}+\delta_{k} \Gamma_{3} & \sqrt{\delta_{k}} X_{2} \\
* & -Q_{2}
\end{array}\right]<0} \tag{12}
\end{align*}
$$

where

$$
\begin{aligned}
\Gamma_{1}= & \operatorname{Sym}\left\{\iota_{1}^{T} P \iota_{2}+\Delta_{3}^{T} N_{4} \Delta_{3}-\Delta_{1}^{T} N_{4} \Delta_{3}+\Delta_{5}^{T}\left(N_{5} \Delta_{6}\right.\right. \\
& \left.\left.+N_{6} \Delta_{4}\right)+X_{1} \Delta_{12}+X_{2} \Delta_{13}+\Lambda_{1}^{T} \Lambda_{2}\right\}-\Delta_{1}^{T} N_{1} \Delta_{1} \\
& -\Delta_{2}^{T} N_{2} \Delta_{2}+\iota_{1}^{T} D^{T} G D \iota_{1}-\iota_{7}^{T} G \iota_{7} \\
\Gamma_{2}= & \operatorname{Sym}\left\{\Delta_{2}^{T} N_{2} \Delta_{3}+\Delta_{7}^{T}\left(N_{5} \Delta_{6}+2 N_{6} \Delta_{4}\right)+\Delta_{8}^{T} N_{5} \Delta_{9}\right\} \\
& +\iota_{2}^{T} Q_{2} \iota_{2}-\Delta_{4}^{T} N_{3} \Delta_{4}
\end{aligned}
$$

$$
\begin{aligned}
\Gamma_{3}= & \operatorname{Sym}\left\{\Delta_{1}^{T} N_{1} \Delta_{3}+\Delta_{10}^{T}\left(N_{5} \Delta_{6}+2 N_{6} \Delta_{4}\right)+\Delta_{11}^{T} N_{5} \Delta_{9}\right\} \\
& +\iota_{2}^{T} Q_{1} \iota_{2}+\Delta_{4}^{T} N_{3} \Delta_{4} \\
\Delta_{1}= & {\left[\iota_{1}^{T}-\iota_{3}^{T}, \iota_{4}^{T}\right]^{T}, \Delta_{2}=\left[\iota_{5}^{T}-\iota_{1}^{T}, \iota_{6}^{T}\right]^{T}, \Delta_{3}=\left[\iota_{2}^{T}, \iota_{1}^{T}\right]^{T} } \\
\Delta_{4}= & {\left[\iota_{3}^{T}, \iota_{5}^{T}, \iota_{4}^{T}+\iota_{6}^{T}\right]^{T}, \Delta_{5}=\left[\iota_{3}^{T}-\iota_{1}^{T},-\iota_{4}^{T}, \iota_{5}^{T}-\iota_{1}^{T}, \iota_{6}^{T}\right]^{T} } \\
\Delta_{6}= & {\left[\iota_{1}^{T}-\iota_{3}^{T}, \iota_{4}^{T}, \iota_{5}^{T}-\iota_{1}^{T}, \iota_{6}^{T}\right]^{T}, \Delta_{7}=\left[0,0,-\iota_{2}^{T},-\iota_{1}^{T}\right]^{T} } \\
\Delta_{8}= & {\left[0,0, \iota_{5}^{T}-\iota_{1}^{T}, \iota_{6}^{T}\right]^{T}, \Delta_{9}=\left[\iota_{2}^{T}, \iota_{1}^{T},-\iota_{2}^{T},-\iota_{1}^{T}\right]^{T} } \\
\Delta_{10}= & {\left[\iota_{2}^{T}, \iota_{1}^{T}, 0,0\right]^{T}, \Delta_{11}=\left[\iota_{1}^{T}-\iota_{3}^{T}, \iota_{4}^{T}, 0,0\right]^{T} } \\
\Delta_{12}= & \iota_{1}-\iota_{3}, \Delta_{13}=\iota_{5}-\iota_{1} \\
\Lambda_{1}= & {\left[Z_{1}, Z_{2}, Z_{3}, 0,0,0,0\right] } \\
\Lambda_{2}= & {\left[\mathcal{A},-I, l_{i j} / \varepsilon_{j} \mathcal{B} K, 0,0,0, I\right] . }
\end{aligned}
$$

Proof: A looped-Lyapunov functional candidate is considered as follows:

$$
\begin{equation*}
V(d)=V_{0}(d)+\sum_{m=1}^{6} V_{m}(d), d \in\left(d_{k}, d_{k+1}\right) \tag{13}
\end{equation*}
$$

where

$$
\begin{aligned}
V_{0}(d)= & z^{T}(d)(W \otimes P) z(d) \\
V_{1}(d)= & \left(d_{k+1}-d\right) \eta_{1}^{T}(d)\left(W \otimes N_{1}\right) \eta_{1}(d) \\
& -\left(d-d_{k}\right) \eta_{2}^{T}(d)\left(W \otimes N_{2}\right) \eta_{2}(d) \\
V_{2}(d)= & \left(d-d_{k}\right)\left(d_{k+1}-d\right) \eta_{3}^{T}\left(W \otimes N_{3}\right) \eta_{3} \\
V_{3}(d)= & 2 \eta_{1}^{T}(d)\left(W \otimes N_{4}\right) \eta_{2}(d) \\
V_{4}(d)= & 2 \eta_{4}^{T}(d)\left[\left(W \otimes N_{5}\right) \eta_{5}(d)+\left(W \otimes N_{6}\right) \eta_{3}\right] \\
V_{5}(d)= & \left(d_{k+1}-d\right) \int_{d_{k}}^{d} \dot{z}^{T}(s)\left(W \otimes Q_{1}\right) \dot{z}(s) \mathrm{d} s \\
V_{6}(d)= & -\left(d-d_{k}\right) \int_{d}^{d_{k+1}} \dot{z}^{T}(s)\left(W \otimes Q_{2}\right) \dot{z}(s) \mathrm{d} s
\end{aligned}
$$

Taking the time derivative of (13) gives rise to

$$
\begin{align*}
\dot{V}_{0}(d)= & 2 z^{T}(d)(W \otimes P) \dot{z}(d)  \tag{14}\\
\dot{V}_{1}(d)= & -\eta_{1}^{T}(d)\left(W \otimes N_{1}\right) \eta_{1}(d)-\eta_{2}^{T}(d)\left(W \otimes N_{2}\right) \eta_{2}(d) \\
& +2\left(d_{k+1}-d\right) \eta_{1}^{T}(d)\left(W \otimes N_{1}\right) \eta_{6}(d) \\
& +2\left(d-d_{k}\right) \eta_{2}^{T}(d)\left(W \otimes N_{2}\right) \eta_{6}(d)  \tag{15}\\
\dot{V}_{2}(d)= & \left(d_{k+1}-d\right) \eta_{3}^{T}\left(W \otimes N_{3}\right) \eta_{3} \\
& -\left(d-d_{k}\right) \eta_{3}^{T}\left(W \otimes N_{3}\right) \eta_{3} \tag{16}
\end{align*}
$$

$\dot{V}_{3}(d)=2 \eta_{6}^{T}(d)\left(W \otimes N_{4}\right) \eta_{2}(d)$

$$
\begin{equation*}
-2 \eta_{1}^{T}(d)\left(W \otimes N_{4}\right) \eta_{6}(d) \tag{17}
\end{equation*}
$$

$\dot{V}_{4}(d)=2 \eta_{7}^{T}(d)\left[\left(W \otimes N_{5}\right) \eta_{5}(d)+\left(W \otimes N_{6}\right) \eta_{3}\right]+2\left(d-d_{k}\right)$

$$
\left\{\eta_{8}^{T}(d)\left[\left(W \otimes N_{5}\right) \eta_{5}(d)+\left(W \otimes N_{6}\right) \eta_{3}\right]\right.
$$

$$
\left.+\eta_{9}^{T}(d)\left(W \otimes N_{5}\right) \eta_{10}(d)\right\}
$$

$$
+2\left(d_{k+1}-d\right)\left\{\eta_{11}^{T}(d)\left[\left(W \otimes N_{5}\right) \eta_{5}(d)+\left(W \otimes N_{6}\right) \eta_{3}\right]\right.
$$

$$
\begin{equation*}
\left.+\eta_{12}^{T}(d)\left(W \otimes N_{5}\right) \eta_{10}(d)\right\} \tag{18}
\end{equation*}
$$

$\dot{V}_{5}(d)=\left(d_{k+1}-d\right) \dot{z}^{T}(d)\left(W \otimes Q_{1}\right) \dot{z}(d)+\mathcal{F}_{1}$
$\dot{V}_{6}(d)=\left(d-d_{k}\right) \dot{z}^{T}(d)\left(W \otimes Q_{2}\right) \dot{z}(d)+\mathcal{F}_{2}$.
By using Lemma 3, the integral terms of (19) and (20) can be bounded as

$$
\begin{align*}
\mathcal{F}_{1}= & -\int_{d_{k}}^{d} \dot{z}^{T}(s)\left(W \otimes Q_{1}\right) \dot{z}(s) d s \\
\leq & \left(d-d_{k}\right) \rho^{T}(d)\left(W \otimes X_{1}\right)\left(W \otimes Q_{1}\right)^{-1}\left(W \otimes X_{1}^{T}\right) \rho(d) \\
& +\operatorname{Sym}\left\{\rho^{T}(d)\left(W \otimes X_{1}\right)\left[z(d)-z\left(d_{k}\right)\right]\right\} \\
\leq & \rho^{T}(d)\left[W \otimes\left(\left(d-d_{k}\right) X_{1} Q_{1}^{-1} X_{1}^{T}+\operatorname{Sym}\left(X_{1} \Delta_{12}\right)\right)\right] \rho(d) \tag{21}
\end{align*}
$$

$$
\begin{align*}
\mathcal{F}_{2}= & -\int_{d}^{d_{k+1}} \dot{z}^{T}(s)\left(W \otimes Q_{2}\right) \dot{z}(s) d s \\
\leq & \left(d_{k+1}-d\right) \rho^{T}(d)\left(W \otimes X_{2}\right)\left(W \otimes Q_{2}\right)^{-1}\left(W \otimes X_{2}^{T}\right) \rho(d) \\
& +\operatorname{Sym}\left\{\rho^{T}(d)\left(W \otimes X_{2}\right)\left[z\left(d_{k+1}\right)-z(d)\right]\right\} \\
\leq & \rho^{T}(d)\left[W \otimes\left(\left(d_{k+1}-d\right) X_{2} Q_{2}^{T} X_{2}^{T}+\operatorname{Sym}\left(X_{2} \Delta_{13}\right)\right)\right] \rho(d) . \tag{22}
\end{align*}
$$

For any matrix $\mathcal{Z}=\left[Z_{1}, Z_{2}, Z_{3}\right]^{T}$ with an appropriate dimension, an augmented form according to system (9) is given in the following.

$$
\begin{align*}
0= & 2 \eta_{13}(d)(W \otimes \mathcal{Z})\left[\left(I_{N} \otimes \mathcal{A}\right) z(d)+\mathbb{V}(z(d))-\dot{z}(d)\right. \\
& \left.-c(\mathbb{L} \otimes \mathcal{B} K) z\left(d_{k}\right)\right] \tag{23}
\end{align*}
$$

Moreover, from Assumption 1, the following inequality is established for a diagonal and positive matrix $G$.

$$
\begin{align*}
& \left(v_{k}\left(z_{l}(d)\right)-v_{k}\left(z_{s}(d)\right)\right)^{T} G\left(v_{k}\left(z_{l}(d)\right)-v_{k}\left(z_{s}(d)\right)\right) \\
& -\left(z_{l}(d)-z_{s}(d)\right)^{T} D^{T} G D\left(z_{l}(d)-z_{s}(d)\right) \leq 0 \tag{24}
\end{align*}
$$

If we let

$$
\begin{aligned}
\bar{z}(d)= & z_{l}(d)-z_{s}(d), \overline{\dot{z}}(d)=\dot{z}_{l}(d)-\dot{z}_{s}(d) \\
\bar{z}\left(d_{k}\right)= & z_{l}\left(d_{k}\right)-z_{s}\left(d_{k}\right), \bar{z}\left(d_{k+1}\right)=z_{l}\left(d_{k+1}\right)-z_{s}\left(d_{k+1}\right) \\
\tilde{z}(s)= & \int_{d_{k}}^{d} z_{l}(s) d s-\int_{d_{k}}^{d} z_{s}(s) d s \\
\vec{z}(s)= & \int_{d}^{d_{k+1}} z_{l}(s) d s-\int_{d}^{d_{k+1}} z_{s}(s) d s \\
\overline{v_{k}}(z(d))= & v_{k}\left(z_{l}(d)\right)-v_{k}\left(z_{s}(d)\right) \\
\bar{\rho}(d)= & {\left[\bar{z}^{T}(d), \overline{\dot{z}}^{T}(d), \bar{z}^{T}\left(d_{k}\right), \tilde{z}^{T}(s), \bar{z}^{T}\left(d_{k+1}\right), \vec{z}^{T}(s)\right.} \\
& \left.\bar{v}_{k}(z(d))\right]^{T} .
\end{aligned}
$$

According to Lemma 2, it can be obtained from (14)-(24) that

$$
\begin{align*}
\dot{V}(d) \leq & \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1, j \neq i}^{N} \varepsilon_{i} \varepsilon_{j} \bar{\rho}^{T}(d)\left[\frac{d_{k+1}-d}{\delta_{k}} \Pi_{1}\left(\delta_{k}\right)\right. \\
& \left.+\frac{d-d_{k}}{\delta_{k}} \Pi_{2}\left(\delta_{k}\right)\right] \bar{\rho}(d) \tag{25}
\end{align*}
$$

where

$$
\begin{aligned}
& \Pi_{1}\left(\delta_{k}\right)=\Gamma_{1}+\delta_{k} \Gamma_{2}+\delta_{k} X_{1} Q_{1}^{-1} X_{1}^{T} \\
& \Pi_{2}\left(\delta_{k}\right)=\Gamma_{1}+\delta_{k} \Gamma_{3}+\delta_{k} X_{2} Q_{2}^{-1} X_{2}^{T}
\end{aligned}
$$

If $\Pi_{1}\left(\delta_{k}\right)<0$ and $\Pi_{2}\left(\delta_{k}\right)<0$ are satisfied, $\dot{V}(d) \leq 0$ can be guaranteed. By the Schur complement, the abovementioned conditions are equivalent to (11) and (12). This completes the proof.

Remark 4: It is obvious that $V_{0}(t)>0$, and $V_{m}\left(d_{k}\right)=$ $V_{m}\left(d_{k+1}\right)=0, m=1, \ldots, 6$. Therefore, the function (12) is a valid Lyapunov functional for the MASs (10). The use of looped-functionals in [27] and [28] gives us easy access to choose Lyapunov functional candidates with much more slack variables. Note that $N_{i}(i=1, \ldots, 6)$ in $V_{2}(d)-V_{5}(d)$ are not necessarily positive definite. Moreover, the free-weighting matrix inequality [25], helpful to reduce the conservatism in [29], is also applied to obtain some less conservative consensus conditions in this section. Later, numerical examples can demonstrate the effectiveness of our conditions.

Theorem 2: For a strongly connected graph, given constants $h_{M} \geq h_{m}>0$ and $\sigma_{i}, i=1,2,3$, the secure consensus of MASs (1) can be reachable by the resilient controller (8) with $K=J \bar{Z}^{-1}$ if there exist positive definite matrices $\bar{P}, \bar{Q}_{1}$, and $\bar{Q}_{2}$, constant matrices $\bar{N}_{1}, \bar{N}_{2}, \bar{N}_{3}, \bar{N}_{4}, \bar{N}_{5}, \bar{N}_{6}, \bar{X}_{1}, \bar{X}_{2}, \bar{Z}$, and $J$, and diagonal matrix $\bar{G}$ such that for any $i, j=1,2, \ldots, N$ with $\delta_{k} \in\left\{h_{m}, h_{M}\right\}$, the following equations hold:

$$
\begin{align*}
& {\left[\begin{array}{cc}
\bar{\Gamma}_{1}+\delta_{k} \bar{\Gamma}_{2} & \delta_{k} \bar{X}_{1} \\
* & -\bar{Q}_{1}
\end{array}\right]<0}  \tag{26}\\
& {\left[\begin{array}{cc}
\bar{\Gamma}_{1}+\delta_{k} \bar{\Gamma}_{3} & \delta_{k} \bar{X}_{2} \\
* & -\bar{Q}_{2}
\end{array}\right]<0} \tag{27}
\end{align*}
$$

where

$$
\begin{aligned}
\bar{\Gamma}_{1}= & \operatorname{Sym}\left\{\iota_{1}^{T} \bar{P}_{\iota}+\Delta_{3}^{T} \bar{N}_{4} \Delta_{3}-\Delta_{1}^{T} \bar{N}_{4} \Delta_{3}+\Delta_{5}^{T}\left(\bar{N}_{5} \Delta_{6}\right.\right. \\
& \left.\left.+\bar{N}_{6} \Delta_{4}\right)+\bar{X}_{1} \Delta_{12}+\bar{X}_{2} \Delta_{13}+\bar{\Lambda}_{1}^{T} \bar{\Lambda}_{2}\right\}-\Delta_{1}^{T} \bar{N}_{1} \Delta_{1} \\
& -\Delta_{2}^{T} \bar{N}_{2} \Delta_{2}+\iota_{1}^{T} D^{T} \bar{G} D \iota_{1}-\iota_{7}^{T} \bar{G}_{7} \\
\bar{\Gamma}_{2}= & \operatorname{Sym}\left\{\Delta_{2}^{T} \bar{N}_{2} \Delta_{3}+\Delta_{7}^{T}\left(\bar{N}_{5} \Delta_{6}+2 \bar{N}_{6} \Delta_{4}\right)+\Delta_{8}^{T} \bar{N}_{5} \Delta_{9}\right\} \\
& +\iota_{2}^{T} \bar{Q}_{2} \iota_{2}-\Delta_{4}^{T} \bar{N}_{3} \Delta_{4} \\
\bar{\Gamma}_{3}= & \operatorname{Sym}\left\{\Delta_{1}^{T} \bar{N}_{1} \Delta_{3}+\Delta_{10}^{T}\left(\bar{N}_{5} \Delta_{6}+2 \bar{N}_{6} \Delta_{4}\right)+\Delta_{11}^{T} \bar{N}_{5} \Delta_{9}\right\} \\
& +\iota_{2}^{T} \bar{Q}_{1} \iota_{2}+\Delta_{4}^{T} \bar{N}_{3} \Delta_{4} \\
\bar{\Lambda}_{1}= & {\left[\sigma_{1} I, \sigma_{2} I, \sigma_{3} I, 0,0,0,0\right] } \\
\bar{\Lambda}_{2}= & {\left[\mathcal{A} \bar{Z},-\bar{Z}, l_{i j} / \varepsilon_{j} \mathcal{B} J, 0,0,0, \bar{Z}\right] . }
\end{aligned}
$$

## Proof: Set

$Z_{1}=\sigma_{1} Z, Z_{2}=\sigma_{2} Z, Z_{3}=\sigma_{3} Z, \bar{Z}=Z^{-1}, \bar{P}=\bar{Z}^{T} P \bar{Z}$
$\bar{Q}_{1}=\bar{Z}^{T} Q_{1} \bar{Z}, \bar{Q}_{2}=\bar{Z}^{T} Q_{2} \bar{Z}, \bar{G}=\bar{Z}^{T} G \bar{Z}, \bar{N}_{1}=\Phi_{1}^{T} N_{1} \Phi_{1}$
$\bar{N}_{2}=\Phi_{1}^{T} N_{2} \Phi_{1}, \bar{N}_{3}=\Phi_{2}^{T} N_{3} \Phi_{2}, \bar{N}_{4}=\Phi_{1}^{T} N_{4} \Phi_{1}$
$\bar{N}_{5}=\Phi_{3}^{T} N_{4} \Phi_{3}, \bar{N}_{6}=\Phi_{3}^{T} N_{4} \Phi_{2}, \bar{X}_{1}=\Delta_{4}^{T} X_{1} \bar{Z}$
$\bar{X}_{2}=\Delta_{4}^{T} X_{2} \bar{Z}, \Phi_{1}=\operatorname{diag}\{\bar{Z}, \bar{Z}\}, \Phi_{2}=\operatorname{diag}\left\{\Phi_{1}, \bar{Z}\right\}$
$\Phi_{3}=\operatorname{diag}\left\{\Phi_{2}, \bar{Z}\right\}, \Phi_{4}=\operatorname{diag}\left\{\Phi_{3}, \bar{Z}, \bar{Z}, \bar{Z}\right\}$.
Performing a congruent transformation on (11) and (12) by $\Phi_{4}^{T}$ and $\Phi_{4}$, we can obtain (26) and (27). By Theorem 2, the secure consensus of MASs (1) can be reachable under the resilient control (8) with $K=J \bar{Z}^{-1}$. This completes the proof.

Remark 5: In this article, Theorem 2 is used to obtain the desired controller parameters. In the proof of Theorem 2, Lemma 2 is used to handle (13)-(23), which leads to the couplings of $l_{i j}$ and $K$. With such couplings, once $l_{i j}$ is equal to zero, $K$ will have no solution. Therefore, the algorithm in this work is only suitable for strongly connected graphs, that is, $l_{i j}=0$, and might not be extended to more general cases. Although there are some limitations that the algorithm in this work is only applicable to strongly connected graphs, according to [9], such limitations are accordant with the practical situation of the network of UAVs. Our future attention will focus on how to remove the abovementioned couplings on how to design algorithms for more general cases.

Remark 6: The problem of resilient sampled-data consensus of MASs is solved in Theorem 2. The feasibility of the design method for the resilient sampled-data controller can be easily verified by solving the linear matrix inequalities (LMIs) in (26) and (27). Meanwhile, these LMIs can be solved readily via the LMI toolbox in MATLAB.

By choosing the looped-Lyapunov functionals (12) and applying the same lemma utilized in [12] to deal with the integral terms of (19) and (20), we can obtain the following corollary.

Corollary 1: For a strongly connected graph, given constants $h_{M} \geq h_{m}>0$, and $\sigma_{i}, i=1,2,3$, the secure consensus of MASs (1) can be reachable via the resilient controller (8) with $K=J \bar{Z}^{-1}$, if there exist symmetric positive definite matrices $\bar{P}, \bar{Q}_{1}$, and $\bar{Q}_{2}$, constant matrices $\bar{N}_{1}, \bar{N}_{2}, \bar{N}_{3}, \bar{N}_{4}, \bar{N}_{5}, \bar{N}_{6}, \bar{S}_{1}, \bar{S}_{2}, \bar{S}_{3}, \bar{S}_{4}, \bar{Z}$, and $J$, and diagonal matrix $\bar{G}$ such that for any $i, j=1,2, \ldots, N$ with $\delta_{k} \in$ $\left\{h_{m}, h_{M}\right\}$, the following equations hold:

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\bar{\Gamma}_{4}+\delta_{k} \bar{\Gamma}_{5} & \delta_{k} \bar{S}_{1} & \delta_{k}^{2} \bar{S}_{2} \\
* & -\delta_{k} \bar{Q}_{1} & 0 \\
* & * & -3 \delta_{k} \bar{Q}_{1}
\end{array}\right]<0}  \tag{28}\\
& {\left[\begin{array}{ccc}
\bar{\Gamma}_{4}+\delta_{k} \bar{\Gamma}_{6} & \delta_{k} \bar{S}_{3} & \delta_{k}^{2} \bar{S}_{4} \\
* & -\delta_{k} \bar{Q}_{2} & 0 \\
* & * & -3 \delta_{k} \bar{Q}_{2}
\end{array}\right]<0} \tag{29}
\end{align*}
$$

where

$$
\begin{aligned}
\bar{\Gamma}_{4}= & \operatorname{Sym}\left\{\iota_{1}^{T} \bar{P}_{\iota_{2}}+\Delta_{3}^{T} \bar{N}_{4} \Delta_{3}-\Delta_{1}^{T} \bar{N}_{4} \Delta_{3}+\Delta_{5}^{T}\left(\bar{N}_{5} \Delta_{6}\right.\right. \\
& \left.\left.+\bar{N}_{6} \Delta_{4}\right)+\bar{\Sigma}_{1}+\bar{\Sigma}_{3}+\bar{\Lambda}_{1}^{T} \bar{\Lambda}_{2}\right\}-\Delta_{1}^{T} \bar{N}_{1} \Delta_{1} \\
& -\Delta_{2}^{T} \bar{N}_{2} \Delta_{2}+\iota_{1}^{T} D^{T} \bar{G} D \iota_{1}-\iota_{7}^{T} \bar{G}_{7} \\
\bar{\Gamma}_{5}= & \operatorname{Sym}\left\{\Delta_{2}^{T} \bar{N}_{2} \Delta_{3}+\Delta_{7}^{T}\left(\bar{N}_{5} \Delta_{6}+2 \bar{N}_{6} \Delta_{4}\right)+\Delta_{8}^{T} \bar{N}_{5} \Delta_{9}\right. \\
& \left.-\bar{\Sigma}_{2}\right\}+\iota_{2}^{T} \bar{Q}_{2} \iota_{2}-\Delta_{4}^{T} \bar{N}_{3} \Delta_{4} \\
\bar{\Gamma}_{6}= & \operatorname{Sym}\left\{\Delta_{1}^{T} \bar{N}_{1} \Delta_{3}+\Delta_{10}^{T}\left(\bar{N}_{5} \Delta_{6}+2 \bar{N}_{6} \Delta_{4}\right)+\Delta_{11}^{T} \bar{N}_{5} \Delta_{9}\right. \\
& \left.-\bar{\Sigma}_{4}\right\}+\iota_{2}^{T} \bar{Q}_{1} \iota_{2}+\Delta_{4}^{T} \bar{N}_{3} \Delta_{4}
\end{aligned}
$$

$$
\begin{aligned}
& \bar{\Sigma}_{1}=\left[\bar{S}_{1}, 0,-\bar{S}_{1}, 2 \bar{S}_{2}, 0,0,0\right], \bar{\Sigma}_{2}=\left[\bar{S}_{2}, 0, \bar{S}_{2}, 0,0,0,0\right] \\
& \bar{\Sigma}_{3}=\left[-\bar{S}_{3}, 0,0,0, \bar{S}_{3}, 2 \bar{S}_{4}, 0\right], \bar{\Sigma}_{4}=\left[\bar{S}_{4}, 0,0,0, \bar{S}_{4}, 0,0\right]
\end{aligned}
$$

Remark 7: Choosing the different Lyapunov functionals [(12) in this article and (13) in [12]], Corollary 1 in this article and Corollary 2 in [12] are derived by using the same lemma (Lemma 4), respectively. The Lyapunov functionals we choose contain more slack variables, which can lead to less conservative consensus conditions with a larger sampling interval. Later, numerical examples can justify this conclusion.

When the nonlinear self-dynamics $v_{k}\left(z_{i}(d)\right)$ is not considered, from Corollary 1, we can easily derive the following corollary.

Corollary 2: For a strongly connected graph, given constants $h_{M} \geq h_{m}>0$ and $\sigma_{i}, i=1,2,3$, the secure consensus of MASs (1) can be reachable via the resilient controller (8) with $K=J \bar{Z}^{-1}$, if there exist positive definite matrices $\bar{P}, \bar{Q}_{1}$, and $\bar{Q}_{2}$, constant matrices $\bar{N}_{1}, \bar{N}_{2}, \bar{N}_{3}, \bar{N}_{4}, \bar{N}_{5}, \bar{N}_{6}, \bar{S}_{1}, \bar{S}_{2}, \bar{S}_{3}, \bar{S}_{4}, \bar{Z}$, and $J$, such that for any $i, j=1,2, \ldots, N$ with $\delta_{k} \in\left\{h_{m}, h_{M}\right\}$, the following equations hold:

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\bar{\Gamma}_{7}+\delta_{k} \bar{\Gamma}_{8} & \delta_{k} \bar{S}_{1} & \delta_{k}^{2} \bar{S}_{2} \\
* & -\delta_{k} \bar{Q}_{1} & 0 \\
* & * & -3 \delta_{k} \bar{Q}_{1}
\end{array}\right]<0}  \tag{30}\\
& {\left[\begin{array}{ccc}
\bar{\Gamma}_{7}+\delta_{k} \bar{\Gamma}_{9} & \delta_{k} \bar{S}_{3} & \delta_{k}^{2} \bar{S}_{4} \\
* & -\delta_{k} \bar{Q}_{2} & 0 \\
* & * & -3 \delta_{k} \bar{Q}_{2}
\end{array}\right]<0} \tag{31}
\end{align*}
$$

where

$$
\begin{aligned}
& \bar{\Gamma}_{7}= \operatorname{Sym}\left\{\gamma_{1}^{T} \bar{P}_{2}+\tilde{\Delta}_{3}^{T} \bar{N}_{4} \tilde{\Delta}_{3}-\tilde{\Delta}_{1}^{T} \bar{N}_{4} \tilde{\Delta}_{3}+\tilde{\Delta}_{5}^{T}\left(\bar{N}_{5} \tilde{\Delta}_{6}\right.\right. \\
&\left.\left.+\bar{N}_{6} \tilde{\Delta}_{4}\right)+\tilde{\Sigma}_{1}+\tilde{\Sigma}_{3}+\bar{\Lambda}_{1}^{T} \bar{\Lambda}_{2}\right\}-\tilde{\Delta}_{1}^{T} \bar{N}_{1} \tilde{\Delta}_{1} \\
&-\tilde{\Delta}_{2}^{T} \bar{N}_{2} \tilde{\Delta}_{2} \\
& \bar{\Gamma}_{8}=\operatorname{Sym}\left\{\tilde{\Delta}_{2}^{T} \bar{N}_{2} \tilde{\Delta}_{3}+\tilde{\Delta}_{7}^{T}\left(\bar{N}_{5} \tilde{\Delta}_{6}+2 \bar{N}_{6} \tilde{\Delta}_{4}\right)+\tilde{\Delta}_{8}^{T} \bar{N}_{5} \tilde{\Delta}_{9}\right. \\
&\left.-\tilde{\Sigma}_{2}\right\}+\gamma_{2}^{T} \bar{Q}_{2} \gamma_{2}-\tilde{\Delta}_{4}^{T} \bar{N}_{3} \tilde{\Delta}_{4} \\
& \bar{\Gamma}_{9}= \operatorname{Sym}\left\{\tilde{\Delta}_{1}^{T} \bar{N}_{1} \tilde{\Delta}_{3}+\tilde{\Delta}_{10}^{T}\left(\bar{N}_{5} \tilde{\Delta}_{6}+2 \bar{N}_{6} \tilde{\Delta}_{4}\right)+\tilde{\Delta}_{11}^{T} \bar{N}_{5} \tilde{\Delta}_{9}\right. \\
&\left.-\tilde{\Sigma}_{4}\right\}+\gamma_{2}^{T} \bar{Q}_{1} \gamma_{2}+\tilde{\Delta}_{4}^{T} \bar{N}_{3} \tilde{\Delta}_{4} \\
& \tilde{\Sigma}_{1}= {\left[\bar{S}_{1}, 0,-\bar{S}_{1}, 2 \bar{S}_{2}, 0,0\right], \tilde{\Sigma}_{2}=\left[\bar{S}_{2}, 0, \bar{S}_{2}, 0,0,0\right] } \\
& \tilde{\Sigma}_{3}= {\left[-\bar{S}_{3}, 0,0,0, \bar{S}_{3}, 2 \bar{S}_{4}\right], \tilde{\Sigma}_{4}=\left[\bar{S}_{4}, 0,0,0, \bar{S}_{4}, 0\right] } \\
& \tilde{\Delta}_{1}= {\left[\gamma_{1}^{T}-\iota_{3}^{T}, \gamma_{4}^{T}\right]^{T}, \tilde{\Delta}_{2}=\left[\gamma_{5}^{T}-\gamma_{1}^{T}, \gamma_{6}^{T}\right]^{T} } \\
& \Delta_{3}= {\left[\gamma_{2}^{T}, \gamma_{1}^{T}\right]^{T}, \tilde{\Delta}_{4}=\left[\gamma_{3}^{T}, \gamma_{5}^{T}, \gamma_{4}^{T}+\gamma_{6}^{T}\right]^{T} } \\
& \tilde{\Delta}_{5}= {\left[\gamma_{3}^{T}-\gamma_{1}^{T},-\gamma_{4}^{T}, \gamma_{5}^{T}-\gamma_{1}^{T}, \gamma_{6}^{T}\right]^{T} } \\
& \tilde{\Delta}_{6}= {\left[\gamma_{1}^{T}-\gamma_{3}^{T}, \gamma_{4}^{T}, \gamma_{5}^{T}-\gamma_{1}^{T}, \gamma_{6}^{T}\right]^{T}, \tilde{\Delta}_{7}=\left[0,0,-\gamma_{2}^{T},-\gamma_{1}^{T}\right]^{T} } \\
& \tilde{\Delta}_{8}= {\left[0,0, \gamma_{5}^{T}-\iota_{1}^{T}, \iota_{6}^{T}\right]^{T}, \tilde{\Delta}_{9}=\left[\gamma_{2}^{T}, \gamma_{1}^{T},-\gamma_{2}^{T},-\gamma_{1}^{T}\right]^{T} } \\
& \tilde{\Delta}_{10}= {\left[\gamma_{2}^{T}, \gamma_{1}^{T}, 0,0\right]^{T}, \tilde{\Delta}_{11}=\left[\gamma_{1}^{T}-\gamma_{3}^{T}, \gamma_{4}^{T}, 0,0\right]^{T} } \\
& \bar{\Lambda}_{1}= {\left[\sigma_{1} I, \sigma_{2} I, \sigma_{3} I, 0,0,0\right] } \\
& \bar{\Lambda}_{2}= {\left[A \bar{Z},-\bar{Z}, l_{i j} / \varepsilon_{j} B J, 0,0,0\right] . } \\
&
\end{aligned}
$$



Fig. 4. Communication topology of the network UAVs.
TABLE
Maximum Upper Bound $h_{M}$ FOR $h_{m}=0.001$ of Different Methods

| Methods | $h_{M}$ | NDV |
| :--- | :--- | :--- |
| [9](Theorem 2) | 1.01 | $19.5 n^{2}+2.5 n$ |
| [12](Corollary 2) | 1.40 | $19.5 n^{2}+2.5 n$ |
| Theorem 2 | 1.54 | $58 n^{2}+6 n$ |
| Corollary 2 | 1.62 | $72 n^{2}+6 n$ |

## IV. Numerical Examples

In this section, two simulation examples of the network UAVs and two-mass-spring systems (TMSSs) are illustrated to demonstrate the effectiveness of the proposed consensus conditions. Those examples can be practically used for the MASs theory.

## A. Case Study on the Low-Order System

According to Wu et al. [9] and Ge et al. [12], the MAS model of the network UAVs consisting of five agents is described by

$$
\begin{equation*}
\dot{z}_{i}(d)=\mathcal{A} z_{i}(d)+\mathcal{B} u_{i}(d)+v_{k}\left(z_{i}(d)\right) \tag{32}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathcal{A}=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right], \mathcal{B}=\left[\begin{array}{cc}
1 & 0.5 \\
0.5 & 1
\end{array}\right] \\
& v_{k}\left(z_{i}(d)\right)=\left[0.5 \sin \left(z_{i 1}(d)\right), 0.5 \sin \left(z_{i 2}(d)\right)\right]^{T}
\end{aligned}
$$

and $z_{i}(d)=\left[z_{i 1}(d), z_{i 2}(d)\right]^{T}(i=1, \ldots, 5)$. According to Assumption 1, the Lipchitz constant $m_{k}$ can be calculated as $m_{k}=0.5$. Fig. 4 shows the communication topology the network UAV. It can be obtained that the normalized left eigenvector corresponding to eigenvalue 0 of the Laplacian matrix $\mathbb{L}$ is $\varepsilon=[1 / 5,1 / 5,1 / 5,1 / 5,1 / 5]$.

1) When DoS attacks are not considered, the consensus problem of this system has been investigated in [9] and [12], where $h_{m}$ and $h_{M}$ are treated as the upper and lower bounds, respectively, of the interval between two consecutive sampling instants. For comparison, $h_{M}$ is calculated by Theorem 2 for a given $h_{m}=0.001$. The comparison results of the sampling intervals and the computational complexity are shown in Table I, from which it can be concluded that Theorem 2 outperforms the ones in [9] and [12]. It is worth mentioning that the only difference between Corollary 1 and Theorem 2 in [12] is the Lyapunov functionals. Therefore, the results in Table I further illustrate the advantages of the Lyapunov functionals that we have chosen.

As we have known, the total number of decision variables (NDV) is usually used to evaluate the computational complexity. From Table I, one can see that although our method can obtain a larger sampling interval, the computational complexity of the system has increased. These LMIs can be solved readily via the LMI toolbox in MATLAB and the average calculation time for


Fig. 5. State responses of the network UAVs with the sampled-data controller (33).
[9], [12], Theorem 2, and Corollary 1 is $0.21 \mathrm{~s}, 0.21 \mathrm{~s}, 0.27 \mathrm{~s}$, and 0.31 s , respectively. (Related calculational processes are implemented in MATLAB environment on a desktop which has an Intel Core i7-10875 CPU 2.3 GHz and 40 GB of RAM.) Although the average calculation time increases, it is clear that our sampling period is superior to the others from Table I. The larger sampling interval of sampled-data controllers has many superiorities, such as lower computational burden, less load limitation, and fewer actuators' actions. Moreover, for the practical application, the abovementioned calculation processes which are carried out offline do not affect the real-time collaborative control of the system. Therefore, the increase in calculation time is acceptable.

Based on Corollary 1, we set the parameters $\sigma_{1}=1.2, \sigma_{2}=$ 1.6 , and $\sigma_{3}=0.3$. Then, the maximal sampling period is obtained $h_{M}=1.62$ with the given minimum one $h_{m}=0.0001 \mathrm{~s}$, and the distributed control parameter is solved out as

$$
K=\left[\begin{array}{cc}
0.1792 & -0.4574  \tag{33}\\
0.1311 & 0.4734
\end{array}\right]
$$

Then, for the given initial conditions of the five UAVs $z_{1}(0)=$ $[10 ; 5], z_{2}(0)=[5 ; 12], z_{3}(0)=[-5 ; 5], z_{4}(0)=[15 ;-8]$, and $z_{5}(0)=[5 ;-12]$, the state responses of each dimension $j(j=1,2)$ are shown in Fig. 5 by implementing the controller gain K in (33). From the simulation results, one can verify the effectiveness of our proposed control protocol.
2) Zero-topology [17] represents the worst attack-induced situation, which means that communication among $N(N=5$ in Fig. 4) agents is interrupted, and communication is not restored until the attacks end. Suppose the minimum attack duration time $h_{m}=0.4 \mathrm{~s}$ and the maximum one $h_{M}=1.62 \mathrm{~s}$. Then, for the same initial conditions of the abovementioned five network UAVs, the state responses, sampled-data control input of the five network UAVs, and simulated DoS attack signal is presented in Fig. 6. From the abovementioned simulation results, it can be concluded that our proposed control protocol can counter the impact of $\operatorname{DoS}$ attacks to a larger extent.

## B. Case Study on the High-Order System

According to Zhang et al. [30], [31], we consider a group of TMSSs with single force input, where each TMSS is regarded as


Fig. 6. Simulation results of the network UAVs under DoS attacks $\left(h_{M}=1.62 \mathrm{~s}, h_{m}=0.4 \mathrm{~s}\right)$ with the controller gain (33). (a) Simulated DoS attacks signal. (b) States trajectories.
an agent. The state space equations of each agent are described by

$$
\dot{z}_{i}(d)=\mathcal{A} z_{i}(d)+\mathcal{B} u_{i}(d)
$$

where

$$
\mathcal{A}=\left[\begin{array}{cccc}
0 & 1 & 0 & 0 \\
\frac{-k_{1}-k_{2}}{m_{1}} & 0 & \frac{k_{2}}{m_{1}} & 0 \\
0 & 0 & 0 & 1 \\
\frac{k_{2}}{m_{2}} & 0 & \frac{-k_{2}}{m_{2}} & 0
\end{array}\right], \mathcal{B}=\left[\begin{array}{c}
0 \\
\frac{1}{m_{1}} \\
0 \\
0
\end{array}\right]
$$

$m_{1}=1.1 \mathrm{~kg}, m_{2}=0.9 \mathrm{~kg}, k_{1}=1.5 \mathrm{~N} / \mathrm{m}, k_{2}=1 \mathrm{~N} / \mathrm{m}, z_{i}(t)=$ $\left[z_{i 1}(t), z_{i 2}(t), z_{i 3}(t), z_{i 4}(t)\right]^{T}=\left[y_{1}, \dot{y}_{1}, y_{2}, \dot{y}_{2}\right]^{T}(i=1,2,3,4)$, $m_{1}$ and $m_{2}$ are two masses, $k_{1}$ and $k_{2}$ are spring constants, $u$ is the force input for mass 1 , and $y_{1}$ and $y_{2}$ are displacement of the two masses.

For this example, the communication topology of the TMSSs can be denoted as the following Laplacian matrix $\mathbb{L}$ :

$$
\mathbb{L}=\left[\begin{array}{cccc}
2 & -1 & -1 & 0 \\
-1 & 2 & 0 & -1 \\
-1 & 0 & 2 & -1 \\
0 & -1 & -1 & 2
\end{array}\right]
$$

It can be obtained that the normalized left eigenvector corresponding to eigenvalue 0 of the Laplacian matrix $\mathbb{L}$ is $\varepsilon=$ $[1 / 4,1 / 4,1 / 4,1 / 4,1 / 4]^{T}$.

Suppose that the TMSSs are exposed to such DoS attacks with the minimum attack duration time $h_{m}=0.2 \mathrm{~s}$ and the maximum one $h_{M}=1.6 \mathrm{~s}$. According to Corollary 2, we can design a resilient distributed sampled-data controller to counter such DoS attacks. With the paremeters $h_{m}=0.2, h_{M}=1.6, \sigma_{1}=$ $0.9, \sigma_{2}=1.9$, and $\sigma_{3}=0.3$, solving the LMIs (29) and (30),


Fig. 7. Simulation results of TMSSs under DoS attacks $\left(h_{M}=\right.$ $0.2 \mathrm{~s}, h_{m}=1.0 \mathrm{~s}$ ) with the controller gain (34). (a) Simulated DoS attacks signal. (b) States trajectories.
the distributed control parameter is solved out as

$$
K=\left[\begin{array}{llll}
-0.1626 & 0.0620 & 0.0236 & 0.0391 \tag{34}
\end{array}\right]
$$

In order to better show the effectiveness of the proposed resilient control method, we will provide simulation results under two DoS attacks with different attack frequencies and the same maximum attack duration time ( $h_{m}=0.2 \mathrm{~s}$ and $h_{M}=1.0 \mathrm{~s}$ ).

Suppose that the TMSSs are exposed to a sequence of DoS attacks simulated by Fig. 7(a), which means that the MASs have been attacked 13 times during [ $0,30 \mathrm{~s}$ ), the attack frequency is 0.433 times per second. Suppose that the TMSSs are exposed to a sequence of DoS attacks simulated by Fig. 8(a), which means that the MASs have been attacked 21 times during $[0,30 \mathrm{~s})$, the attack frequency is 0.7 times per second. From Figs. 7(b) and 8(b), it can be concluded that our proposed control protocol can counter the impact of DoS attacks to a larger extent.

## V. Conclusion

This article has investigated a resilient sampled-data consensus problem of the MASs against DoS attacks, which may be random or periodic. The worst attack-induced situation, zerotopology, is considered. Based on the information about DoS attacks obtained by the logic processors, the issue of resilient controllers design can be converted into a problem concerned with the upper and lower bound of the sampling interval of an ASDCS. It is worth mentioning that advanced Lyapunov functionals combined with loop functionals have been utilized to decrease the results' conservativeness. From the illustrative example of UAVs, it can be concluded that the sampling interval we have obtained is better than that in [9] and [12]. Besides, the numerical simulation results of the TMSSs indicate that


Fig. 8. Simulation results of TMSSs under DoS attacks ( $h_{M}=$ $0.2 \mathrm{~s}, h_{m}=1.0 \mathrm{~s}$ ) with the controller gain (34). (a) Simulated DoS attacks signal. (b) States trajectories.
the designed resilient controller can counter the DoS attacks' impact. Furthermore, our future directions will consider the performance optimization problem [32] and the case of directed topology [33].
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