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Self-learning sparse PCA for multimode process
monitoring

Jingxin Zhang, Donghua Zhou, Fellow, IEEE, and Maoyin Chen, Member, IEEE

Abstract—This paper proposes a novel sparse principal com-
ponent analysis algorithm with self-learning ability for successive
modes, where synaptic intelligence is employed to measure the
importance of variables and a regularization term is added to
preserve the learned knowledge of previous modes. Different
from traditional multimode monitoring methods, the monitoring
model is updated based on the current model and new data
when a new mode arrives, thus delivering prominent performance
for sequential modes. Besides, the computation and storage
resources are saved in the long run, because it is not necessary
to retrain the model from scratch frequently and store data from
previous modes. More importantly, the model furnishes excellent
interpretability owing to the sparsity of parameters. Finally, a
numerical case and a practical pulverizing system are adopted
to illustrate the effectiveness of the proposed algorithm.

Index Terms—Multimode process monitoring, sparse PCA,
synaptic intelligence, self-learning

I. BACKGROUND

Multimode process monitoring is increasingly demanded
and significant, as industrial systems generally operate in
varying modes due to raw materials, changing load, etc [1]–
[3]. Data from different modes have different characteristics,
such as mean value and variance [4], [5]. It is imperative to
investigate the effective manners for multimode processes [6],
[7].

Marcos et al [1] summarized the techniques for multimode
processes and divided the methods into two major categories,
namely, single-model schemes and multiple-model schemes.
Single-model methods aim to find a transformation to remove
the multimodality features and then the fault is detected by
a decision function [3]. Multiple-model methods identify the
mode and build the monitoring model within each mode
[2], [8], [9]. However, the information on all modes should
be complete, which is evidently impossible in real systems.
When a new mode arrives, the learned knowledge of previous
modes may be overwritten when training the same monitoring
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model for the current mode, which would lead to a abrupt
performance decrease. This phenomenon has been analyzed
and discussed in [10]. Overall, state-of-the-art methods afore-
mentioned need to retrain the monitoring model from scratch
[10], [11].

Since the operating modes in practical systems appear suc-
cessively, it is consuming to progressively retain massive data
and repeatedly retrain the models. Therefore, it is important
to establish a self-learning monitoring model and update it
continually when a new mode arrives. One strategy of realizing
self-learning ability is continual learning, where the model
is updated when new data are available. The technical core
of continual learning is to accommodate new information
while preserving the acquired knowledge [11], [12]. However,
there exists one longstanding challenge, namely, ‘catastrophic
forgetting’ issue, where the information of previous modes is
overlapped by new data and a new model based on new data
may fail to monitor previous modes. Various schemes have
been developed to alleviate this issue and supply excellent
performance [11]–[14]. Nevertheless, it is still scarce to in-
vestigate the process monitoring techniques with self-learning
ability [15]–[17].

Zhang et al firstly focused on this research and illus-
trated the necessity in [10], where a single monitoring model
with continual learning ability was investigated for successive
modes. Elastic weight consolidation (EWC) [11] was em-
ployed to solve the ‘catastrophic forgetting’ of traditional prin-
cipal component analysis (PCA) [10], [18], referred to as PCA-
EWC, which retained the significant information of previous
modes by slowing down the changes of certain influential
parameters. Note that EWC estimates the importance measure
offline based on the point estimate of Fisher information
matrix (FIM) [11].

Consider the poor interpretability of PCA, this paper in-
vestigates sparse PCA (SPCA) with self-learning ability for
multimode process monitoring, where the model is updated
based on the current model and new data. Instead of EWC,
we consider synaptic intelligence (SI), which calculates the
importance matrix along the entire learning trajectory [19]–
[21], by computing the gradients of loss and the parameter
update. For convenience, the proposed SPCA with SI is
denoted as SPCA-SI. Compared with PCA-EWC [10], SPCA-
SI utilizes L1 regularization to enhance the sparsity of critical
parameters, thus providing better model interpretability. Be-
sides, the importance measure by SI is easier to estimate than
EWC, because the gradients are usually available while FIM is
intractable. Moreover, sparse representation is also beneficial
to reduce catastrophic forgetting, as there are fewer model-
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Fig. 1. Illustration of gradient decent optimization for different modes: (a) The trajectory for one mode; (b) The trajectory when training the same model on
the second mode subsequently; (c) The trajectory when minimizing the total loss from both modes (green) and gradients from each mode (red and blue) [13].

sensitive parameters [13], [14], [20]. In this paper, we assume
that the mode transition is accomplished in a short time and
the switching time is available.

The rest of this paper is organized below. Section II reviews
SPCA and SI briefly, and introduces the research problem.
The proposed SPCA-SI algorithm is elaborated in Section III
and settled by accelerated proximal gradient descent (APG)
method. A novel T 2 statistic is proposed and the monitoring
procedure is summarized in Section IV. Besides, the influence
of parameters and computational complexity are discussed.
The effectiveness of the proposed approach is illustrated by
a numerical case study and a practical coal puzzling system
in Section V. The concluding remark is given in Section VI.

II. PRELIMINARY

A. Revisit of SPCA

Here we give another perspective of SPCA, where the
projection vectors are acquired one by one.

Given the dataset X ∈ RN×m, N is the number of samples
and m is the number of variables. PCA aims to minimize the
reconstruction error, namely,

min
∥∥X −XppT∥∥2

F
s.t. pTp = 1

where p ∈ Rm is the projection vector.
Consider the virtues of sparsity, L1 regularization is adopted

to enhance interpretability and alleviate catastrophic forgetting
simultaneously [13], [14]. Thus, the objective of SPCA is

min
∥∥X −XppT∥∥2

F
+ λ ‖p‖1

s.t. pTp = 1
(1)

where λ is a regularization parameter. After p is calculated,
let X = X−XppT , and repeat (1) until l projection vectors
are obtained. Here, the number of principal components l is
determined by cumulative percent variance.

B. Review of SI

The synaptic framework was proposed and detailed infor-
mation has been described in [19]. Here we overview the key
points [19], [20].

For a learning process, we aim to seek for the optimal
parameter θ given the objective function J(θ). Gradient-based

methods are effective manners to solve the optimization prob-
lem. SI estimates the importance measure for each parameter
along the learning trajectory, which reflects the sensitivity of
each parameter to the loss.

The gradient is a conservative field, and the value of the
integral along the trajectory is equal to the difference between
the end point and the start point [19]. Consider an infinitesimal
parameter update δ (k) at kth iteration, the change in loss is
approximated by

J (θ (k) + δ (k))− J (θ (k)) ≈
∑
i gi (k) δi (k)

where g = ∂J
∂θ is the gradient, δi (k) = θi (k) − θi (k − 1).

During the whole learning process, the change in loss over
the entire trajectory is calculated by∑

k

g (k) δ (k) =
∑
i

∑
k

gi (k) δi (k)

=−
∑
i

$i

More intuitively [21],

$i =
∑
k

(θi (k)− θi (k − 1))
−∂J
∂θi (k)

(2)

Then, the importance measure is normalized by [20]

$̄i = max

(
0,

$i

(∆θi)
2

+ ζ

)
(3)

thus the regularization term and the loss shares the same unit.
∆θi=

∑
k (θi (k)− θi (k − 1)) is the total change for each

parameter and ζ is added to avoid ill-conditioning issue.

C. Problem reformulation

This paper proposes a self-learning process monitoring
approach for successive modes, which is built based on SPCA
and the model is updated when a new mode arrives. We take
two modes to depict the research problem by Fig. 1 [13].

When training the monitoring model for mode M1, the
optimization issue is settled by gradient decent method and
the trajectory of SPCA is exhibited in Fig. 1a. When a new
mode M2 arrives, traditional SPCA-based methods generally
train the model subsequently, as illustrated in Fig. 1b. In this
case, the learning of mode M2 leads to an overlap of the
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learned knowledge, which indicates that the retrained model
is not efficient for the previous modeM1. This paper aims to
accommodate new data by a continually updated model while
accumulating the learned knowledge, thus delivering brilliant
performance for two or more modes. As shown in Fig. 1c, the
total loss for both modes is considered simultaneously and
the optimal solution is an equilibrium between the gradients
of different modes [13].

III. METHODOLOGY

In this section, we present the procedure of SPCA-SI for
the first mode and the objective is optimized by APG. Then,
SPCA-SI is extended to more general cases.

A. SPCA-SI for the first mode
For the first mode M1, data X1 are collected. We settle

the issue (1) by augmented Lagrangian function:

J =
∥∥X1 −X1pp

T
∥∥2
F

+ λ‖p‖1 + µ
(
pTp− 1

)2
(4)

where µ is the Lagrange parameter. (4) is nonconvex and
nonsmooth, and can not be directly settled by gradient-based
methods.

APG is an effective technique to deal with this type of
optimization issue and employed in this paper [22]. We divide
(4) into smooth part g (p) and nonsmooth part h (p), namely,

g (p) =
∥∥X1 −X1pp

T
∥∥2
F

+ µ
(
pTp− 1

)2
(5)

h (p) = λ‖p‖1 (6)

B. Solution with APG
The procedure of APG contains the gradient-based part of

g (p) and the proximal gradient.
For the smooth part g (p), (5) is equivalent to

g (p) =tr
(
XT

1X1

)
+ µ+ tr

(
ppT

(
XT

1X1 + µI
)
ppT

)
− 2tr

(
ppT

(
XT

1X1 + µI
))

Thus, the gradients are

∇pg (p) =
∂g

∂p
= ppTG1p+G1pp

Tp− 2G1p (7)

∇µg (p) =
∂g

∂µ
=
(
pTp− 1

)2
(8)

where G1 = 2
(
XT

1X1 + µI
)

.
For h (p), the proximal function is defined as [22], [23]

p+ = arg min
z

1

2t
‖z − (p− t∇pg (p))‖22 + h (z)

:=proxh,t (p− t∇pg (p))
(9)

Inspired by Adam [24], the learning rate t is adaptively
estimated to accelerate convergence. At kth iteration, tk is
calculated by

tk =f (α, tk−1,∇gk)

=α

/(√(
τ2tk−1 + (1− τ1) ‖∇gk‖2

)/
(1− τ2) + ε

)
(10)

Algorithm 1 APG for optimization issue (4)
Input: Initialize p1 = p0, z1 = p0, t1 = t0 = 0, ω̄1 = 0,
τ1 = 0.9, τ2 = 0.999, ε = 10−8, ty0 = 10−4, tp0 = 10−4,
tµ0 = 10−4, αp = 0.001, αµ = 0.01
Output: the optimal p, and the importance measure ω
for k = 1, 2, 3, · · · do

1) Update the projection vector:
a) yk = pk + tk−1

tk
(zk − pk) + tk−1−1

tk

(
pk − pk−1

)
b) zk+1 = proxh,ty (yk − t

y
k∇pg (yk)), calculate tyk =

f
(
αp, tyk−1,∇pg (yk)

)
by (10)

c) vk+1 = proxh,tp (pk − t
p
k∇pg (pk)), calculate tpk =

f
(
αp, tpk−1,∇pg (pk)

)
by (10)

d) tk+1 =

√
4(tk)

2+1+1

2

e) pk+1 =

{
zk+1, if J (zk+1) ≤ J (vk+1)
vk+1, otherwise

2) Update µ, µk+1 = µk + tµk∇µg
(
pk+1

)
, tµk =

f
(
αµ, tµk−1,∇µg (pk+1)

)
3) Calculate the importance measure ω̄k+1 = ω̄k −((

∇g
(
pk+1

))T � (pk+1 − pk
)T)T

end for
Normalize ω̄ by (13) and denote as ω

where ∇gk is the corresponding gradient. α, τ1 and τ2 are
constants. ε is added to avoid ill-conditioning issue.

The proximal function prox is defined and the proximal
gradient is calculated by the soft threshold [22]

proxh,t (p) = arg min
z

1

2t
‖z − p‖22 + λ‖z‖1

=Sλt (p)

The soft threshold Sλt (p) has an analytical solution [25]:

[Sλt]i =

 pi − λt, pi > λt
0, |pi| ≤ λt
pi + λt, pi < λt

(11)

where pi is the ith element of p.
According to (2), the importance measure is computed by

ω̄ =
∑
k

(
(∇g (pk))

T �
(
pk − pk−1

)T)T
(12)

where � denotes the Khatri-Rao product and pk is the pro-
jection vector at kth iteration step. Accordingly, each element
of ω̄ is normalized by

ωi = max

(
0,

ω̄i

(∆pi)
2

+ ζ

)
(13)

where ∆pi represents the total change, 1 ≤ i ≤ m. The
solution is summarized in Algorithm 1.

The procedure of SPCA-SI is summarized in Algorithm 2.
For convenience, the optimal projection matrix and the impor-
tance measure are denoted as PM1

and ΩM1
, respectively.

C. SPCA-SI for multiple modes

When the mode Mi (i ≥ 2) arrives, only data Xi are
available for training and data from previous modes are not
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retained. SPCA-SI aims to learn the new mode while consol-
idating the acquired knowledge of previous modes. As shown
in Fig. 1c, we need to minimize the total loss of all modes,
with the constraint that the loss functions of previous trained
modes are unavailable. To alleviate catastrophic forgetting,
drastic changes to influential parameters in the past should be
avoided. Therefore, a quadratic surrogate loss is introduced to
approximate the total loss of previous modes [19].

The model of SPCA-SI is updated based on the current
model and new data. For the jth projection vector (1 ≤ j ≤ l),
the objective is designed as:

min
∥∥Xi −Xipp

T
∥∥2
F

+
(
p− pMi−1

)T
Ω̄
(
p− pMi−1

)
+ λ ‖p‖1

s.t. pTp = 1
(14)

where pMi−1
is the jth column of PMi−1 , Ω̄ = γidiag (ω),

ω is the importance measure corresponding to pMi−1
and the

jth column of
^

ΩMi−1
,

^

ΩMi−1
=
∑i−1
r=1 ΩMr

, and γi is the
weight which trades off previous versus current modes. Similar
to [11], [19], the additional regularization term is the quadratic
surrogate loss, which makes the optimal parameters of current
mode close to the previous one, with a small loss.

Similarly, the augmented Lagrangian function is depicted as

J =
∥∥Xi −Xipp

T
∥∥2
F

+ λ ‖p‖1 + µ
(
pTp− 1

)2
+
(
p− pMi−1

)T
Ω̄
(
p− pMi−1

) (15)

The smooth part g (p) and the corresponding gradient are

g (p) =
∥∥Xi −Xipp

T
∥∥2
F

+
(
p− pMi−1

)T
Ω̄
(
p− pMi−1

)
+ µ

(
pTp− 1

)2
(16)

∇pg (p) =ppTGip+Gipp
Tp− 2Gip+ 2Ω̄

(
p− pMi−1

)
(17)

where Gi = 2
(
XT
i Xi + µI

)
.

The solution can refer to Algorithm 2. The optimization
problem is (15), and the gradients are calculated by (17) and
(8). The optimal projection matrix and importance measure
are denoted as PMi and ΩMi , respectively.

Algorithm 2 Procedure of SPCA-SI
Require: data X , l
Ensure: The projection matrix P , the importance measure Ω

1: Initialize P 0 =
[
p01 · · · p0l

]
= Im,l, j = 1;

2: Scale X to zero mean and unit variance;
3: Let p0 = p0j , solve (4) by APG as summarized in

Algorithm 1. The gradients are calculated by (7-8);
4: The optimal projection vector and importance measure are

denoted as pj and ωj . Deflate X as X := X −XpjpTj ;
5: Let j = j + 1, return to step 3 until j > l;
6: P =

[
p1 · · · pl

]
, Ω =

[
ω1 · · · ωl

]
.

Algorithm 3 Off-line training phase of SPCA-SI
1: For the mode M1, collect data X1;
2: Normalize X1 to zero mean and unit variance;
3: Perform traditional PCA on X1 and calculate the number

of principal components l;
4: Solve the issue (4) by Algorithm 2, acquire PM1 and

ΩM1 . The gradients are calculated by (7-8);
5: Calculate statistics by (18-19) and thresholds by KDE;
6: For the mode Mi (i ≥ 2), collect data Xi;
7: Scale Xi to zero mean and unit variance;
8: Solve the issue (15) by Algorithm 2, acquire PMi

and
ΩMi . The gradients are calculated by (8) and (17) ;

9: Calculate statistics by (18-19) and thresholds by KDE.

IV. MONITORING MODEL AND DISCUSSION

A. Monitoring statistics

Two statistics are designed to monitor the operating con-
dition. To enhance the monitoring performance for previous
modes, the partial covariance information of last mode is
adopted to calculate T 2 statistic. For mode Mi (i ≥ 1),

T 2 = xTPMiΞ
−1
Mi
P T
Mi
x (18)

where x ∈ Xi, PMi is the projection matrix, ΞMi =

P T
Mi

(
η
XT

i Xi

Ni−1 + (1− η)PMi−1ΞMi−1P
T
Mi−1

)
PMi , and

Ni is the number of samples, η trades off the previous versus
current modes with 0 ≤ η ≤ 1. PMi−1

and ΞMi−1
are

acquired from mode Mi−1, which represent the information
of previous modes without storing the original data. When
i = 1, let η = 1, ΞM1

=
XT

1X1

N1−1 . If i > 1, η is estimated
by the importance of previous modes. Correspondingly, the
squared prediction error (SPE) is calculated by

SPE = xT
(
I − PMiP

T
Mi

)
x (19)

The thresholds are calculated by kernel density estimation
(KDE) [26] and the confidence level is 99%. Once one statistic
is beyond its threshold, a fault is detected. The training
procedure is summarized in Algorithm 3.

B. Discussion

1) Parameter setting: SPCA-SI has three regularization
parameters. λ affects the sparsity and SPCA is transformed
to PCA when λ = 0. Thus, SPCA-SI is equivalent to PCA-
SI. Similarly, PCA-SI offers continual learning ability but the
parameters are not sparse.

Then, we explain how the continual learning ability is
influenced by γi and η. Two extreme cases are given as an
example. When γi = 0 and η = 1, SPCA-SI is equivalent to
traditional SPCA and information of previous modes is forgot-
ten catastrophically (similar to Fig. 1b). When γi → ∞ and
η = 0, the information of mode M1 is completely preserved
while the knowledge of subsequent modes is not learned. In
other cases, information of different modes is memorized and
beneficial to monitor multiple modes simultaneously.
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2) Computational complexity: The computational complex-
ity focuses on Algorithms 1 and 2. ktotal is the total number
of iterations. Here we use flam to reflect the complexity.
The calculation of Gi needs 1

2Nim
2 + 2m flam. For mode

M1, 10m2 + 38m+ 14 flam is required for each iteration in
Algorithm 1. Thus, the computational complexity is (10m2 +
38m+14)ktotal+ l( 1

2N1m
2 +3N1m+2m) flam for training.

For mode Mi (i ≥ 2), Algorithm 1 needs 10m2 + 50m+ 14
flam in total for each iteration. The training phase needs
(10m2 + 50m+ 14)ktotal + l( 1

2Nim
2 + 3Nim+ 2m) flam.

V. CASE STUDY

This section adopts two case studies to illustrate the ef-
fectiveness of SPCA-SI. Recursive PCA (RPCA) [27] and
improved mixture of probabilistic PCA (IMPPCA) [26] are
employed for comparison. For IMPPCA, the mode is automati-
cally identified by membership degree. The fault detection rate
(FDR) and false alarm rate (FAR) are employed to evaluate
the monitoring performance.

A. Numerical case

The following numerical case is adopted:

x1
x2
x3
x4
x5
x6
x7
x8


=



0.55 0.82 0.94
0.23 0.45 0.62
−0.61 0.62 0.41
0.49 0.79 0.89
0.89 −0.92 0.06
0.76 0.74 0.35
0.46 0.28 0.81
−0.02 0.41 0.01



 s1
s2
s3

+ e

where the noise e follows Gaussian distribution with ei ∼
N(0, 0.001), i = 1, · · · , 8. Sequential data are generated suc-
cessively from two modes:
• Mode 1: s1 ∼ U([−10,−9.7]), s2 ∼ N(−5, 1), and
s3 ∼ U([2, 3]);
• Mode 2: s1 ∼ U([−6,−5.7]), s2 ∼ N(−1, 1), and s3 ∼
U([3, 4.2]);
where U([−10,−9.7]) represents the uniform distribution be-
tween −10 and −9.7, and so on.

We generate 1000 normal samples to train the monitoring
model and 1000 samples for fault detection, including the first
500 normal samples and the last 500 faulty samples through
the following scenarios:

TABLE I
COMPARATIVE SCHEME FOR NUMERICAL CASE

Methods Training
sources

Model
label

Testing
sources

Situation 1 SPCA Mode 1 A Mode 1
Situation 2 SPCA-SI Model A+Mode 2 B Mode 2
Situation 3 SPCA-SI - B Mode 1
Situation 4 SPCA Mode 2 C Mode 2
Situation 5 SPCA - C Mode 1
Situation 6 RPCA Modes 1,2 D Mode 1
Situation 7 RPCA - D Mode 2
Situation 8 IMPPCA Modes 1,2 E Mode 1
Situation 9 IMPPCA - E Mode 2

TABLE II
FDR (%) AND FAR (%) FOR NUMERICAL CASE

Fault type Fault 1 Fault 2 Fault 3

Indexes FDR FAR FDR FAR FDR FAR
Situation 1 100 7.4 100 2.6 96.8 0
Situation 2 100 6.6 100 2.2 91.0 0
Situation 3 98.6 2.4 99.6 1.0 90.6 4.6
Situation 4 100 8.4 100 2.6 96.4 0
Situation 5 100 93.4 100 90 98.8 65.2
Situation 6 100 98.4 100 98.4 100 98.4
Situation 7 100 33.2 100 100 100 100
Situation 8 100 2.2 100 2.6 95.2 1.4
Situation 9 100 2.2 100 1.8 96.0 2.0

• Fault 1: step fault of x3, x3 = x∗3 + 0.08;
• Fault 2: step fault of x6, x6 = x∗6 + 0.08;
• Fault 3: slope drift of x1, x1 = x∗1 + 0.001(k − 500);
where 500 ≤ k ≤ 1000, x∗1, x∗3 and x∗6 are normal.

The simulation scheme is designed to illustrate the effec-
tiveness and superiorities of SPCA-SI, as summarized in Table
I. Note that ‘-’ indicates that there is no need to retrain the
model and the current monitoring model is adopted for fault
detection. The first five situations are utilized to verify that
SPCA-SI alleviates the catastrophic forgetting of traditional
SPCA and furnishes self-learning ability. Specifically, the re-
sults of Situations 1 and 4 testify the effectiveness of SPCA for
a mode. The monitoring results of Situations 2 and 3 are used
to prove that SPCA-SI is able to monitor two modes simul-
taneously by a continually updated model, which assimilates
new data when a new mode appears. Situation 5 is designed
to show that SPCA fails to monitor the previous mode and
the learned knowledge is overwritten by new information. For
situations 6-9, RPCA and IMPPCA are compared to illustrate
the superiorities of SPCA-SI further.

Take Fault 1 as an example to interpret the monitoring
consequences in detail, as described in Fig. 2. As the moni-
toring charts for Mode 1 and Mode 2 are similar for SPCA,
the simulation chart of Situation 1 is not listed. In Figs. 2a-
2b, SPCA-SI enables to detect the fault in Modes 1 and 2
accurately by model B, which is updated based on the existing
model A and data from Mode 2. The model C fails to detect
the fault in Mode 1, as depicted in Fig. 2d. The FDR is
100% and FAR is 93.4%, which indicates that the learned
knowledge of Mode 1 is forgotten when training the model
C (similar to Fig. 1b). According to Situations 1-5, SPCA-SI
alleviates the catastrophic forgetting of SPCA and provides
self-learning ability for successive modes. For Situation 6-7,
RPCA is unable to track the system changes and distinguish
the novelty from normality. In Figs. 2g-2h, IMPPCA detects
the fault accurately and the FDRs are 100%.

The monitoring results of three faults are summarized in
Table II. The analysis aforementioned is equally applied to
Fault 2 and Fault 3. Traditional SPCA forgets the significant
features of previous modes when training the same model se-
quentially and fails to deliver prominent performance. SPCA-
SI is capable of monitoring two modes simultaneously based
on a continually updated model and settles the catastrophic
forgetting of SPCA. RPCA fails to distinguish between the
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Fig. 2. Monitoring charts of Fault 1

normal modes and faults. IMPPCA detects the fault accurately
and needs to be retrained from scratch when new modes
appear. Thus, it consumes much more storage space and
computational resource than SPCA-SI. Overall, SPCA-SI with
self-learning ability is superior to IMPPCA and RPCA, as it
can monitor multiple modes accurately, and the computation
and storage resources are saved in the long run.

B. Pulverizing system process monitoring

The 1000-MW ultra-supercritical thermal power plant is
increasingly popular due to potential economic benefits and
low pollution [10]. This paper investigates the coal pulverizing
system in Zhoushan Power Plant in China, which provides
high quality pulverized coal for boiler. As depicted in Fig. 3,
it contains coal feeder, coal mill, rotary separator, raw coal
hopper and stone coal scuttle. In practical systems, the types

Fig. 3. Schematic diagram of the coal pulverizing system

of coal and unit load would change frequently, thus generating
successive operating modes.

In this paper, we focus on two typical faults, namely,
abnormality from outlet temperature (Fault 4) and rotary
separator (Fault 5). The information is summarized in Table
III. Note that the number of training samples and testing
samples are shorted for NoTrS and NoTeS, respectively. Nine
key variables are selected by prior knowledge. Assume that
when new modes appear, the system operates under the normal
condition at the preliminary stage.

To illustrate the effectiveness and self-learning ability of
SPCA-SI, 17 situations are designed in Table IV. Three
different modes are considered in this case. Similar to the
numerical case, Situations 1, 4 and 9 are utilized to illustrate
the effectiveness of SPCA for a mode. Situations 2, 3, 6, 7
and 8 are designed to verify that SPCA-SI can monitor several
modes simultaneously, where new data are assimilated while
preserving the learned knowledge. Situations 5, 10 and 11 are
employed to show the catastrophic forgetting issue of SPCA.
For Situations 12-14, RPCA is adopted to track the successive
modes. Take Situation 12 as an example, Modes 1-3 appear
sequentially and Mode 1 occurs again, and the fault occurs in
Mode 1. For Situations 15-17, IMPPCA is adopted to monitor
three modes and the training data are required to be complete.

The monitoring results of Fault 4 and Fault 5 are sum-
marized in Table V. Take Fault 4 as an instance to explain
the results detailedly. SPCA can detect the fault in Mode 1
accurately, but the FAR is 5.62%. When a new mode 2 arrives,
the model is updated based on the model A and the newly
collected data. Thus, the monitoring model B is able to monitor
the two successive modes simultaneously, and the FDRs are
higher than 99%. Besides, the FAR of Situation 3 is lower
than that of Situation 1, which indicates that information of
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TABLE III
DATA INFORMATION OF THE COAL PULVERIZING SYSTEM

Fault
type

Mode
number NoTrS NoTeS Fault

location

Fault 4
1 2160 2880 909
2 1080 1080 533
3 1440 1440 626

Fault 5
1 2880 1080 806
2 720 720 352
3 2880 2160 134

TABLE IV
SIMULATION SCHEME FOR THE PULVERIZING SYSTEM

Methods Training
sources

Model
label

Testing
sources

Situation 1 SPCA Mode 1 A Mode 1
Situation 2 SPCA-SI Model A+Mode 2 B Mode 2
Situation 3 SPCA-SI - B Mode 1
Situation 4 SPCA Mode 2 C Mode 2
Situation 5 SPCA - C Mode 1
Situation 6 SPCA-SI Model B+Mode 3 D Mode 3
Situation 7 SPCA-SI - D Mode 1
Situation 8 SPCA-SI - D Mode 2
Situation 9 SPCA Mode 3 E Mode 3
Situation 10 SPCA - E Mode 1
Situation 11 SPCA - E Mode 2
Situation 12 RPCA Modes 1, 2, 3 F Mode 1
Situation 13 RPCA - F Mode 2
Situation 14 RPCA - F Mode 3
Situation 15 IMPPCA Modes 1, 2, 3 H Mode 1
Situation 16 IMPPCA - H Mode 2
Situation 17 IMPPCA - H Mode 3

Mode 2 is beneficial to reduce the false alarms of Mode 1.
The monitoring model C enables to monitor two modes. But
the FAR of Mode 1 is 6.5% and higher than that of SPCA-
SI. When the new mode 3 appears, the proposed SPCA-SI
trains the model D based on the model B and the current data
collected. It enables to monitor the three modes simultaneously
and the FDRs approach to 100%. Besides, the FARs are
the lowest among all situations. It is revealed that SPCA-SI
can preserve partial significant information of trained modes,
which is advantageous to monitor other similar modes. RPCA
fails to detect the fault in three modes and the FARs approx-
imate to 100%. Although IMPPCA is capable of monitoring
modes 1 and 2, the FAR for Mode 3 is 41.12%. IMPPCA fails
to deliver desired expert level monitoring performance.

Owing to the paper length limitation, we just select 8
representative monitoring charts of Fault 4, as exhibited in
Fig. 4. The simulation results of SPCA-SI are mainly listed.
Two charts of RPCA and IMPPCA are selected as comparison.
The analysis of Fault 4 also applies to Fault 5. Note that the
FAR of IMPPCA for Mode 2 is 51.28%.

According to Table IV, SPCA is vulnerable to catastrophic
forgetting issue and fails to monitor multiple modes based on
the same model. SPCA-SI provides self-learning ability and
the model is updated when a new mode arrives, which enables
it to monitor multiple modes accurately. Moreover, the learned
knowledge of previous modes is preserved continually and
the model-sensitive parameters are fewer than PCA. Similar

TABLE V
FDR (%) AND FAR (%) FOR THE PRACTICAL CASE

Fault type Fault 4 Fault 5

Indexes FDR FAR FDR FAR
Situation 1 99.95 5.62 100 0
Situation 2 99.45 0 100 5.98
Situation 3 99.95 4.07 100 0
Situation 4 99.45 0 100 15.38
Situation 5 99.95 6.5 100 0
Situation 6 100 0.32 93.49 0
Situation 7 99.95 1.54 100 0
Situation 8 99.45 0 100 13.96
Situation 9 100 0.48 92.75 0

Situation 10 99.95 75.77 100 0
Situation 11 100 100 100 94.87
Situation 12 100 99.45 100 100
Situation 13 100 100 100 100
Situation 14 100 100 100 100
Situation 15 100 6.61 100 3.23
Situation 16 100 6.95 100 51.28
Situation 17 100 41.12 98.96 0

to numerical case, RPCA is incapable of separating normal
modes and faults. Besides, IMPPCA is unable to monitor three
modes accurately as the FARs are more than 20%. When a
new mode appears, we need to store data and retrain the model
from scratch, which costs considerable resources and energy.
In conclusion, SPCA-SI outperforms other comparative meth-
ods in consideration of detection accuracy and demanding
resources in the long term.

VI. CONCLUSION

This paper presented a novel SPCA-SI method with self-
learning ability for monitoring successive modes. The im-
portance measure of variables is evaluated by SI along the
learning trajectory. The acquired knowledge of previous modes
is accumulated and the model is updated when new data
are available, thus delivering excellent performance for suc-
cessive modes. The optimization issue is settled by APG
and the learning rate is adaptively determined to accelerate
convergence. Besides, the influence of parameters is discussed
and different methods can be converted by specific parameter
setting. SPCA-SI furnishes excellent model interpretability,
as the critical parameters are sparse. Moreover, a novel T 2

statistic is presented, where the significant information of
previous modes is consolidated further. The effectiveness of
the proposed method has been illustrated by a numerical case
and a practical industrial system.

This proposed method requires the similarity among differ-
ent modes and prior information about mode switching time.
In future, we’ll investigate the numerous and diverse modes,
with the mode switching time identified automatically.
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