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Real-time 3D human action recognition based
on Hyperpoint sequence
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Abstract— Real-time 3D human action recognition has
broad industrial applications, such as surveillance, human-
computer interaction, and healthcare monitoring. By re-
lying on complex spatio-temporal local encoding, most
existing point cloud sequence networks capture spatio-
temporal local structures to recognize 3D human actions.
To simplify the point cloud sequence modeling task, we
propose a lightweight and effective point cloud sequence
network referred to as SequentialPointNet for real-time 3D
action recognition. Instead of capturing spatio-temporal
local structures, SequentialPointNet encodes the temporal
evolution of static appearances to recognize human ac-
tions. Firstly, we define a novel type of point data, Hyper-
point, to better describe the temporally changing human
appearances. A theoretical foundation is provided to clarify
the information equivalence property for converting point
cloud sequences into Hyperpoint sequences. Secondly, the
point cloud sequence modeling task is decomposed into
a Hyperpoint embedding task and a Hyperpoint sequence
modeling task. Specifically, for Hyperpoint embedding, the
static point cloud technology is employed to convert point
cloud sequences into Hyperpoint sequences, which intro-
duces inherent frame-level parallelism; for Hyperpoint se-
quence modeling, a Hyperpoint-Mixer module is designed
as the basic building block to learning the spatio-temporal
features of human actions. Extensive experiments on three
widely-used 3D action recognition datasets demonstrate
that the proposed SequentialPointNet achieves competitive
classification performance with up to 10X faster than exist-
ing approaches.

Index Terms— 3D action recognition, point cloud se-
quence, SequentialPointNet, Hyperpoint.

I. INTRODUCTION

W ITH the release of low-cost depth cameras, 3D human
action recognition has attracted more and more atten-

tion from researchers, which has broad industrial applications,
such as human-computer interaction, security surveillance,
automated driving, and robotics applications [1]. 3D human
action recognition [2]–[4] can be divided into three cate-
gories based on different data types: 1) skeleton sequence-
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Fig. 1. SequentialPointNet decomposes the complex point cloud
sequence modeling task into a static point cloud technology-based Hy-
perpoint embedding task and a simple Hyperpoint sequence modeling
task.

based 3D human action recognition, which focuses on human
joint trajectories; 2) depth sequence-based 3D human action
recognition, in which pixel values in depth maps represent the
distance information from human bodies to the depth camera;
3) point cloud sequence-based 3D human action recognition,
which studies the spatial distribution of human appearance
along the time dimension. Compared with skeleton sequence-
based approaches, point cloud sequences are more convenient
to be collected without additional pose estimation algorithms.
Compared with depth sequence-based approaches, point cloud
sequence-based methods yield lower computation costs. For
these reasons, we focus on point cloud sequence-based 3D
human action recognition in this work.

Point cloud sequences of 3D human actions exhibit un-
ordered intra-frame spatial information and ordered inter-
frame temporal information. Due to the complex data struc-
tures, capturing the spatio-temporal textures from point cloud
sequences is extremely challenging. An intuitive way is to
convert the point cloud sequence to a static point cloud and
employ the static point cloud method to encode [5]. However,
using static point clouds to represent the entire point cloud
sequence loses a lot of spatio-temporal information, which
degrades the recognition performance. Therefore, point cloud
sequence methods are necessary, which directly consume the
point cloud sequence for 3D human action classification.
In order to model the dynamics of point cloud sequences,
cross-frame spatio-temporal local neighborhoods are usually
constructed. After that, point spatio-temporal operations, such
as 4D PointNet [6], point spatio-temporal convolution [7],
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and point 4D convolution [8], are used to encode the spatio-
temporal local structures. Nevertheless, unlike conventional
grid-based videos, spatio-temporal local encoding for point
cloud sequences is both sophisticated and time-consuming
because point cloud sequences are irregular and unordered
in the spatial dimension. Furthermore, cross-frame spatio-
temporal local encoding restricts frame-level parallel computa-
tion, which is not conducive to real-time point cloud sequence
modeling.

In this paper, we propose a lightweight frame-level parallel
point cloud sequence network, named SequentialPointNet, for
real-time 3D human action recognition without resorting to
spatio-temporal local encoding. SequentialPointNet remark-
ably simplifies the complexity of the point cloud sequence
modeling task and improves computational efficiency while
achieving strong recognition performance. SequentialPointNet
encodes the temporal evolution of static appearances instead
of capturing spatio-temporal local structures to recognize
human actions. We define a novel type of point data named
Hyperpoint to better describe the temporally changing human
appearances. As shown in Fig. 1, the key to our approach
is to decompose the complex point cloud sequence modeling
task into a static point cloud technology-based Hyperpoint
embedding task and a simple Hyperpoint sequence modeling
task. Specifically, we employ the static point cloud technology
as a Hyperpoint embedding module to flatten each point
cloud frame into a Hyperpoint. In this fashion, the spatial
structure of the human appearance is encoded and embedded
into the corresponding Hyperpoint. Further, these Hyperpoints
are assembled together and form a Hyperpoint sequence. We
design a Hyperpoint-Mixer module as the basic building block
to model Hyperpoint sequences for recognizing 3D human
actions.

Our main contributions are summarized as follows:
• To avoid computationally expensive spatio-temporal local

encoding, we propose an efficient and effective point cloud
sequence network, dubbed SequentialPointNet, for real-time
3D human action recognition. SequentialPointNet treats point
cloud sequence modeling as a two-phase task: Hyperpoint
embedding and Hyperpoint sequence modeling, which sig-
nificantly simplifies the encoding complexity and improves
computational efficiency while realizing superior recognition
performance.

• To the best of our knowledge, we are the first to mathe-
matically define Hyperpoint and design a Hyperpoint-Mixer
module as the basic building block to model Hyperpoint
sequences.

• Our SequentialPointNet achieves up to 10× faster than
existing point cloud sequence models and yields the cross-
view accuracy of 97.6% on the NTU RGB+D 60 dataset,
the cross-setup accuracy of 95.4% on the NTU RGB+D 120
dataset, and the cross-subject accuracy of 92.64% on the
MSR Action3D dataset, which outperforms the state-of-the-
art methods. Moreover, our SequentialPointNet adapted to
skeleton sequences achieves better performance compared to
the most famous skeleton sequence-based action recognition
method.

This paper is an extension of our previous work Hyper-

pointNet [9]. In HyperpointNet, to avoid spatio-temporal local
encoding, the Hyperpoint is proposed as a new point data
type but its mathematical definition is not provided. Hyper-
pointNet converts the point cloud sequence into a Hyperpoint
sequence and further converts the Hyperpoint sequence into
static point clouds. By doing so, HyperpointNet has the
ability to model point cloud sequences utilizing only static
point cloud encoding techniques. In SequentialPointNet, we
provide a detailed mathematical definition and application
scenarios of Hyperpoint sequence and compare it with existing
point cloud data. SequentialPointNet explicitly decomposes
the point cloud sequence modeling task into a Hyperpoint
embedding task and a Hyperpoint sequence modeling task,
as well as gives a theoretical foundation for transforming
point cloud sequences into Hyperpoint sequences. For the
Hyperpoint sequence modeling task, SequentialPointNet de-
signs a specialized network architecture named Hyperpoint-
Mixer for Hyperpoint sequences rather than transforming them
into static point clouds. Experiments also demonstrate that
SequentialPointNet is superior to HyperpointNet. Compared
to our previous work, we include another dataset for 3D action
recognition, i.e., MSR Action3D dataset [10]. Moreover, we
further apply our SequentialPointNet to skeleton sequence-
based 3D human action recognition on NTU RGB+D 60
dataset [11], which verifies the effectiveness of Sequential-
PointNet’s adaption to a skeleton sequence modeling task.

SequentialPointNet’s code has been made public at
https://github.com/XingLi1012/SequentialPointNet.git.

II. RELATED WORK

A. Static Point Cloud Modeling

With the popularity of low-cost 3D sensors, deep learning
on static point clouds has attracted much attention from
researchers due to extensive applications ranging from ob-
ject classification, part segmentation, to scene semantic pars-
ing. Static point clouds models [12], [13] can be divided
into volumetric-based methods and point-based methods.
Volumetric-based methods usually voxelize a point cloud into
3D grids, and then a 3D Convolution Neural Network (CNN)
is applied on the volumetric representation for classification.
Point-based methods are directly performed on raw point
clouds. PointNet [13] is a pioneering effort that directly
processes point sets. The key idea of PointNet is to abstract
each point using a set of Multi-layer Perceptrons (MLPs) and
then assemble all individual point features by a symmetry
function, i.e., a max pooling operation. However, PointNet
lacks the ability to capture local structures. Therefore, in [14],
a hierarchical network PointNet++ is proposed to encode fine
geometric structures from the neighborhood of each point.
PointNet++ is made of several set abstraction levels. A set
abstraction level is composed of three layers: sampling layer,
grouping layer, and PointNet-based learning layer. By stack-
ing several set abstraction levels, PointNet++ progressively
abstracts larger and larger local regions along the hierarchy.

https://github.com/XingLi1012/SequentialPointNet.git
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B. Point Cloud Sequence-based 3D Human Action
Recognition

Point cloud sequence-based 3D human action recognition is
a fairly new and challenging task. 3DV-PointNet++ [5] is the
first volumetric-based work to recognize human actions from
point cloud sequences. In 3DV-PointNet++, 3D dynamic voxel
(3DV) is proposed as a novel 3D motion representation. A set
of points is extracted from 3DV and input into PointNet++
for 3D action recognition in the end-to-end learning way.
However, since the point cloud sequence is converted into a
static 3D point cloud set, 3DV-PointNet++ loses a lot of spatio-
temporal information and increases additional computational
costs.

To overcome this problem, researchers have focused mainly
on investigating point cloud sequence networks that directly
consume point cloud sequences for human action recognition.
MeteorNet [6] is the first work on deep learning for modeling
point cloud sequences. In MeteorNet, two ways are proposed
to construct spatio-temporal local neighborhoods for each
point in the point cloud sequence. The abstracted features of
each point are learned by aggregating the information from
these neighborhoods. Fan et al. [7] propose a Point spatio-
temporal (PST) convolution to encode the spatio-temporal
local structures of point cloud sequences. PST convolution
first disentangles space and time in point cloud sequences.
Then, PST convolutions are incorporated into a deep network
namely PSTNet to model point cloud sequences in a hierar-
chical manner. To avoid point tracking, Point 4D Transformer
(P4Transformer) network [8] is proposed to model point cloud
videos. Specifically, P4Transformer consists of a point 4D
convolution to embed the spatio-temporal local structures
presented in a point cloud video and a Transformer to en-
code the appearance and motion information by performing
self-attention on the embedded local features. However, in
these point cloud sequence networks, spatio-temporal local
encoding is usually performed during modeling point cloud
sequences, which is quite time-consuming and limits the real-
time computational efficiency. In HyperpointNet [9], the point
cloud sequence is first abstracted into a new point data type
named Hyperpoint sequence. Then, the Hyperpoint sequence
is converted into static point clouds by injecting order infor-
mation. In this fashion, the point cloud sequence modeling
task is decomposed into two static point cloud encoding
tasks. HyperpointNet is the first deep neural network to model
point cloud sequences without performing cross-frame spatio-
temporal local encoding. However, HyperpointNet, only based
on static point cloud technology, does not fully exploit the
spatio-temporal information of the Hyperpoint sequence.

III. METHODOLOGY

In this section, we present a lightweight and effective point
cloud sequence network referred to as SequentialPointNet for
real-time 3D action recognition. Rather than capturing spatio-
temporal local structures, our SequentialPointNet encodes the
temporal evolution of static appearances to recognize human
actions. By innovatively decomposing the modeling task of
point cloud sequences into a Hyperpoint embedding task

Classifier Head

Hyperpoint Embedding

Hyperpoint-Mixer

Class

Fig. 2. SequentialPointNet contains a Hyperpoint embedding module,
a Hyperpoint-Mixer module, and a classifier head.

and a Hyperpoint sequence modeling task, SequentialPointNet
significantly reduces the complexity and time cost for point
cloud sequence modeling, while attaining very high recogni-
tion accuracy. The overall flowchart of SequentialPointNet is
described in Fig. 2. SequentialPointNet contains a Hyperpoint
embedding module, a Hyperpoint-Mixer module, and a clas-
sifier head.

A. Hyperpoint Sequence

We define a new type of point data named Hyperpoint.
A Hyperpoint sequence of length T is represented as F =
{Ft | t = 1, . . . , T} with Ft ∈ RdH+mH , which is an ordered
set of high-dimensional points. Each Hyperpoint Ft is a
vector of its dH -dim coordinate plus extra mH -dim feature
channels. Extra feature channels can be neighborhood structure
information or other modal features from different sensors.
In this paper, unless otherwise noted, we only use the high-
dimensional coordinate as our Hyperpoint’s channels.

The Hyperpoint sequence can be used to describe a tempo-
rally changing complex information unit, which exists widely
in the real world such as human spatio-temporal actions, 4D
driving scenarios, etc. In this paper, the Hyperpoint sequence is
obtained by flattening each frame of the point cloud sequence.
Each Hyperpoint encapsulates the complex spatial structure of
the human appearance at a specific moment.

Comparison with static point cloud and point cloud
sequence: The static point cloud or individual point cloud
frame is essentially an unordered point set. Ordered point
cloud frames further form a point cloud sequence. Point cloud
sequences are ordered in the temporal dimension but spatially
irregular. In contrast, Hyperpoint sequences do not include un-
ordered point sets and are easier to be encoded. Furthermore,
unlike static point clouds and point cloud sequences, each
element in the Hyperpoint sequence carries complex internal
information. The comparison of the three types of point data
is presented in Fig. 3.

B. Hyperpoint Embedding Module

To extract features of video data, spatio-temporal local
encoding is usually performed. However, as point cloud se-
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(b) Point cloud sequence

(c) Hyperpoint sequence

Time

Time

(a) Static point cloud

Fig. 3. The comparison of the three types of point data.

quences are irregular and lack order along the spatial dimen-
sion, spatio-temporal local encoding for point cloud sequences
is complex and time-consuming. Moreover, spatio-temporal
local encoding limits real-time point cloud sequence classifi-
cation due to heavy cross-frame computational dependencies.

To avoid spatio-temporal local encoding, SequentialPoint-
Net disentangles space and time in point cloud sequences.
In our SequentialPointNet, the Hyperpoint embedding module
is performed to preferentially encode each point cloud frame
and output a Hyperpoint summarizing spatial structures. After
that, the complex point cloud sequence modeling task is
transformed into a simple Hyperpoint sequence modeling task.
An outstanding advantage of this space-first strategy is that
existing static point cloud models [13], [14] can be used
almost out of the box as the Hyperpoint embedding module.
In addition, embedding each point cloud frame independently
allows the Hyperpoint sequences to be generated in a frame-
level parallel manner, thereby improving modeling efficiency.

In the Hyperpoint embedding module, each point cloud
frame is transformed into a Hyperpoint summarizing human
static appearance by the static point cloud technology. We first
adopt the set abstraction operation twice to downsample each
point cloud frame. In this process, the texture information from
space partitions is aggregated into the corresponding centroids.
Then, in order to characterize human entire appearance infor-
mation, a PointNet layer is used.

The set abstraction operation in our work is made of three
key layers: sampling layer, grouping layer, and augmentation
PointNet layer. Specifically, let S = {St}Tt=1 denote a point
cloud sequence of T frames, and St = {xt

1, x
t
2, ..., x

t
n} denotes

the unordered point set of the t-th frame, where n is the
number of points. The m-th set abstraction level takes an
nm−1 × (d + cm−1) matrix as input that is from nm−1

points with d-dim coordinates and cm−1-dim point features.
It outputs an nm × (d+ cm) matrix of nm downsampled
points with d-dim coordinates and new cm-dim feature vectors
summarizing local context. The size of the input in the first
set abstraction level is n× (d+ c). In this work, d is set as 3
corresponding to the 3D coordinate (X , Y , Z) of each point,
and c is set as 0.

In the sampling layer, farthest point sampling (FPS) [14] is
used to choose nm points as centroids from the point set.

In the grouping layer, a point set of size nm−1×(d+cm−1)
and the coordinates of a set of centroids of size nm × d are
taken as input. The output is nm groups of point sets of size
nm × km × (d+ cm−1), where each group corresponds to
a local region and km is the number of local points in the
neighborhood of centroid points. Ball query finds all points
that are within a radius to the query point, in which an upper
limit of km is set.

The augmentation PointNet layer in the set abstraction
operation includes an inter-feature attention mechanism, a set
of MLPs, and a max pooling operation. The input of this layer
is nm local regions with data size nm × km × (d+ cm−1).
First, the coordinates of points in a local region are translated
into a local frame relative to the centroid point. Second,
the distance between each local point and the corresponding
centroid is used as a 1D additional point feature to alleviate the
influence of rotational motion on action recognition. Then, an
inter-feature attention mechanism is adopted to optimize the
fusion effect of different features. The inter-feature attention
mechanism is realized by Channel Attention Module (CAM).
The inter-feature attention mechanism is not used in the first
set abstraction operation due to only the 1-dim point feature.
In the following, a set of MLPs are applied to abstract the
features of each local point. Further, the representation of
a local region is generated by incorporating the abstracted
features of all local points using a max pooling operation.
Finally, coordinates of the centroid point and its local region
representation are concatenated as abstracted features of this
centroid point. The augmentation PointNet layer is formalized
as follows:

rtj =

[
MAX

i=1,...,km

{
MLP

([(
ltj,i − otj

)
; etj,i; p

t
j,i

]
⊙A

)}
; otj

]
(1)

where ltj,i is the coordinates of i-th point in the j-th local
region from the t-th point cloud frame. otj and ptj,i are
the coordinates of the centroid point and the point features
corresponding to ltj,i, respectively. etj,i is the euclidean distance
between ltj,i and otj . A denotes the attention mechanism with
(3+1+cm−1)-dim scores corresponding to the coordinates and
features of each point. Attention scores in A are shared among
all local points from all point cloud frames. ⊙ indicates dot
product operation. rtj is the abstracted features of the j-th
centroid point from the t-th point cloud frame.

The set abstract operation is performed twice in the Hyper-
point sequence module. In order to characterize the spatial
appearance information of the entire point cloud frame, a
PointNet layer consisting of a set of MLPs and a max pooling
operation is used as follows:

Ft = MAX
j=1,...,n2

{
MLP

(
rtj
)}

(2)

where Ft is the Hyperpoint of the t-th point cloud frame. So
the Hyperpoint sequence is represented as F = {Ft}Tt=1.

Theoretical foundation for converting point cloud se-
quences to Hyperpoint sequences: Temporally changing
static appearances constitute the human spatio-temporal action.
Our SequentialPointNet encodes the temporal evolution of
static appearances instead of capturing spatio-temporal local
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Fig. 4. Left: Hyperpoint-Mixer module. Right: Space dislocation layer.

structures to distinguish human actions. In our work, point
cloud sequences are converted into Hyperpoint sequences to
record the static appearances at each moment. To demonstrate
the information equivalence property between point cloud
sequences and Hyperpoint sequences, we provide a theoret-
ical foundation for our converting operation by showing the
universal approximation ability of the Hyperpoint embedding
module to continuous functions on point cloud frames.

Formally, let X = {S : S ⊆ [0, 1]c and |S| = n} is the
set of c-dimensional point clouds inside a c-dimensional unit
cube. f : X → R is a continuous set function on X w.r.t
to Hausdorff distance DH(·, ·), i.e., ∀ϵ > 0,∃δ > 0, for any
S, S′ ∈ X , if DH(·, ·) < δ, then |f(S) − f(S′)| < ϵ. The
theorem 1 [13] says that f can be arbitrarily approximated by
PointNet given enough neurons at the max pooling layer.

Theorem 1. Suppose f : X → R is a continuous
set function w.r.t Hausdorff distance DH(·, ·). ∀ϵ >
0,∃ a continuous function h and a symmetric function
g (x1, . . . , xn) = γ ◦MAX , such that for any S ∈ X ,∣∣∣∣f(S)− γ

(
MAX
xi∈S

{h (xi)}
)∣∣∣∣ < ϵ

where x1, . . . , xn is the full list of elements in S ordered
arbitrarily, γ is a continuous function, and MAX is a vector
max operator that takes n vectors as input and returns a new
vector of the element-wise maximum.

As stated above, continuous functions can be arbitrarily
approximated by PointNet given enough neurons at the max
pooling layer. The Hyperpoint embedding module is a recur-
sive application of PointNet on nested partitions of the input
point set. Therefore, the Hyperpoint embedding module is able
to arbitrarily approximate continuous functions on point cloud
frames given enough neurons at max pooling layers and a
suitable partitioning strategy. In other words, the Hyperpoint
embedding module is capable of extracting the complete static
appearance information from point cloud frames to generate
Hyperpoint sequences of equivalent information.

C. Hyperpoint-Mixer Module
Hyperpoint-Mixer module is proposed to model Hyper-

point sequence for 3D action recognition. The Hyperpoint
sequence is an ordered set of high-dimensional single points.
Compared to static point clouds and point cloud sequences,

modeling Hyperpoint sequences is extremely simple due to its
ordered elements. In the Hyperpoint-Mixer module, we first
dislocate Hyperpoints to specific temporal marking regions.
Then, the dimension-mixing operation and the Hyperpoint-
mixing operation are separately conducted to generate the final
human spatio-temporal features. By doing so, the spatial and
temporal information are decoupled, minimizing the impact
of spatial irregularity on temporal information. Fig. 4 summa-
rizes the Hyperpoint-Mixer module. The proposed Hyperpoint-
Mixer module consists of multiple space dislocation layers of
identical size, a multi-level feature learning based on skip-
connection operations, and a Hyperpoint-mixing (H-MIX)
layer.

1) Space dislocation layer: The space dislocation layer is
composed of a Hyperpoint dislocation block and a dimension-
mixing (D-MIX) block, which is presented to learn the internal
spatial feature of dislocated Hyperpoints.

In the Hyperpoint dislocation block, Hyperpoints are spa-
tially dislocated to record the temporal order by adding the
corresponding temporal order vectors. The essence of the
Hyperpoint dislocation block is to dislocate each Hyperpoint
to a unique temporal marking region. In this fashion, the new
coordinate of the dislocated Hyperpoint can be considered as
the sum of two vectors: the temporal order vector and the
spatial structure vector. The temporal order vector is used
to distinguish the temporal order of the Hyperpoints while
the spatial structure vector represents the internal appearance
structure. Temporal order vectors (ToV ) can be generated
using the sine and cosine functions of different frequencies
[15]:

ToVt,2h = sin
(
t/100002h/dH

)
(3)

ToVt,2h+1 = cos
(
t/100002h/dH

)
(4)

where dH denotes the dimension number of Hyperpoint co-
ordinates. t is the temporal position and h is the dimension
position.

Then, D-MIX block learns the internal appearance struc-
ture of dislocated Hyperpoints in different temporal marking
region, maps RdH → RdH , and is shared across all dislocated
Hyperpoints. Each D-MIX block contains a set of MLP
operations, a batch norm, and a ReLU non-linearity. Space
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dislocation layers can be formalized as follows:

F ℓ
t = D -MIX(F ℓ−1

t + ToVt), for t = 1 . . . T. (5)

where F ℓ is the new Hyperpoint sequences after the ℓ-th space
dislocation layer.

Each space dislocation layer takes an input of the same
size, which is an isotropic design. With the stacking of space
dislocation layers, Hyperpoints are dislocated at increasingly
larger scales. In the larger dislocation space, the coordinates of
Hyperpoints record more temporal information but less spatial
information. To facilitate network optimization, multi-level
features from different dislocation spaces are added by skip-
connection operations and sent into H-MIX layer as follows:

Ri = H -MIX
t=1,...,T

{
(F + F 1+, ...,+F ℓ)t,i

}
(6)

where R is the spatio-temporal feature of the Hyperpoint
sequence.

2) Hyperpoint-mixing layer: H-MIX layer is applied to ag-
gregate spatial structures from all the Hyperpoints for the
final spatio-temporal features. Since the temporal information
has been injected, we can only use the simple max pool-
ing to gather spatial information from the temporal marking
regions. Benefiting from the order property of Hyperpoint
sequences, temporal partitions can be easily divided. In order
to capture the subactions within the Hyperpoint sequence, the
hierarchical pyramid max pooling operation is adopted as the
H-MIX layer, which divides the fused Hyperpoint sequence
F̃ = F + F 1+, ...,+F ℓ into multiple temporal partitions of
the equal number of Hyperpoints and then performs the max
pooling operation in each partition to generate corresponding
spatio-temporal features. In this work, we employ a 2-layer
pyramid with three partitions. Spatio-temporal features from
all temporal partitions are simply concatenated to form the
final spatio-temporal feature R. Finally, the output of the
Hyperpoint-Mixer module is input to a fully-connected clas-
sifier head for recognizing human actions.

IV. EXPERIMENTS

In this section, we firstly introduce the datasets. Then, we
compare our SequentialPointNet with the existing state-of-the-
art methods. Again, we conduct detailed ablation studies to
further demonstrate the contributions of different components
in our SequentialPointNet. After that, we compare the memory
usage and computational efficiency of our SequentialPointNet
with other point cloud sequence models. Finally, we apply
our SequentialPointNet to skeleton sequence-based 3D human
action recognition on NTU RGB+D 60 dataset.

A. Datasets

We evaluate the proposed method on two large-scale public
datasets (i.e., NTU RGB+D 60 [11] and NTU RGB+D 120
[16]) and a small-scale public dataset (i.e., MSR Action3D
dataset [10]).

The NTU RGB+D 60 dataset is composed of 56880 depth
video sequences and skeleton video sequences for 60 actions

TABLE I
ACTION RECOGNITION ACCURACY (%) ON NTU RGB+D 60

Method/Year Input Cross-subject Cross-view
Wang et al.(2018) [17] depth 87.1 84.2

MVDI(2019) [18] depth 84.6 87.3
3DFCNN(2020) [19] depth 78.1 80.4

Stateful ConvLSTM(2020) [20] depth 80.4 79.9
ST-GCN(2018) [21] skeleton 81.5 88.3
AS-GCN(2019) [22] skeleton 86.8 94.2

SGN(2020) [23] skeleton 89 94.5
3s-CrosSCLR(2021) [24] skeleton 86.2 92.5

Sym-GNN(2021) [25] skeleton 90.1 96.4
3DV-PointNet++(2020) [5] point 88.8 96.3
P4Transformer(2021) [8] point 90.2 96.4

PSTNet(2021) [7] point 90.5 96.5
HyperpointNet(2022) [9] point 90.2 97.3
SequentialPointNet(ours) point 90.3 97.6

TABLE II
ACTION RECOGNITION ACCURACY (%) ON NTU RGB+D 120

Method/Year Input Cross-subject Cross-setup
Baseline(2018) [16] depth 48.7 40.1
ST-GCN(2018) [21] skeleton 81.5 88.3

MS-G3D Net (2020) [26] skeleton 86.9 88.4
4s Shift-GCN(2020) [27] skeleton 85.9 87.6

SGN(2020) [23] skeleton 79.2 81.5
3s-CrosSCLR(2021) [24] skeleton 80.5 80.4

3DV-PointNet++(2020) [5] point 82.4 93.5
P4Transformer(2021) [8] point 86.4 93.5

PSTNet(2021) [7] point 87.0 93.5
HyperpointNet(2022) [9] point 83.2 95.1
SequentialPointNet(ours) point 83.5 95.4

and is one of the largest human action datasets. Both cross-
subject and cross-view evaluation criteria are adopted for
training and testing.

The NTU RGB+D 120 dataset is the largest dataset for 3D
action recognition, which is an extension of the NTU RGB-
D 60 dataset. The NTU RGB+D 120 dataset is composed of
114480 depth video sequences for 120 actions. Both cross-
subject and cross-setup evaluation criteria are adopted for
training and testing.

The MSR Action3D dataset contains 557 depth video sam-
ples of 20 actions from 10 subjects. Each action is performed
2 or 3 times by every subject. We adopt the same cross-subject
settings in [10], where all the 20 actions are employed. Half
of the subjects are used for training and the rest for testing.

B. Comparison with the State-of-the-art Methods

In this section, in order to verify the recognition accuracy
of our SequentialPointNet, comparison experiments with other
state-of-the-art approaches are implemented on NTU RGB+D
60 dataset, NTU RGB+D 120 dataset, and MSR Action3D
dataset.

1) NTU RGB+D 60 dataset: We first compare our Sequen-
tialPointNet with the state-of-the-art methods on the NTU
RGB+D 60 dataset. As indicated in Table I, Sequential-
PointNet has recognition accuracy of 90.3% and 97.6% on
the cross-subject and cross-view test settings, respectively.
SequentialPointNet shows strong performance on par or even
better than other point sequence-based approaches. Our Se-
quentialPointNet achieves state-of-the-art performance among
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TABLE III
ACTION RECOGNITION ACCURACY (%) ON MSR-ACTION3D

Method/Year Input # Frames Accuracy
Kläser et al.(2008) [28] depth 18 81.43
Vieira et al.(2012) [29] depth 20 78.20

MeteorNet(2019) [6] point 24 61.61
PointNet++(2020) [14] point 1 88.50

P4Transformer(2021) [8] point 24 90.94
PSTNet(2021) [7] point 24 91.20

HyperpointNet(2022) [9] point 24 91.54
SequentialPointNet(ours) point 24 92.64

all methods on the cross-view test setting and results in
similar recognition accuracy as PSTNet on the cross-subject
test setting. The key success of our SequentialPointNet lies in
the effective encoding for the temporal appearance evolution
by Hyperpoint-Mixer module and minimizing the impact of
the spatial irregularity on temporal information. Compared
with our previous work HyperpointNet [9] that transforms
Hyperpoint sequences into static point clouds, Hyperpoint-
Mixer module in our SequentialPointNet designs isotropic
space dislocation layers to blend the spatial and temporal infor-
mation under multiple scales, enhancing the feature extraction
ability for Hyperpoint sequences.

2) NTU RGB+D 120 dataset: We then compare our Sequen-
tialPointNet with the state-of-the-art methods on the NTU
RGB+D 120 dataset. As indicated in Table II, Sequential-
PointNet achieves accuracy of 83.5% and 95.4% on the cross-
subject and cross-setup test settings, respectively. Compared
with PSTNet, SequentialPointNet does not show a competitive
recognition accuracy on the cross-subject setting. However,
SequentialPointNet gains a strong lead on the cross-setup test
setting and achieves the highest recognition accuracy. More-
over, compared to existing point cloud sequence models, our
approach greatly simplifies the point cloud sequence modeling
task by decomposing it into a Hyperpoint embedding task and
a Hyperpoint sequence encoding task.

3) MSR Action3D dataset: In order to comprehensively
evaluate our method, comparative experiments are also carried
out on the small-scale MSR Action3D dataset. To alleviate the
overfitting problem on the small-scale dataset, the batch size is
set as 16. Other parameter settings remain the same as those on
the two large-scale datasets. Table III illustrates the recognition
accuracy of different methods. When using 24 point cloud
frames as inputs, our model yields state-of-the-art performance
on the MSR Action3D dataset. Experimental results on the
small-scale dataset demonstrate that our approach can achieve
superior recognition accuracy even without a large amount of
data for training.

C. Ablation Study

In this section, comprehensive ablation studies are per-
formed on NTU RGB+D 60 dataset to validate the contri-
butions of different components in our SequentialPointNet.

1) Effectiveness of Hyperpoint-Mixer module: We conduct
the experiments to demonstrate the effectiveness of the
Hyperpoint-Mixer module, and results are reported in Table
IV. Several strong deep networks are used to instead of

TABLE IV
CROSS-VIEW RECOGNITION ACCURACY (%) WHEN USING MODELS

Method Accuracy
SequentialPointNet(LSTM) 85.9
SequentialPointNet(GRU) 86.4

SequentialPointNet(Transformer) 81.6
SequentialPointNet(MLP-Mixer) 94.5

SequentialPointNet 97.6

TABLE V
CROSS-VIEW RECOGNITION ACCURACY (%) OF DIFFERENT METHODS

Method Accuracy
SequentialPointNet(4D, w/o hdb) 95.4

SequentialPointNet(w/o mlfl) 96.9
SequentialPointNet 97.6

the Hyperpoint-Mixer module in our SequentialPointNet. In
SequentialPointNet (LSTM), LSTM is employed. In Sequen-
tialPointNet (GRU), GRU is employed. In SequentialPointNet
(Transformer), a Transformer of two attention layers is used. In
SequentialPointNet (MLP-Mixer), a MLP-Mixer of two mixer
layers is used.

We can see from Table IV that results of SequentialPointNet
(LSTM) and SequentialPointNet (GRU) are much worse when
compared with SequentialPointNet. Hyperpoint sequences can
be regarded as a kind of time series data. Different from
the conventional time series data, the internal structures of
elements rather than the element changes generate the main
discriminant information. Thus, time series models that per-
form strict time-varying reasoning are not applicable to Hy-
perpoint sequences. Recently, self-attention-based Transformer
has remained dominant in natural language processing [15]
and computer vision [30]. However, due to the lack of larger-
scale data for pre-training, SequentialPointNet (Transformer)
does not show a competitive result. SequentialPointNet (MLP-
Mixer) achieves the accuracy of 94.5%, which is 3.1% lower
than our SequentialPointNet. The reason for this is that
channel-mixing and token-mixing are performed alternatively,
resulting in the mutual influence between spatial and temporal
information.

2) Different temporal information embedding manners: The
Hyperpoint dislocation block in the Hyperpoint-Mixer mod-
ule is employed to embed the temporal information. To
demonstrate its effectiveness, we also report the results of
SequentialPointNet (4D, w/o hdb), which does not use the
Hyperpoint dislocation block and injects the order information
by appending the 1D temporal dimension to raw 3D points
in each point cloud frame. Results are tabulated in Table V.
From the table, we observe that SequentialPointNet with the
Hyperpoint dislocation block outperforms SequentialPointNet
(4D, w/o hdb). Therefore, the temporal information embedding
manner used in SequentialPointNet is more efficient. From the
experimental results, we can draw a conclusion that premature
embedding of temporal information will affect spatial infor-
mation encoding and decrease the recognition accuracy.

3) Effectiveness of multi-level feature learning in the
Hyperpoint-Mixer module: With the stacking of the space dis-
location layer in the Hyperpoint-Mixer module, Hyperpoints
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Fig. 5. The computation graph of SequentialPointNet.

are dislocated at increasingly larger scales. In the larger
dislocation space, the coordinates of Hyperpoints record more
temporal information but less spatial information. In order
to obtain more discriminant information, multi-level features
from different dislocation spaces are added by skip-connection
operations. To verify the effectiveness of the multi-level
feature learning, we report the result of SequentialPointNet
(w/o mlfl) that classify human actions without the multi-
level features. We can see from Table V that the recognition
accuracy of SequentialPointNet (w/o mlfl) decreases by 0.7%
without the multi-level feature learning.

D. Modeling Efficiency Analysis
In this section, We first show the frame-level parallelism

of SequentialPointNet by its computation graph. Then, we
evaluate the memory usage and computational efficiency of
our method.

1) Computation graph of SequentialPointNet: Fig. 5 demon-
strates the computation graph of SequentialPointNet. Taking
the Hyperpoint-mixing layer as the watershed, Sequential-
PointNet can be divided into a front part and a back part. Since
there is no cross-frame computational dependency, operations
of the front part can be divided into frame-level units executed
in parallel. Each frame-level unit includes a Hyperpoint em-
bedding module and all space dislocation layers. The back part
only contains the network architectures of low computational
complexity including the Hyperpoint-mixing operation and a
classifier head. Therefore, the main operations (i.e., the front
part) in SequentialPointNet can be executed in a frame-level
parallel manner, based on which the modeling efficiency is
greatly improved.

2) Memory usage and computational efficiency: Experi-
ments are conducted on the machine with one Intel(R)
Xeon(R) W-3175X CPU and one Nvidia RTX 3090 GPU. In
Table VI, the number of parameters and the running time of
our SequentialPointNet are compared with MeteorNet, 3DV-
PointNet++, P4Transformer, and PSTNet. The running time is
the network forward inference time per point cloud sequence.

From the table, we can see that parameters in 3DV-
PointNet++ are the fewest in all methods. This is because
3DV-PointNet++ converts point cloud sequences to 3D point
clouds, and employs static point cloud methods to process
3D point clouds. Compared with point cloud sequence meth-
ods, the static point cloud method has fewer parameters but
lower recognition accuracy. The parameter number of Se-
quentialPointNet is much less than MeteorNet, P4Transformer,

TABLE VI
PARAMETERS AND RUNNING TIMES COMPARISON

Method Parameters (M) Time (ms)
MeteorNet [6] 17.60 33.56

3DV-PointNet++ [5] 1.24 54.85
P4Transformer [8] 44.10 17.58

PSTNet [7] 8.44 27.56
SequentialPointNet 3.72 1.32

TABLE VII
COMPARISON BETWEEN SEQUENTIALPOINTNET AND ST-GCN ON

NTU RGB+D 60

Method Parameters (M) Time (ms) Accuracy (%)
ST-GCN [21] 3.12 4.62×10−1 86.63

SequentialPointNet 0.55 1.84×10−2 88.96

and PSTNet, which verifies that our approach is the most
lightweight point cloud sequence model. In addition, Sequen-
tialPointNet is far faster than other methods. SequentialPoint-
Net takes only 1.32 milliseconds to classify a point cloud se-
quence far beyond real-time requirement. In 3DV-PointNet++,
the multi-stream network limits its parallelism. In MeteorNet,
P4Transformer, and PSTNet, spatio-temporal local encoding
are performed, which is time-consuming and not conducive to
parallel computing. SequentialPointNet improves the speed of
point cloud sequence modeling by more than 10 times. The
superior computational efficiency of our SequentialPointNet is
due to the lightweight network architecture and strong frame-
level parallelism.

Additionally, our SequentialPointNet facilitates computa-
tional flexibility for point cloud sequence modeling. Since
there is no computational dependency, in the case of limited
computing power, frame-level units can also be deployed on
different devices or executed sequentially on a single device.

E. SequentialPointNet for Skeleton Sequence-based 3D
Human Action Recognition

SequentialPointNet can remarkably simplify the complexity
of the sequence video data modeling task by decomposing
it into a Hyperpoint embedding task based on corresponding
existing static data encoding technology and a generic Hyper-
point sequence encoding task. To verify the effectiveness of
SequentialPointNet’s adaption to a skeleton sequence model-
ing task, we further apply our method to skeleton sequence-
based 3D human action recognition on NTU RGB+D 60
dataset [11].

The frame in the skeleton sequence is a kind of graph
structure data, representing the static appearance of the human
body. Therefore, for the skeleton sequence, the existing graph
convolution network (GCN) layers [21] is used to construct
a spatial graph convolution network as the Hyperpoint em-
bedding module of SequentialPointNet. The Hyperpoint-Mixer
module remains the same as on the point cloud sequence.
For a fair comparison, we sample 24 frames with equal
intervals from a skeleton video sequence. We compare our Se-
quentialPointNet with the spatial-temporal graph convolutional
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network (ST-GCN) [21], which is the most famous GCN-
based method for skeleton sequence-based action recognition.
In Table VII, the number of parameters, the running time,
and the cross-view accuracy of our SequentialPointNet are
compared with ST-GCN. Skeleton sequences have a joint
tracking nature that is convenient for exploring the joint-
level movement information. Note that, SequentialPointNet
without utilizing the joint tracking nature achieves even better
recognition performance than ST-GCN. This is because that
SequentialPointNet effectively encodes the temporally chang-
ing human appearances and minimizes the impact of spatial
irregularity on temporal information. Furthermore, Sequential-
PointNet yields fewer network parameters and faster running
time than ST-GCN.

V. CONCLUSION

In this paper, we propose a novel network named Sequen-
tialPointNet to model point cloud sequences for real-time 3D
human action recognition. Instead of capturing spatio-temporal
local structures, SequentialPointNet models the temporal evo-
lution of static appearances to recognize human actions. In
our SequentialPointNet, the point cloud sequence modeling
is treated as a two-phase task: Hyperpoint embedding and
Hyperpoint sequence modeling. We propose Hyperpoint as
a new type of point cloud data and design a Hyperpoint-
Mixer module as the basic building block to model Hyper-
point sequences for recognizing 3D human actions. Extensive
experiments conducted on three public datasets show that
SequentialPointNet obtains superior recognition performance
and improves the speed of point cloud sequence classification
by more than 10 times, significantly facilitating real-time 3D
human action recognition based on point cloud sequences.
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