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Abstract – We show how to select the frequencies for a two-tone
sinewave test of an analog to digital converter.  The frequencies
are selected in a manner to guarantee nearly uniform coverage of
a selected ellipse in the phase plane.  A proof that the selected
frequencies provide the desired coverage is given..

.
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I. INTRODUCTION

A phase plane error model has long been recognized as a
method of characterizing and correcting the dynamic errors of
an analog to digital converter (ADC) and its sample-and-hold
circuit ([1]-[8]).  The phase plane error model assumes that
the error at time, t, is a function of the value of the signal at t
and the value of the slew-rate (derivative with respect to
time) of the signal at t.  To apply the model we must supply a
collection of input signals to the device under test (DUT)
which have known values at all sample points and which give
thorough coverage of the phase plane.  Historically this has
been accomplished with a number of sinewave signals.  Each
signal traces out an ellipse in the phase plane.  By adjusting
either the amplitudes or the frequencies (or both) of the sine-
waves  we get a sequence of signals that fill the part of the
phase plane of interest.  This is illustrated in figure 1.

II. PRELIMINARIES

Irons [9] recently discovered that the modeling can be ac-
complished with a single two-tone signal consisting of two
sinewaves of the same amplitude and approximately equal
frequencies.  Figure 2a shows the quite good coverage of the
phase plane that can be obtained with this approach.  How-
ever, for some choices of the frequencies  the coverage can be
very poor, as is illustrated in figure 2b.  In this paper we will
show how to select frequencies that guarantee good phase-
plane coverage.

Figure 1. Both plots show phase-plane points for 16 signals, each sampled
4096 times. The outer circle is a full amplitude sinewave at the Nyquist
frequency.  The upper plot (a) is a full amplitude sinewave with varying
frequency.  The lower plot (b) is a Nyquist frequency sinewave with varying
amplitude
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III. RESULTS

We assume a signal of the form

s t
A

f t f t( ) sin sin= + + +( ) ( )( )
2

2 21 1 2 2π φ π φ  (1)

where φ1 and φ2 are arbitrary constants. Let fs be the sam-

pling frequency, M  = N2 be the number of signal values in a
record, and f0 = fs/M.  The two frequencies can then be se-
lected by the rules:
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where n1 and n2 are integers, and GCD is the greatest com-
mon divisor of its arguments.  The requirement that the re-
cord length be a perfect square is necessary for the proof;
however,  we have found that using a non perfect square and
using an integer, N, which is an approximate square root
gives good phase-plane coverage.  If M is an even power of

two (M = 22k), then all the conditions of (2) are satisfied if n1

is an odd integer.

The value for A is chosen to cover the desired amplitude
range.  If the desired range is not symmetric about zero, a DC
level will have to be added. Next, the value for n1 is selected
so that the maximum slew rate of the signal will be the de-
sired maximum slew rate.    Figure 2a is the result of applying
this rule with A = 127, a DC offset of 127, M = 4096, and n1

= 2047.

The proof that this provides good coverage of the phase plane
is divided into two parts.  First the angle plane is introduced,
and we show that the rules guarantee uniform coverage of a
square in the angle plane. We then show that this uniform
distribution in this square in the angle plane maps into an
equally uniform distribution in the corresponding circle in the
phase plane.

IV. ANGLE PLANE COVERAGE

We will assume that φ1 and φ2 are zero.  It should be clear

from the proofs that their values are unimportant.  The argu-
ments of the two sine functions in (1) are given by the angles
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Figure 2. Both plots are the phase plane points of a two-tone signal sampled
4096 times.  The outer circle is a full amplitude sinewave at Nyquist fre-
quency.  In the upper plot (a) the sinewaves were in the frequency bins 2047
and 1983 (= 2047 – 64.)  In the lower plot (b) the frequency bins were 2047
and 2045.

It is more convenient to represent the angles with the vari-
ables

T k Mod n k M i
i i
( ) ( , ), , .= = for 1 2 (4)

Mod(x,y) is the remainder when x is divided by y.  Because of
the GCD conditions in (2), as k varies from 0 to M-1, Ti(k)
will take on every integer value between 0 and M-1 exactly
once.  We want to show that the points (T1(k),T2(k)) uni-

formly cover the square [0,M-1]X[0,M-1] in the angle plane.
Let
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b k T k N
i i
( ) ( ) /=   (integer divide.) (5)

Each bi(k) takes integer values between 0 and N-1.  The set of
values of (T1(k),T2(k)) for which (b1(k),b2(k)) has a constant

value is an N by N sub square of the square [0,M-1]X[0,M-1]

in the angle plane.  As (b1(k),b2(k)) takes on its N2 possible
values these disjoint sub squares cover the entire larger
square.  We will show that as k varies from 0 to M-1 the point
(T1(k),T2(k)) appears in each of these smaller squares exactly
once.

It will be found useful to introduce two additional functions,
∆T and ∆b, given by

∆T k Mod T k T k M( ) ( ( ) ( ), )= −1 2
, and (6)

∆b k Mod b k b k N( ) ( ( ) ( ), )= −1 2
. (7)

From (4) and (6) it follows that

∆T k Mod N k M( ) ( , )= × . (8)

From (8) and (5) we obtain

∆b k Mod k N( ) ( , )= , (9)

where we have used the fact that because N is a divisor of M,
Mod(Mod(k,M),N) = Mod(k,N).

We now assume two integers ka ≤ kb, both between 0 and M-
1 for which

b k b k b k b k
a b a b1 1 2 2( ) ( ) ( ) ( )= =,  and , (10)

and show that ka = kb.  This implies that each of the small
squares is occupied exactly once.  From (10) is clear that
∆b(ka) = ∆b(kb), which implies that Mod(kb - ka,N) = 0,

which means that kb = ka + pN, with p and integer satisfying
0≤p≤N-1.  Substituting this into (10) using (5) and (4) gives

Mod n k M N Mod n k n pN M N
a a

( , ) / ( , ) /1 1 1= + . (11)

Since two quantities yield the same quotient when divided by
N, the absolute value of their difference must be less than N,
or

Mod n pN M N( , )1 < . (12)

By definition

Mod n pN M n pN qM n pN qN( , )1 1 1

2= − = − , (13)

for some integer, q.  This is divisible by N.  Being divisible
by N and having absolute value less than N means the number
is zero, or
n p qN1 = . (14).

This implies that n1p is divisible by N.  Since, by the GCD
condition in (2), n1 has no common factors with M, and all
factors of N are also factors of M, n1 has no common factors
with N.  This means that p is divisible by N.  Since p is be-
tween 0 and N-1, it must be zero.  Thus, from the comments
following (10), ka = kb.

V. PHASE PLANE COVERAGE

We now show that the nearly uniform angle plane coverage
leads to nearly uniform phase plane coverage.  We have for
the signal and its derivative

s t
A

f t f t
A

( ) (sin( ) sin( )) (sin( ) sin( ))= + = +
2
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1 2 1 2π π θ θ (15)
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where f = (f1 + f2)/2.  The last approximation in (16) is valid,
because the difference between the two frequencies is typi-
cally small compared to the frequencies.  If f1 is approxi-

mately the Nyquist frequency, then f1 - f ≅ f/N.

We will use as the phase plane variables x = s(t), and y =
s'(t)/2�f,  so that both variables will range from -A/2 to +A/2.
The bold circle in figure 3 shows the locus of points in the
phase plane with θ1 held constant and θ2 varying from 0 to 2

L.  This is a circle with radius A/2 centered on the circle of
radius A/2 that is centered at the origin (shown with dashed
line.)  The center depends on the angle θ1 as shown in the

diagram.  The results obtained show that for a fixed value of
θ1 (i.e. a fixed value of b1 in (5)) we will obtain N points in

the phase plane  approximately uniformly distributed around
the outer circle of radius A/2.  This pattern is repeated N
times with the centers of the circles being approximately uni-
formly distributed around the inner circle.  This establishes
that the criteria in (2) provides good coverage of the phase
plane, at least for the case in which the phase angles, φ1 and

φ2, in (1) are zero.



Non-zero values for φ1 and φ2 merely add constants to the

angles appearing in (15) and (16).  This just shifts the angles
of the N points on each outer circle, in the case of φ2, and

shifts the angles on the inner circle of the centers of these
circles in, the case of φ1.

Figure 3.  The bold circle shows the path traversed in the phase plane with θ1

constant and θ2 varying from 0 to 2π.

VI. CONCLUDING REMARKS

We have established that one can get good coverage of a
specified ellipse in the phase plane with a single two-tone
signal obtained by adding two sinewaves of equal amplitude
and approximately equal frequency.  The criteria given for
selecting record lengths and frequencies are more stringent
than are required but are easy to meet.

There are some shortcomings worth noting in what we have
presented here.  Our method of proof seems to not yield to
application to record lengths that are not perfect squares.
The proof is also not intuitive.  The most serious shortcoming
is that we have not yet analyzed how accurately the specified
frequencies must be achieved.  It is hoped that other authors
will take up these matters
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