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Abstract—Inchoate fault detection for machine health monitor-
ing (MHM) demands high level of fault classification accuracy
under poor signal-to-noise ratio (SNR) which persists in most
industrial environment. Vibration signals are extensively used in
signature matching for abnormality detection and diagnosis. In or-
der to guarantee improved performance under poor SNR, feature
extraction based on statistical parameters which are immune to
Gaussian noise becomes inevitable. This paper proposes a novel
framework for adaptive feature extraction based on higher order
cumulants (HOCs) and wavelet transform (WT) (AFHCW) for
MHM. Features extracted based on HOCs have the tendency to
mitigate the impact of Gaussian noise. WT provides better time
and frequency domain analysis for the nonstationary signals such
as vibration in which spectral contents vary with respect to time.
In AFHCW), stationary WT is used to ensure linear processing
on the vibration data prior to feature extraction, and it helps in
mitigating the impact of poor SNR. K-nearest neighbor classifier
is used to categorize the type of the fault. Simulation studies show
that the proposed scheme outperforms the existing techniques in
terms of classification accuracy under poor SNR.

Index Terms—Abnormal vibration detection, higher order cu-
mulants (HOCs), machine health monitoring (MHM), stationary
wavelet transform (WT) (SWT).

1. INTRODUCTION

ACHINE health monitoring (MHM) is crucial in all

industrial processes to achieve high reliability, reduced
man power, and scheduled maintenance. MHM specifically
deals with abnormality detection and diagnosis. To diagnose the
abnormality, it is important to record certain physical param-
eters which vary according to the variation in the operation
of the machine, and “vibration” is one of such parameters.
Vibration pattern changes according to the variations in the
machine dynamics. In case of rotary machinery, malfunctioning
in the operation of the bearing is the most common fault. It
has been investigated that 40% of the total machine faults are
because of the bearing [1]. These bearing faults change machine
dynamics and generate certain vibrations patterns. In this paper,
three types of bearing faults are studied, i.e., inner-race, outer-
race, and ball faults. Vibrations caused by each fault result
in certain characteristic frequency which is dependent upon
speed of rotation and geometry of the bearing. The vibration

Manuscript received October 26, 2010; revised September 18, 2011;
accepted September 19, 2011. Date of publication November 22, 2011; date of
current version February 8, 2012. The Associate Editor coordinating the review
process for this paper was Dr. John Sheppard.

The authors are with Monash University, Gippsland, Vic., Australia (e-mail:
farrukh.yaqub@gmail.com).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TIM.2011.2172112

Fig. I. Rolling element ball bearing geometry.

characteristic frequencies [2] for inner-race (f;p), outer-race
(fop), and ball (fpp) defects can be represented by
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where fry,, dpitchs dvair, M, and ¢ represent the frequency of
rotation, pitch diameter, ball diameter, number of balls, and the
contact angle, respectively, as highlighted in Fig. 1.

In MHM and fault diagnosis, one of the prevalent issues is
the residual life estimation and fault severity estimation as con-
tributed by the authors [3]. It facilitates the maintenance staff to
schedule the repair by optimizing demand—supply relationships
instead of sudden breakdown in the equipment. In order to
intimate the maintenance staff about the variation in residual
life of the equipment, it is vital to diagnose the type of the fault
at the inception stage. In the field of fault diagnosis, a lot of
techniques are proposed in the literature to diagnose the type of
the fault, also proposed by the authors [4], [S]. The performance
of these techniques deteriorates under inchoate and early-stage
fault detection due to the following two challenges.

1) Reliability under poor signal-to-noise ratio (SNR): Vibra-
tion signatures for MHM are weak in the early stage of
faults, and the resultant SNR is very poor. An efficient
system should diagnose the fault reliably under initial
conditions.

2) Immunity to noise: In harsh industrial conditions, SNR
may vary drastically over the time in industrial environ-
ment. It is crucial for the MHM system to be adaptive to
the changes in SNR.

0018-9456/$26.00 © 2011 IEEE
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In order to categorize the abnormality precisely and reliably,
it is crucial to devise signal processing techniques and statis-
tical tools to ensure improved performance under poor SNR.
This work focuses on the performance enhancement of MHM
system under poor SNR.

Vibration signal is nonstationary in nature, i.e., its spectral
contents vary with respect to time. In order to extract detailed
and robust information about the vibration signal, it is crucial
to investigate the frequency contents of the signal. For non-
stationary signals, Fourier transform (FT) and short-time FT
(STFT) do not perform well [6]. To combat with nonstationary
signal, wavelet transform (WT) is preferably used as compared
to conventional FT. In WT, the incoming vibration signal is
decomposed into multiple frequency subbands called “nodes”
(see Section II). It provides multiresolution analysis in time and
frequency domains on contrary to STFT providing only fixed
time and frequency resolution both for low and high frequencies
[6]-[8].

Wavelet decomposition results in a large number of coeffi-
cients which depend upon the number of decomposition levels.
First- and second-order statistics are extensively used as feature
extraction after wavelet decomposition such as computing en-
ergies [9], means and variances [10], standard deviation [11],
root-mean-square value [12]-[15], autocorrelation [16], and
envelope [17] for the frequency subbands. However, feature
extraction schemes based on first- and second-order statistics
[9]-[19] suffer from severe performance degradation under
poor SNR. The first contribution of AFHCW is to extract
the features based on higher order statistics which provide
immunity to Gaussian noise [20], [21].

Only a few of the techniques use higher order statistics
in order to extract the features after WT [20], [21]. These
techniques make use of either discrete WT (DWT) or wavelet
packet transform (WPT) to perform time and frequency domain
analysis for the vibration signal. Both DWT and WPT involve
down-sampling [6] which is a nonlinear process. The down-
sampling of the vibration data prior to feature extraction based
on higher order statistics may change the data distribution. The
second contribution of AFHCW is to recognize this change in
the data distribution and provide remedy by using stationary
WT (SWT) in which entire processing is essentially linear
which guarantees performance enhancement in terms of fault
detection accuracy.

The feature extraction schemes in the literature based on
higher order statistics [20], [21] extract features using third- and
fourth-order statistics, i.e., skewness and kurtosis, respectively.
The third contribution of AFHCW is to investigate the fault
detection capabilities for the extracted features based on sta-
tistical parameters with orders higher than “4” and record their
promising characteristics. Moreover, all the existing techniques
[9]-[16], [20], [21] lack in developing a generalized criterion
with analytical validation to determine the dominancy levels for
the extracted features for different decomposition nodes after
wavelet transformation. The fourth contribution of the AFHCW
is to incorporate the adaptive feature selection approach not
only in deciding the statistical order but also in deciding the
prominent decomposition node using SWT. The adaptiveness
is based on fault signature dynamics, i.e., selecting the optimal
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Fig. 2. Framework for MHM.

statistical order and decomposition node based on vibration
data itself.

In order to authenticate and validate the performance of
the proposed technique, classification performance is quan-
tified with two extensively used publicly available data sets
[22], [23], and comparison is provided with “seven” well-
established techniques in the literature: those by Yen [9],
Goumas [10], Lou [11], Seker [20], Li [21], Samanta [24],
and Malhi [25].

This paper is organized as follows. Section II discusses
the framework for the feature extracted based on higher or-
der statistics and WT, Section III presents the criterion for
adaptive feature selection, Section IV illustrates the fault de-
tection mechanism, Section V compares results with the ex-
isting techniques, and Section VI contains the concluding
remarks.

II. FEATURE EXTRACTION BASED ON HIGHER ORDER
STATISTICS AND WT FRAMEWORK

The overall system can be explained in five steps, data
acquisition (vibration data), preliminary processing of the data
(SWT), feature extraction [computing higher order cumulants
(HOCs)], prominent feature selection, and pattern matching
for classification. AFHCW adopts hierarchical paradigm to
diagnose machine faults from a given data set as shown in the
flow chart in Fig. 2.

Digitized vibration data are first decomposed using SWT
in order to ensure linear operation on the vibration data prior
to feature extraction. Linearity of the operation to conduct
time—frequency analysis of the vibration data helps in miti-
gating the impact of Gaussian noise and results in better fault
detection accuracy (details are provided in Section II-C). SWT
helps in investigating the frequency contents of the vibration
data in different frequency ranges, i.e., nodes. For the decom-
posed data, HOCs are computed for each node. Features ex-
tracted using different cumulant orders behave differently under
varying SNR and type of the faults. Decomposition node and
cumulant order are selected adaptively, i.e., dominancy level of
the features is computed on the basis of the characteristics of
the data sets.
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A. Time/Frequency Domain Analysis for Vibration Signal

Among the time—frequency domain signal processing tech-
niques, e.g., Discrete Fourier Transform (DFT), STFT, and WT,
WT can be used for comprehensive analysis of nonstationary
vibration signal to reliably extract time and frequency domain
contents [6]. DFT of a nonstationary signal z[n] (4) does not
exploit the variation in frequency contents with respect to time.
Rather, it averages out the frequency content over the whole
signal range [6]—[8]

The shortcomings of DFT can be compensated by STFT (5),
but STFT suffers from the problem that it gives the same time
and frequency resolution for low and high frequencies. The time
and frequency resolution remains the same because window
size w[n] remains constant throughout the analysis [6]-[8]

N-1

X(m, k)= alnjufm—ne 7 (F)F k=0,1,... (N-1).
n=0

)

In order to overcome the drawback of fixed time—frequency
resolution in STFT, wavelet transformation can be used which
has the tendency to perform multiresolution analysis.

In case of DWT, low frequencies have good frequency res-
olution and poor time resolution while high frequencies have
good time resolution but poor frequency resolution. This is the
case in most of the physical systems, i.e., for low frequencies,
frequency resolution is more important than time, and for high
frequencies, time resolution is more important than frequency
[21, [9], [10], [20]. Adaptive time—frequency resolution in DWT
can be obtained by its built-in tendency to adjust window size
according to frequency ranges, i.e., for low frequencies, win-
dow size in the time domain is large, ensuring good frequency
resolution, and for high frequencies, window size is smaller,
guaranteeing good time resolution.

Fig. 3 gives the decomposition tree for DWT. Digitized
vibration data are passed through high-pass h[n] and low-pass
g[n] quadrature mirror filters (QMFs). QMFs are finite-impulse
response (FIR) filters or infinite-impulse response filters. Filter
selection is a very crucial part of analysis of the signal using
WT. In AFHCW, Daubechies (Db5) filter [9] is used which is
a FIR filter. After filtration, data are down sampled (because
only half of the frequencies are left). The decomposition at any
© — th level results into two components: The low-frequency
component is known as approximation coefficients A;, and the
high-frequency component is known as the detail coefficients
D, [26]. The detailed and approximation coefficients at level
1 + 1 are obtained by decomposing approximation coefficients
A; through low-pass and high-pass filters, resulting into A;
and D;,. At every decomposition level, data are first passed
through QMF filters and then down sampled

Yapproz[1] = x[n] x g[n] (6)
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It is clear from the decomposition tree in Fig. 3 that high
frequencies (higher decomposition levels) have poor frequency
resolution and low frequencies (lower decomposition levels)
have good frequency resolution. Certain applications demand
good time and frequency resolution both at low and high
frequencies. In that case, discrete WPT (DWPT) can be used
in which both the approximation and detailed components are
decomposed [6], [11], [12], [20], [27] as in Fig. 4, contrary to
DWT in which only the approximation component is decom-
posed. WPT gives more detailed insight into frequency contents
for the incoming data at the cost of increased computational
complexity because both the detailed and approximation com-
ponents are decomposed.

In our proposed framework, the type of the distribution
for the vibration data is to be preserved before and after the
decomposition (details are provided in Section II-C). In case
of DWT and WPT, signal is processed into two steps, i.e.,
first filtration then down-sampling. Filtration of data using FIR
filters is a linear process which does not change the type of
the Gaussian distribution of the data [28]. However, down-
sampling may change the nature of distribution before and
after wavelet decomposition. In order to protect the type of
distribution, down-sampling is to be avoided.

SWT avoids down-sampling and ensures linear operation on
the vibration data. In case of SWT, instead of down-sampling
the data at each decomposition level, filters are up-sampled as
shown in Fig. 5. The main cost of avoiding down-sampling
is the extra computational overhead in processing the same
number of coefficients at each decomposition level as compared
to DWT in which computational overhead is halved after each
decomposition level. The advantage of SWT is the linear oper-
ation on the incoming vibration data. Computational cost for
SWT and WPT is identical because, in both techniques, the
number of coefficients to be processed at each decomposition
level remains the same.

In SWT, the decomposition of the data into ngecom) levels
results in Ngecomp + 1 frequency nodes as shown in Fig. 5.
SWT performs multiresolution analysis, i.e., decomposition of
the signal into nodes. In AFHCW, data are decomposed into
four levels, resulting into five nodes, i.e., four nodes for de-
tailed coefficients cD1 — cD,4 and one node for approximation
coefficients cA4 as highlighted in Fig. 6. Fig. 6 shows the
coefficients of five nodes in case of inner-race fault. As we
move down the tree, cD; — cAy, frequency contents vary from
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Fig. 6. SWT decomposition for inner-race fault.

high to low frequencies. The decomposition until level 4 is also
justified because cA,4 and cD, are very smooth signals as most
of the transients in the recorded vibration signals are captured
by the higher nodes.

B. HOC:s for Fault Detection

Cumulant moments are the statistical parameters which are
used to characterize any random distribution such as vibration
(nonstationary). The cumulant generating function g(¢) for a
random variable X is defined by (10)[29]

g(t) = log (E(e'Y)) . (10)
Then, cumulants of X are given by
K1 = g’(O)
Ky =4"(0)
K3 :g///(o)
K, =g"(0) (11)
where e!X is a moment generating function, and log of moment

generating function is a cumulant generating function. The
relationship between the cumulants and moments is given by

r—1
K, =ur—k§ (;:DKWM. (12)
In (12), p, is the » — th centralized moment given by
1N
[y = N;(wz — )" (13)

where x; is the ¢ — th sample, N is the total number of samples,
and p is the mean value.
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In AFHCW, feature extraction is based on computing HOCs
rather than moments because of the following two vital
properties.

1) From (10), it is clear that the cumulant of the sum of two
random variables X and Y is the sum of the individual
cumulants, i.e.,

where X and Y are statistically independent. This prop-

erty helps in mitigating the impact of Gaussian noise

in AFHCW if vibration data are processed linearly (see

Section II-C).

2) For Gaussian distribution (15), cumulants generate zero
result if the order of cumulant is higher than “2,” i.e.,

1 (z—m)?
f(z) = s e 22 | and (15)
K, (f(z)) =0, if r>3 (16)

which legitimates the need for higher order statistics
based on computing cumulants to guarantee immunity for
Gaussian noise.

The standardized third- and fourth-order cumulants [20], [21]
represent skewness and kurtosis as in (17) and (18)

(/N2 (@i - ]

Sx = ; (17)
g
(/N (- )
Ky = - . (18)

Skewness measures “asymmetricity” in the data distribution
relative to the Gaussian distribution, and kurtosis measures
“peakedness” of the distribution relative to the Gaussian dis-
tribution. In developing AFHCW, we study the fault detection
performance of higher order statistics until order 7, i.e., 3 <
r < 7. The maximum statistical order is limited to “7” as
simulation results dictate that further increment in the cumulant
order does not give any improvement in the fault detection
accuracy (results are provided in Section V).

C. SWT and Cumulants for MHM

In industrial environment, two considerations should be ad-
dressed while designing an MHM system.

1) Noise level in the vibration signatures could vary drasti-
cally over the time. An MHM system should guarantee
better performance under varying SNR.

2) In order to detect and diagnose faults at the initial stage
when actual vibration signatures are very poor, it is vital
to test the system’s performance under low SNR.

In the vibration signal, Gaussian noise, either colored or
white, is the main contributor toward noise [21]. Further
emphasis of this study is to propose the feature extraction
technique which mitigates the impact of Gaussian noise. The
captured vibration signature may be considered as the original
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vibration signal plus Gaussian noise. In (19), v[n] represents the

pure vibration signal, and g[n] represents the Gaussian noise
s[n] = v[n] + g[n]. (19)

In the flowchart in Fig. 2, vibration data are decomposed into

different nodes using SWT, so for any arbitrary decomposition
level d, the type of the distribution is preserved as given by

[n] ='[n]

] = /] + g/
s"[n] =v"[n]

+
+ ¢"[n]

s =v’[n] + ¢°[n]. (20)
The cumulants for the coefficients of any decomposition
node d [exploiting the property in (14)] can be computed as
given in (21) and (22)

K, (s'[n]) = K, (v%[n] + ¢%[n])

or

forr >3

K, (sd[n]) =K, (vd[n])) , K, (gd[n]) =0. (22)
In (16), it was concluded that, for Gaussian distribution, if the
order of the cumulant is greater than “2,” then the result is zero.
In (22), the criterion in (16) is applied which justifies that the
impact of Gaussian noise is eliminated as long as the cumulant
order is higher than “2.” This immunity to the Gaussian noise
is achieved by ensuring linear processing on the vibration data
prior to feature extraction, which is achieved in SWT and
validates the significance of SWT [28]. Computational cost
in the case of SWT is higher than that of DWT because, at
every decomposition level, the number of coefficients to be
processed essentially remains constant as compared to DWT
in which the number of coefficients is half that of the previous
decomposition level. However, the results in (22) hold true if
processing is linear, prior to feature extraction, so that the data
distribution remains the same before and after decomposition.

III. ADAPTIVE DECOMPOSITION NODE
AND CUMULANT ORDER SELECTION

AFHCW develops a generalized criterion for adaptive fea-
ture selection which quantifies the dominancy level for every
feature corresponding to a particular decomposition node and
the cumulant order. Fig. 7 gives the intuitive criterion for the
proposed feature selection. The features are selected based on
its tendency of class separability. In Fig. 7, the symbols “+” and
“x” represent the data points belonging to two classes (con-
sidered for simplicity, but in the paper there are three classes).
The test query (point) is represented as “start.” In AFHCW,
the dominancy level of the features is defined adaptively based
upon its tendency to differentiate between the data points of
two classes. Fig. 7(a) shows that, with this location of the
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Fig. 7. Adaptive decomposition node and cumulant order selection.

test point, the probability of wrong classification is higher.
Fig. 7(b) considers another scenario in which the confidence
level is higher to classify the test point. Fig. 7 gives the pictorial
representation for only one feature (for simplicity). There are
(Ndecomp + 1) X (Newm — 2) feature values in total, and the
dominancy level is computed for each feature value.

Observing the hierarchical paradigm in Fig. 2, vibration data
are decomposed using SWT to ngecomp levels resulting in
Ndecomp + 1 Nodes. For each node, cumulants are computed
until orders r such that 3 < r < ngyp,. If decomposition nodes
are represented in rows and cumulant order varies along the
column, the resultant feature matrix contains order (ngecomp +
1) X (Mewm — 2) as given by

F = [fij] naccompt1) x (neum—2)- (23)

According to (23), (Ndecomp + 1) X (Neum — 2) features are
extracted. The proposed feature selection technique selects
the dominant decomposition node and cumulant order, which
promises maximum likelihood for accurate classification. Let
us assume that there are ¢, classes in total. To test the adaptive
feature selection, vibration data are split into two portions, one
for training and the other for testing. The training and test data
are further divided into small chunks containing equal number
of samples of the digitized vibration data, i.e., windows. In the
training phase, feature matrices are computed for each window
of the data for every class. In the testing phase, feature matrix
Frest is obtained for the test window of data according to
(23). In order to select optimal cumulant order and decom-
position node adaptively, the criterion to define dominancy
for every element in the test feature matrix Frr g iS given in
Proposition 1.

Proposition 1: For each of the (Ngecomp + 1) X (Neym — 2)
features, the dominancy level is quantified on the basis of
tendency of the features to ensure class separability (as defined
in Fig. 7), maximization of the accumulated distances from c; —
1 classes, and minimization of the distances from one of the
classes.

In order to quantify the separability of each feature value, the
mean value of the training data points for each class is given by

MC = [fij}(7'/decomrp+1)><("cum_2)' (24)

Computations of cumulants involve the power of their orders
(13), and to give equal weighting to all the extracted features
using different cumulants, it is necessary to normalize the
features against their cumulant orders. In AFHCW, feature
matrix for the test window Fr.s; and mean matrices for every
class M, are normalized as in (25) and (26), i.e., compute the
r — th root of the feature value corresponding to the r — th
order cumulant

-?Test = |:rj+\2/ abs(flj)] (25)
(ndecomp+1)X(Neum—2)

M. = {T”f/abs( ﬂj)] (26)
(7"decomp+1)x(ncum,_2)

To quantify the dominancy level of each of the feature value in
the test feature vector, the distance matrices are computed for
every class as in
D, = abS(FTest - MC)(ndccomp+1)X(ncum72)' (27)
Combining the distance matrices for each class, the resultant
3-D array is given in
D = [dijk] (naceompt1) % (meuwm—2) <0 (28)
The dominancy level of every element in the test feature ma-
trix Frpes: is computed from the 3-D array (28) of difference
matrices as in

domij: Zd”k —2><min(dijk|k‘€{1,2,...,ct}). (29)
k=1

The dominancy level computed in (29) validates Proposition 1.
The indices “i” and “;” for the element having the maximum
value of dom;; correspond to the most dominant decomposi-
tion node and the statistical order, respectively. In the above
calculations, the dominant feature selection is adaptive, as
feature selection is based on the test feature matrix, i.e., the
characteristics of the incoming data to be diagnosed are being
used to quantify the dominancy levels for all the features in the

test feature matrix Frest.

IV. FAULT DIAGNOSIS

Fault diagnosis is related to the classification of unknown
faults; in this paper, K — th nearest neighbor (KNNN) has been
used as a classifier. KNN classifier determines the type of
unknown fault based on majority rule [30]. The distance of
the test point is computed from K nearest neighbors of the
training data points. The fault type of unknown test data point
is classified as the class which contains the maximum number
of neighbors out of K nearest neighbors to the test data point
[30]. The dominant feature vector obtained from Section III is
used as input for the KNN classifier for fault diagnosis. The
classification accuracy of the proposed fault diagnostic model
is computed as given in

Accurate Detection

1
Total Trials x 100 %

H, = (30)
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where H, represents the “hit ratio” and it measures the per-
centage of the accurately detected unknown events to the total
number of unknown events. Better classification accuracy en-
sures robustness and reliability of the fault diagnostic model.
In Section V, the results are presented for the experiments
conducted with three different types of the faults, i.e., inner-
race, ball, and outer-race faults. The overall vibration data set is
split into two portions, i.e., training data sets (67%) and test data
sets (33%). Fault diagnostic model is built using the training
data sets, and the test data sets are used to characterize the fault
detection accuracy. The fault detection accuracy is measured as
the ratio of the correctly detected fault points to the total number
of test points as defined in (30).

V. EXPERIMENTAL RESULTS

This section presents the performance evaluation of AFHCW
by first explaining the data acquisition model and the simulation
setup developed for experimentation. The performance eval-
uation is presented for features extracted against a particular
statistical order with explicit emphasis on the performance of
second-order statistics [9]-[19] under poor SNR. The classifi-
cation performance of AFHCW is presented in Section V-C. In
order to validate the performance of the proposed technique,
the studies are conducted on publicly available and exten-
sively used actual and simulated vibration data sets. Moreover,
Section V-D substantiates the enhanced performance of the pro-
posed scheme in comparison with the “seven” well-established
techniques in the literature: those by Yen [9], Goumas [10],
Lou [11], Seker [20], Li [21], Samanta [24], and Malhi [25].

A. Data Acquisition and Simulation Setup

1) Actuation Vibration Data: Fig. 8 illustrates the experi-
mental setup for recording the actual vibration data sets [22].
Experiments were conducted with three different faulty bear-
ings: inner race, rolling element, i.e., ball, and outer race. Faults
in the bearing were created by electrodischarge machining.
Faulty bearings are supporting the shaft of the motor, and the
load is 2HP with a speed of 1750 r/min. The data have been
collected through accelerometers using a 16-channel digital-
audio-tape recorder and sampled at the rate of 12 000 samples
per second.

Fig. 8.

Experimental setup [22].

2) Simulated Data: For simulation studies of AFHCW, vi-
bration data for the bearing faults based on the transfer function
with continuous hammering of the rotary machine [23] have
been used. The transfer function is given by (31), and the
most common input forces for the vibration signal, i.e., mass
unbalance, misalignment of the shaft, and bearing defects, are
given by (32)—(34), shown at the bottom of the page, respec-
tively The harmonic amplitudes A, number of harmonics N,
phase relationships 6, speed of rotation fs, and bearing defect
frequencies f, are adjusted [23] for the forces (32)—(34) to
simulate the vibration data for inner-race, ball, and outer-race
faults with different severity.

3) Simulation Setup: Simulations are carried out using
MATLAB. The captured vibration data are subdivided into
two portions, one part is for training and the other is for
testing. KNN classifier is used to measure the performance
of the proposed scheme. In the fault diagnosis model, two
parameters are optimized: 1) the dominant number of features
to be considered for classification as obtained from (29) and
2) the number of nearest neighbors, i.e., K. These parameters
are optimized using grid search and fivefold cross validation,
and the optimal value of K is “4” [30], [31]. The optimality
criterion is based upon maximization in diagnostic accuracy
(30). To check the robustness of AFHCW in comparison with
the existing techniques, experiments are conducted under vary-
ing SNR, as adverse as —10 dB. In order to incorporate the
impact of randomness, experimental results are averaged for
1000 experimental runs.

2.2835% + 642.65% + 4.457 x 10852

H(s)

Frass—unbalance = A1 COS(QWfst + 91)

5% 4 619.353 + 4.42 x 10852 + 4.234 x 10105 4+ 5.697 x 1015 3D

(32)
N,

Fmisalignment - fs Z A;gncos (27kast + 07kn) (33)
k=1
Ny

Focaring = fs »_ Ahcos (2rk fit + 607) (34)

k=1
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Fig. 9. Fault detection accuracies for ball fault.

B. Performance Evaluation for Individual Cumulant Order

In these studies, features are extracted by computing cumu-
lants for the nodes obtained after SWT. The fault detection
accuracies for all the cumulant orders c2—c7 are observed
explicitly for each type of the faults. Fault detection accuracies
are measured using (30). In these experiments, vibration data
belong to actuation faults. SNR is varied from 10 to —10 dB.
Fault detection at poor SNR values guarantees diagnostic capa-
bility of the proposed system at the incipient stage.

Fig. 9 presents the individual classification performance
for the extracted features based on cumulant orders c2—7 in
case of ball fault. In Fig. 9, fault detection accuracy for the
feature extracted based on second-order cumulant is the worst
case scenario because second-order statistics [9]-[19] are the
most vulnerable to Gaussian noise. Overall, features extracted
based on fourth- and sixth-order cumulants are giving better
classification accuracies as compared to all other cumulants.
According to (22), the fault detection accuracies for features
extracted based on HOCs (with order higher than 2) should not
change in the presence of Gaussian noise under ideal scenario.
The observed variation is due to the finite number of samples
in each window for which features are extracted. However, the
overall variation in the fault detection accuracies for the features
based on HOCs is significantly lower as compared to second
order.

Fig. 10 illustrates the classification performance in case of
inner-race fault when features are extracted for different camu-
lant orders. It shows that the classification performance for the
extracted features based on second-order cumulants suddenly
drops to zero when the SNR reduces beyond a certain level,
i.e., —8 dB. Features extracted based on fourth-order cumulant
results in good classification accuracy with poor SNR values.
Fig. 10 further shows that the variation in the fault classification
accuracy for the features based on higher order statistics is
higher than that based on second-order statistics.

Fig. 11 gives the classification performance of individual
cumulants in case of outer-race faults. By observation, it seems
that second-order cumulant is performing better (100% accu-
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Fig. 10.  Fault detection accuracies for inner-race fault.
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Fig. 11. Fault detection accuracies for outer-race fault.

racy) as compared to other cumulants. Since, for the other
two faults, i.e., inner race and ball, second-order cumulant is
giving zero fault detection accuracy, i.e., H, = 0, it is always
identifying the fault as outer race irrespective of the fault type.
Moreover, the fourth-order cumulant, which is giving better
performance for the inner-race and ball faults (see Figs. 9 and
10), gives relatively poor performance in the case of the outer-
race fault. Overall, features based on third-, fifth-, and seventh-
order cumulants are giving better fault detection accuracies.

It is clear, as we decrease the value of SNR, that the per-
formance of the classifier with the extracted features based
on second-order cumulant drops suddenly because second-
order statistics are the most susceptible to Gaussian noise. The
inability of the second-order cumulant to perform well under
poor SNR justifies the usage of HOCs.

In Figs. 9-11, the fault detection accuracies vary for the
extracted features using different cumulant orders with the
variation both in the SNR values and type of the faults. Table I
lists the best case cumulant orders for different types of faults
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TABLE 1
FAULT TYPE VERSUS BEST CASE CUMULANT ORDERS

Fault Type Cumulant Order
Inner Race 4
Ball 4,6
Outer Race 3,5,7
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Fig. 12. Adaptive cumulant order selection—SWT.

which are giving overall better performance for different types
of faults. However, none of the cumulant order is performing
well for all the three types of faults, indicating the need for
adaptive selection of the order of cumulants as in the proposed
technique presented in Section III.

C. Adaptive Decomposition Node and Cumulant
Order Selection

AFHCW proposes a novel technique for adaptive decompo-
sition node and cumulant order selection. Features are extracted
by computing HOCs of the nodes obtained after SWT. Out of
the whole range of the features as in (23), the dominancy levels
are computed according to (29). Fig. 12 gives the classifica-
tion performance of AFHCW for the actual vibration data in
case of inner-race, ball, and outer-race faults. Observing the
classification accuracies, Fig. 12 shows that AFHCW not only
outperforms the feature extraction schemes based on second-
order statistics [9]-[19] but also ensures best results as com-
pared to features extracted based on individual cumulant orders
(see Figs. 9-12).

Table II gives the whole summary of analysis both for the
actual as well as simulated vibration data sets. It lists the worst
case classification accuracies for any type of fault when SNR
is -10 dB. In case of actual vibration data sets, the diagnostic
accuracy is enhanced in AFHCW by almost 23% (86%—-63%)
as compared to the fourth-order cumulant [21] which is the
best case scenario in case of individual performance of the
cumulants. The worst case accuracy for fault detection in case
of second-order cumulant is 0% because these are the most
vulnerable to Gaussian noise.

Table III illustrates the reason for limiting the cumulant order
to “7.” It shows that increasing the cumulant order beyond a
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TABLE 1I
WORST CASE CLASSIFICATION ACCURACIES (SNR = —10 dB)
Symbol Details Actual Data Simulated Data
C; 2nd Order 0.00% 0.00%
(o 3rd Order 19.25% 50.42%
C 4th Order 63.25% 55.57%
c. 5th Order 40.25% 11.29%
C, 6th Order 48.25% 46.71%
c. 7th Order 49.00% 23.28%
C: - Adaptive 86.14% 77.00%
TABLE III
CUMULANT ORDER OPTIMIZATION (SNR = —10 dB)

WORST CASE CLASSIFICATION ACCURACIES

Symbol Details % Accuracy
C s Adaptive 70.86
G Adaptive 7821
G.. Adaptive 61.50
G =+ Adaptive 86.14
C.: Adaptive 34.43
C.s Adaptive 31.64

certain upper limit results in degradation of the classification
accuracy. The decrement in the classification accuracy is due to
the fact that higher order statistics contain lesser information re-
garding data distribution as compared to lower order statistics.

AFHCW uses SWT rather than WPT and DWT, as WPT
involves down-sampling [6] and may change the type of the
data distribution prior to feature extraction. The change in the
nature of data distribution results in invalidity of (22), so as
a result, immunity to the Gaussian noise is lost and overall
diagnostic capability of the system is degraded. The compu-
tational complexity of WPT and SWT is identical because the
number of coefficients to be dealt at any decomposition level
is the same. In WPT, the number of coefficients per node is
halved after every decomposition level, so the behavior of the
distribution cannot be precisely determined for a reduced num-
ber of coefficients. Fig. 13 gives the classification performance
for WPT which is poorer as compared to that for SWT (see
Fig. 12). It validates that linear operation on the vibration data
prior to feature extraction based on higher cumulants enhances
the overall system’s diagnostic capability.

DWT also involves down-sampling [6] on the data prior to
feature extraction based on HOCs as in WPT. The nonlinear
operation may change the data distribution, and then, (22) does
not remain valid, which would cause degradation in the sys-
tem’s performance. Fig. 14 gives the fault detection accuracies
in case of DWT. Comparing the results in Fig. 14 with that in
Fig. 12 (SWT), it validates that the linear operation in case of
SWT enhances the system’s fault detection accuracy.

Table IV presents the summary of results for different
wavelet techniques, i.e., DWT, WPT, and SWT. The fault detec-
tion capability for WPT is better as compared to that for DWT
[21] because WPT gives more detailed time—frequency analysis
by decomposing both the detailed and approximation coeffi-
cients (see Fig. 4). Overall, time—frequency domain analysis in
AFHCW using SWT enhances the fault detection capability of
the system by 16% as compared to WPT and 42% by DWT.
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Fig. 14.  Adaptive cumulant order selection—DWT.

TABLE 1V
WORST CASE CLASSIFICATION ACCURACIES (SNR =-10 dB)

Symbol Details % Accuracy
DWT Discrete Wavelet 43.86
Transform
Discrete Wavelet
70.60
WFT Packet Transform
Stationary
SWT Wavelet 86.14
Transform

D. Comparative Performance Evaluation of AFHCW

Comparative performance of AFHCW with seven well-
established existing schemes, i.e., those by G. G. Yen [9], S. K.
Goumas [10], X. Lou [11], S. Seker [20], F. Li [21], B. Samanta
[24], and A. Malhi [25], using both publicly available actual and
simulated vibration data [22], [23] shows that AFHCW has out-
performed all the techniques. Table V presents the comparative
performance evaluation of AFHCW with the actual vibration
data in terms of average classification accuracies. Experiments
are conducted for three different types of faults, i.e., inner-
race, outer-race, and ball faults, and the average of the fault

TABLE V
COMPARATIVE PERFORMANCE (ACTUAL VIBRATION DATA) AVERAGE
ACCURACY AT —10 dB

Scheme Accuracy Scheme Accuracy

G. G. Yen [9] 33.33% F. Li[21] 86.00%

S. K. Goumas [10] 33.33% B. Samanta [24] 33.33%

X. Lou[I1] 33.33% A. Malhi [25] 38.09%

S. Seker [20] 78.25% AFHCW 91.23%
TABLE VI

COMPARATIVE PERFORMANCE (SIMULATED VIBRATION DATA) AVERAGE
ACCURACY AT —10 dB

Scheme Accuracy Scheme Accuracy

G. G. Yen [9] 39.28% F.Li[21] 79.33%
S. K. Goumas [10] 33.33% B. Samanta [24] 33.33%
X. Lou [11] 33.33% A. Malhi [25] 33.33%

S. Seker [20] 71.33% AFHCW 85.33%

classification accuracies is computed. It shows that AFHCW
performs better as compared to the already existing techniques
under incipient fault conditions.

Table VI presents the comparative performance evaluation
for the proposed scheme for the simulated data sets at —10 dB.
These results show that AFHCW yields much superior classifi-
cation accuracy and robustness against noise as compared to the
existing techniques. Classification performance of the existing
techniques deteriorates significantly under poor SNR condi-
tions, whereas AFHCW guarantees sustained performance in
harsh industrial environment when SNR may vary drastically
over the time.

VI. CONCLUSION

In this paper, we present an MHM technique, named
AFHCW, that adaptively extracts vibration features based on
cumulant order and decomposition node in WT and provides
high accuracy in identifying faults, specifically under poor SNR
conditions. In order to mitigate the impact of Gaussian noise in
industrial environment, the usage of HOCs and SWT is very
promising. AFHCW adopts a criterion to test the dominancy
level of the features for adaptive selection of the cumulant order
and decomposition node to capture the dynamics of the vibra-
tion data. Simulation studies justify that the adaptive selection
of the statistical order enhances the diagnostic performance
of the proposed system by 23% for actual vibration data sets
and 21% for simulated vibration data sets, as compared to
the individual performances of the extracted features based
on a particular cumulant order. The comparative performance
evaluation with existing schemes validates that the diagnostic
capability of AFHCW is enhanced by 5.23% for actual vibra-
tion data and 6% for simulated data. In a nutshell, the overall
performance of the proposed technique promises precise and
early detection of machine faults under poor SNR for MHM.
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