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Abstract Curvilinear structure detection and quan-
tification is a large research area with many imaging ap-
plications in fields such as biology, medicine, and engi-
neering. Curvilinear enhancement is often used as a pre-
processing stage for ridge detection, but there has been
little investigation into the relationship between en-
hancement and ridge detection. In this paper, we thor-
oughly evaluate the pair–wise combinations of different
curvilinear enhancement and ridge detection methods
across two highly varied datasets, as well as samples
of three other datasets. In particular, we present the
approaches complementing one another and the gained
insights, which will aid researchers in designing generic
ridge detectors.

1 Introduction

Curvilinear structure enhancement and skeletonisation
approaches are fundamental tools used in image pro-
cessing. The enhancement process refers to a set of tech-
niques that seek to improve the interpretability or per-
ception of objects in the image for human observation
or to provide better input for another image analysis
task, such as ridge detection or segmentation. However,
curvilinear skeletonisation helps to describe the shape
of curvilinear structures as a single one pixel-wide path
on pre-segmented (binary) images. Ridge detection is
considered to be a special case of skeletonisation, where
the extraction of the ridge is a free-segmentation pro-
cess that is calculated directly from the grayscale im-
age. Therefore, both skeletonisation and ridge detec-
tion processes can be referred to as line extraction or
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ridge detection. Many enhancement and line extraction
approaches have been discussed over the last several
decades and extensive reports have been published [1,
2,3,4,5]. Most line extractors were designed for a spe-
cific application, combining a line detection step with
another line discrimination step using prior or contex-
tual knowledge, such as the length or width of line seg-
ment (e.g., [6]). However, the images targeted for inves-
tigation in most applications require further refinement,
such as noise reduction, in order to successfully extract
lines. Therefore, researchers usually combine a prior en-
hancement step with the line extraction approach. The
combination of these approaches is used in a vast num-
ber of applications in many domains, including but not
limited to the following:

– Bioscience (e.g., fungal network detection [7]).
– Medicine (e.g., airway centreline extraction [8,9],

blood vessel extraction in the retina [10,11,12,13,
14], cerebral vascular tree detection [11] and liver
vascular network detection [15], virtual endoscopy [16]).

– Cosmetics industry (e.g., hair analysis [17,18]).
– Engineering (e.g., fibre detection for industrial pur-

poses [19]).
– Security (e.g., fingerprint detection [20]).

Extensive reports on these approaches have been pub-
lished over the last several decades [1,2,3,4,5]. A wide
variety of bespoke ridge detection approaches have been
developed within related areas of morphological skele-
tonisation on binary images and skeletonisation of sur-
face geometry, as well as more general ridge detection
algorithms for imaging data [21]. However, it remains
unclear as to which curvilinear structure enhancement
methods best complement which ridge detection ap-
proaches, especially in generic (i.e., context-unaware)
and highly varied real-world datasets [7]. A reliable
analysis and a thorough evaluation of this relationship
across large datasets present a significant challenge, both
statistically (due to the varying high-dimensional search
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space) and computationally (due to the large number of
experiments required).

In general, parameters need to be specifically and
carefully tuned for each application and, as a result,
the parameters then do not generalise across scenar-
ios [22]. In contrast, Convolutional Neural Networks
(CNNs) [23], and more general machine learning ap-
proaches [24,25], are excellent at handling such ill-defined
problems. However, CNNs typically rely on large train-
ing datasets and may fail unpredictably, making them
impractical for a number of applications.

In this paper, we study the relationship between
curvilinear structure enhancement and ridge detection
approaches, with particular emphasis on the following
areas:

– Impact: Although new ridge detection approaches
are continually emerging, it is difficult to understand
whether and how the field is generally progressing,
especially given that recent methods often rely on a
separate pre-processing enhancement stage [7,14].

– Relationship: It is not known which combinations
of enhancement and ridge detection approaches work
best together, and with which types of image data.

– Robustness: Some approaches may be able to achieve
excellent results on certain types of data or partic-
ular curve-like patterns, but they may also exhibit
unpredictable behaviour in other cases, such as in
junction regions or in the presence of background
inhomogeneities.

– Parameters: Some methods have large (e.g., 10+
dimensional) parameter spaces, but they may be
more predictable, more intuitive (with flat and sta-
ble regions), and easier to tune, than other methods
with smaller (e.g., 2-dimensional), but unintuitive
parameter spaces, where the tuning of parameters
may lead to substantial changes in the resulting im-
age [26].

In this study, a large set of experiments tests each
pair-wise combination of popular enhancement and ridge
detection methods on two highly varied datasets and
each combination is evaluated against their respective
ground truths. Analysing these varied datasets allows
us to collect important statistical information and to
make inferences based on new insights about the effec-
tiveness of individual methods and, more importantly,
the overall relationship between enhancement and ridge
detection. Quantitative and qualitative analyses are con-
ducted for well-established and state-of-the-art meth-
ods (16 curvilinear enhancement methods, 3 segmen-
tation methods, 6 skeletonisation methods, and 2 ridge
detection methods that operate directly on image data).

Contributions The main contribution is a comprehen-
sive benchmarking suite for assessing the generalisa-
tion of enhancement and ridge detection phases and,
more importantly, for understanding the relationship
between them. This is achieved by evaluating the statis-
tical properties of the approaches on real-world datasets,
for which we have created new ground truths. We also
discuss the overall advancement in this field of research
over the last few decades and we release our analysis
and benchmarking tools, including the full source code,
making it available for future use.

Outline In Section 2, we discuss the revelant literature
covering related enhancement and ridge detection algo-
rithms. In Section 3, we show how we choose our input
images and create their ground truths. Section 4.1 eval-
uates the pair-wise method combinations on relevant
datasets and introduces the metrics used along with
the experimental results.In Section 5, we briefly discuss
our results from Section 4.1 in relation to important
cases. Section 6 provides details of our implementation
and we conclude our study in Section 7.

2 Related Work

Literature in this section comes from many different
fields which interchange terminology. For clarity, we
refer to ‘skeletons’ as sets of line segments or curves,
embedded typically in two or three dimensions (image
space), representing local objects’ symmetries and their
topological structure. We refer to ‘centrelines’ as thin
rasterized connected lines or curves defined by the cen-
tres of curvilinear objects in binary and grayscale im-
ages (lines of bright pixels, ideally a binary image ob-
ject which is 1-pixel thick). ‘Ridges’ are a set of curves
whose points are local maxima on a surface defined by
image intensities or as Lindeberg describes as where
the intensity assumes a local maximum/minimum in
the direction of the main principal curvature [27]. The
term ‘curvilinear structures’ refers to wiry or tube-like
structures in binary or grayscale images, with chang-
ing widths, curvature and orientation in different parts,
that may crossover themselves or be occluded by other
objects. ‘Enhancement’ refers to the process which trans-
forms the image to increase the contrast between the
curvilinear structures and their background, which may
include other image objects and noise.

We categorise and discuss related literature in the
subsections from the main research areas of structure
enhancement, segmentation, skeletonisation, and ridge
detection. Enhancement and segmentation approaches
have significant overlap, as do the fields of ridge-detection
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and skeletonisation, often differing only in application
or in terms of how the shapes are represented.

2.1 Curvilinear Structure Enhancement

Curvilinear structures denote the presence of retinal
vessels, cytoskeletal networks, fibres, etc. These exam-
ples often contain different curvilinear structures which
are hard to capture, such as bends, crossing junctions,
non-crossing junctions, etc. However, it is very difficult
to accurately detect curvilinear structures due to the
complexity of noise and inhomogeneous backgrounds.
The principal aim of curvilinear structure enhancement
is to modify the attributes of an image and to high-
light the interesting curve-like structure in that image
to improve its suitability for a given task or specific
purpose (i.e, segmentation, ridge detection or centreline
extraction). Most methods were proposed to improve a
specific type or a region of vessels [28], whereas others
focussed on noise reduction in the background [29] or
were designed for a specific kind of image [30]. These
methods used different techniques, ranging from inte-
grating multi-scales, using multi-orientation kernels for
regularisation, or to using different tensors to extract
lines with variable widths and orientations. Therefore,
these methods can be divided into several categories
based on their mathematical principles.

2.1.1 Histogram-based Enhancement

Histogram equalisation is the most popular technique
for improving image contrast. One of the earliest no-
table results in histogram equalisation was proposed
by [31], who showed that selecting an appropriate clip-
ping level for the histogram avoids undesired noise am-
plification and improves the flexibility in histogram remap-
ping. Similarly, Contrast Limited Adaptive Histogram
Equalisation (CLAHE) [32] and Constrained Local His-
togram Equalisation (CLHE) [33] can enhance image
details as histogram clipping techniques, which enhances
image details while maintaining the overall image ap-
pearance. These approaches undertake various transfor-
mations of the same grey level at many spatial locations
in the original image. In CLAHE, the image is divided
into several regions and the histogram for each region
is calculated individually. The same scenario occurs in
CLHE and, in addition, the local grey level transforma-
tion is varied continuously by applying a concatenates
condition. Recently, [34] proposed a dynamic fuzzy ap-
proach, which uses a triangular fuzzy membership func-
tion to provide better handling of inaccurate grey-level
values than histogram clipping-based approaches, while
preserving the mean image intensity. Another recent

work is [35] where they add naturalness preservation
by using a bad illumination pass filter to locate badly
illuminated areas in the image. Then, they proposed an
adaptive logarithm transformation to add more bright-
ness in poorly illuminated areas in the image. A major
drawback of these methods is their sensitivity to noise
due to the dependency on the image intensity.

2.1.2 Gaussian-based Enhancement

Gaussian kernels are amongst the most commonly used
tools in image processing due to their properties, such
as their isotropy, decomposability, integrability and dif-
ferentiability [36]. Their fast computation makes them
very convenient for low-level feature detection. More-
over, the derivatives of Gaussian kernels for enhance-
ment add steerability which, when implemented as an
orientation-based convolution kernel, can be used to
calculate the response at different orientations. Free-
man et al. [37,36] provide the earliest results of using
this in curvilinear structure enhancement. This work
was improved in the Gaussian Steerable (GS) kernel [29]
by introducing better edge recovery with greater spa-
tial and angular accuracy than previous approaches.
For anisotropic features, [38] introduced the first at-
tempts at Anisotropic Gaussian kernels, developing a
differentiation-based method that can detect local im-
age conditions, such as width, roundness, and orienta-
tion by using the second partial derivative of anisotropic
Gaussian kernels.

2.1.3 Mathematical Morphology-based Enhancement

Mathematical morphology operations bring a shape-
based approach driven by set theory [39] to the image
processing field. These operations are easy to imple-
ment and are indeed suitable for many shape-oriented
problems. A large number of approaches have been pro-
posed to enhance and to detect curvilinear structures
based on different mathematical morphological trans-
forms, such as [40,41,42]. In [40], Zana’s popular Top
Hat transform-based enhancement (ZTH) is proposed
to identify image signals by preserving edges and promi-
nent pixel information. It uses the Laplacian of Gaus-
sian (LoG) for estimating an object’s edges. In addition,
the use of LoG also improves the speed of the imple-
mentation of this method. Similarly Sazak et al. [43]
propose a recent multiscale bowler-hat transform which
combines different structuring elements to detect innate
features of vessel-like structures. The Ranking the Ori-
entation Responses of Path Operators (RORPO) has
been proposed to distinguish curvilinear objects from
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blob-like and planar structures in images [41,42]. How-
ever, current implementations incur a high computa-
tional cost and do not scale to large volumetric image
datasets.

2.1.4 Hessian-based Enhancement

Hessian-based approaches use second order local im-
age intensity variations around the selected pixel and
eigenvalue analysis of the Hessian matrix to describe
different image features. The computation of the Hes-
sian matrix requires an approximation of the second
order partial derivatives. These approaches can be used
to detect curved/tubular, plane-like, and blob-like fea-
tures in 2D and 3D images [28]. In 1997, the first results
using eigenvalues from a Hessian matrix analysis were
obtained by [44] for vessel enhancement. One of the
most popular Hessian-based approaches for enhancing
curvilinear features was proposed by [28] and is known
as Vesselness (Vessel). However, the main drawback of
this approach are the very small responses for curvilin-
ear features at junctions, due to similarly large eigen-
values. Later, [30] proposed another successful method,
known as Neuriteness (Neurit). This is designed to
enhance low contrast and highly inhomogeneous neu-
rites in biomedical images, where a tuning parameter
is used to modify the Hessian matrix calculation. In
addition, they considered the maximum and minimum
eigenvalues across the whole image to enhance bright,
neurite-like structures. Most recently, [45] proposed a
new measurement based on the Regularised Volume Ra-
tio (RVR), which overcomes the deficiencies of using
the Hessian matrix, namely non-uniformity, variation
of eigenvalues with image intensity and non-uniformity
of enhancement across scales. However, this approach
is still sensitive at junctions and crossings, producing a
lower response in these image regions.

2.1.5 Phase Congruency Tensor-based Enhancement

The majority of Hessian-based approaches rely on im-
age intensity, resulting in poor enhancement or detec-
tion of finer and lower intensity vessels. The Phase Con-
gruency (PC) indicates the representation of the im-
age in the frequency domain. The work by [46] pro-
posed a contrast-independent approach using a Phase
Congruency Tensor (PCT), which has previously been
proven to be effective in detecting edges by [47] with
advantages of insensitivity to intensity and noise varia-
tions. They introduced PCT versions of Hessian-based
approaches, such as PCT-Vesselness (PCTV) [28] and
PCT-Neuriteness (PCTN) [30]. However, a major draw-
back of this method is the complexity of its parameter
space.

2.1.6 Wavelet Transform-based Enhancement

Image transforms, such as the wavelet transform, are
defined as tools for converting an image from one do-
main to another for easier identification of features than
the spatial domain. In [48], the authors proposed an
Isotropic Undecimated Wavelet Transform (IUWT),
using a least-squares cubic B-spline fitting, followed by
thresholding based on the wavelet coefficients. The num-
ber of thresholding levels has to be tailored to the spe-
cific application in order to achieve accuracy and com-
putational efficiency. However, similar to Hessian-based
approaches, wavelet transform-based approaches fail to
enhance low-intensity and fine curvilinear structures.

2.2 Image Segmentation

Thresholding is a common technique for object seg-
mentation, which can be categorised into two main ap-
proaches: global and local thresholding.

2.2.1 Global Thresholding

In 1979, Otsu Thresholding (OT) was proposed, which
exhaustively finds the optimal threshold to maximise
inter-class variance [49]. Various Otsu-based approaches
and extensions are reviewed in [50]. The main drawback
of the (OT) is that this threshold only considers the in-
tensity of each pixel point in isolation and ignores any
relationships between the pixels. Another thresholding
approach is Hysteresis Thresholding (HT), which ap-
plies dual thresholding followed by connected compo-
nent analysis to prevent weak foreground areas from
being merged into the background [51].

2.2.2 Local Thresholding

This object segmentation approach involves finding the
threshold value for individual pixels or regions of pixels,
which depends on some local measures of spread, such
as range, variance, or surface-fitting parameters of the
pixel adjacency features. One of the most popular local
methods is Adaptive Thresholding (AT) [52,53], where
the intensity values of the local neighbourhood of each
pixel are examined. A comprehensive survey of image
thresholding methods, reviewing all local techniques,
can be found in [54]. However, the main drawback of
thresholding is that choosing the appropriate threshold-
ing values, suitable for all images in a dataset, remains
a challenge.
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2.3 Image Skeletonisation

A “skeleton” is an essential descriptor for shapes in
many applications. Blum [55] proposed a medial axis
definition as a simulated grassfire transform process and
established the foundation of “skeletonisation”. This
medial axis can be described as planes/axes of sym-
metry with lower dimensionality. While there is no ex-
plicit definition of a curve-skeleton, Cornea et al. [56]
described some desirable properties of a curve-skeleton
and its computation process. The availability of these
properties are dependent on the application. These prop-
erties include: 1) the skeleton should be thin, 2) it should
be one-pixel/voxel wide, 3) it should capture the shape
of the object, 4) it should be centred between object
boundaries, 5) it should be connected, 6) it can of-
fer component-wise differentiation for the segments of
the object, and 7) every inner boundary point should
be visible from the skeleton. Furthermore, the skele-
ton computation process should be robust and insen-
sitive to noise. The object can be reconstructed in a
computationally efficient manner and follows a hier-
archical scheme. A categorisation of the various ap-
proaches for skeletonisation was proposed by [5], which
allows adequate abstraction of the principles for each
approach. Similarly, there are approaches that follow or
perturb the object boundary, such as computing a dis-
tance transform, distance field or using a gradient vec-
tor field [16,57,58,59]. Siddiqi et al. [60,61] proposed a
Shock Graph-based approach (SG), a Hamiltonian for-
mation of curve continuous transformation, computing
the outward flux of the vector field of the underlying
system using the Hamilton-Jacobi equation. Skeletons
are located at singularities of this flux field. Further-
more, the topology preservation constraints of digital
grids have been utilised to enhance the robustness of
computed skeletons. [62] introduced the Integer Medial
Axis skeleton using an improved form of a linear-time
algorithm for Euclidean distance transforms and proved
a set of fundamental properties of the IMA skeleton.
They then compared these properties to those of the
Centres of Maximal Disks skeleton. Telea [63] proposed
a robust Augmented Fast Marching Method (AFMM)
to compute a parametrised boundary location for ev-
ery pixel during the boundary evolution. The param-
eter field is thresholded to produce the skeleton from
boundary features.

2.3.1 Propagation-based Approaches

These skeletonisation approaches work according to Blum’s
grassfire propagation strategy. The first approach re-
peatedly employs Morphological Thinning (MT) [64]

by shifting boundary pixels by one pixel without dis-
turbing the shape’s local connectivity until it reaches
single pixel width. In 1984, [65] proposed a Zhang Stan-
dard Thinning (ZST), followed by [66] who improved
the results in terms of line connectivity. [67] overcomes
the connectivity issues identified in [65] with a hybrid
approach that produces thinner results. Vincent et al.
proposed Morphological Skeletonisation [68] as an ad-
vanced approach to image analysis. Later, the “maxi-
mal balls” concept was introduced with a weighted dis-
tance transform [69], and further developed by [70] with
larger weighted distances. In 2000, [71] proposed a fuzzy
morphological skeletal procedure for 2D and 3D objects
and [11] used a fuzzy ordered region-growing approach
in skeletonisation.

2.3.2 Geometric-based Approaches

Many approaches have been proposed based on the ge-
ometric properties of Blum’s medial symmetry axis.
One of the most popular geometric-based approaches is
Voronoi Diagram skeletonisation (VD) [72,73], produc-
ing a large number of false skeletal segments with a low
significance measure in the skeleton’s hierarchy, which
should be pruned. Another geometric approach itera-
tively smoothes the surface geometry [74], contracting
the surface into a skeleton. The amount of smoothing
controls the topology and size of features captured in
the skeleton, but it is not homotopic or centred.

2.3.3 Learning-based Approaches

These recent approaches are more tailored to detect-
ing skeletons from complex scenes, such as natural im-
ages [75,76,77]. By employing large numbers of parame-
ters on large training datasets, [75] reform the skeleton
extraction problem, positing that it should be solved as
a regression problem. As a result, their solution is more
generic and well-suited to solve other problems. More
recently, [76,77] proposed a “multi-clusters” of Mul-
tiple Instance Subspace Learning (MISL) model based
on a divide-and-conquer strategy for problem solving.

They create object skeleton ground truths at dif-
ferent scales and orientations, where the final output
is gathered from symmetry results in subspaces. Train-
ing classifiers in subsets improves the discrimination of
the symmetry detector, which leads to performance im-
provements. This approach is not limited to skeletoni-
sation, but is generic to some detection tasks in com-
puter vision. Similarly, recent work uses the popular
U-Net deep neural network segmentation method to es-
timate the probability of pixels being on the centreline.
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This gives thick outputs which need to be further post-
processed using traditional methods [78]. Although the
learning-based methods can obtain good results, attain-
ing ground truths can be expensive in terms of both
data acquisition and the training process.

2.4 Ridge Detection

Ridges are shape descriptors that provide an approxi-
mate symmetrical axis of the curvilinear object [27,79].
They are considered as directional local extrema [80],
where Lindeberg proposes an automatic selection cri-
teria of normalised derivatives of multi-scale Gaussian
convolution, achieving Edge Detection and Ridge De-
tection with Automatic Scale Selection (EDRDASS) [27].
Another popular Unbiased Ridge Detector of Curvilin-
ear Structures (URDCS) was proposed by Steger [81],
convolving Gaussian kernels and searching for high cur-
vature without bias in asymmetrical lines. A successful
approach for ridge detection utilises steerable Gaussian
functions with an optimised Canny operator and im-
proved orientation selectivity [82].

2.4.1 Hybrid Ridge Detectors

Recently, most ridge detectors comprise a pre-ridge de-
tection phase that enhances ridge features before fit-
ting [83]. The Anisotropic Gaussian Kernel-based ridge
detector (AGK) [7] has extended the work by [38], fo-
cussing on ridges and valleys through introducing a hy-
brid multi-scale ridge detector that combines enhance-
ment and ridge detection. This method allows detec-
tion of curvilinear structures with different widths, us-
ing anisotropic Gaussian smoothing phases to detect
curvilinear features. There are dependencies between
enhancement and detection and, therefore, we are par-
ticularly interested in the enhancement phase of the
work done by [7], where excellent performance with re-
gard to sensitivity to crossings and junctions, as well
as providing better characterisation of blob-like arti-
facts was achieved. Another issue is that using the full
pipeline of AGK in our study caused blurring or di-
minished the target curvilinear structure in the image.
A novel hand-crafted feature Scale and Curvature In-
variant Ridge Detector (SCIRD) has been proposed to
achieve multiple invariances when segmenting tortuous
and fragmented structures [14], using an enhancement
step followed by a ridge detection step. This ridge detec-
tor does not guarantee the production of “thin” ridges
(of approximately 1 pixel or voxel in thickness). There-
fore, we can not use the full pipeline of this approach,
but we can utilise its enhancement step when compar-
ing enhancement methods. In this paper, we analyse

the relationship between well-known enhancement and
skeletonisation/ridge detection approaches. We discuss
the underlying principles, challenges, advantages and
drawbacks and summarise all candidate approaches for
this analysis in Table 1, based on our criteria in Sec-
tion 4.1.1. We show how recent methods fare against
older ones and whether there is general improvement
or overfitting on certain datasets.

3 Materials

Two substantially different biomedical datasets were
chosen for this analysis: Digital Retinal Images for Ves-
sel Extraction (DRIVE) [6,84] consists of 40 images,
along with manual segmentation of the vessels, and
Ghent University Fungal Images (GUFI-1) [7] is a dataset
of 100 images, which were extracted from fungi grown
in vitro. Each of the images has a resolution of 300×300
pixels and comes with their respective hand-labeled seg-
mentation solution.

These datasets were selected based on the follow-
ing four criteria: 1) their popularity, 2) containing a
sufficient number of images, 3) having various types of
biases, such as containing varying patterns, different
thicknesses of the vascular structures and background
noise, and 4) potentially useful for future research for
both medical and biological purposes. Particularly, in
DRIVE, there are problems relating to intensity inho-
mogeneities, and that it is a well-known dataset which
has been used to test and to evaluate curve-like de-
tectors. In contrast, GUFI-1 contains an assortment of
ridges of different widths, junctions and densities.

3.1 Input Images and Ground Truth

The skeleton ground truths of these datasets are not
available (DRIVE), or are not always thin (i,e, with
1 pixel width) (GUFI-1). Therefore, we created new
ground truths to ensure availability and the required
thickness. The ground truths have been established in-
dependently by two experts and the mean Haudorf Dis-
tance (MHD) calculated between the two sets in order
to ensure the validity of the proposed ground truth.
The mean of MHD is 2.22 pixels for DRIVE and 0.82
pixels for GUFI-1, where the standard deviation of HD
is 0.82 pixels for DRIVE and 0.86 pixels for GUFI-1.
Figure 1 shows examples for each dataset and the corre-
sponding manual skeleton that we created. In addition,
the ground truths of samples from other high resolu-
tion datasets were created, including DR HAGIS [86],
HRF [87] and CrackForest [88] in order to further evalu-
ate the findings of our study for different data scenarios.
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Table 1: A selection of well-known previously published methods for curve-like features enhancement, thresholding,
skeletonisation and ridge detection, sorted by their publication year. M = Matlab, C = C/C++, J = JAVA.

No. Category Method Pub. Year Implementation Highlight
1

Enhancement

GS [29] ECCV 1992 M Multi-scale multi-orientation kernels approximated by linear interpolation
2 CLAHE [32] GG IV 1994 M Contrast-limited adaptive histogram equalization
3 Vessel. [28] MICCAI 1998 M Vessel enhancement filter using multi-scale second order local structure of Hessian matrix of the image
4 LTV [44] MICCAI 1998 M Multi-scale Hessian-based approach that takes the maximum of single-scale response
5 CLHE [33] CVIU 1999 M Constrained Local Histogram Equalization in variational form
6 PCT [85] Videre 1999 M Phase congruency calculation using Gabor wavelets
7 ZTH [40] ITIP 2001 M Mathematical morphology and curvature evaluation for the detection of vessels

8 Neurit. [30] Cytometry Part A 2004 M A semi-automatic neurite tracing technique using second-order image derivatives of the Gaussian kernel
and a modified Hessian matrix

9 BPDFHE [34] ITCE 2010 M Brightness Preserving Dynamic Fuzzy Histogram Equalization
10 PCT Vessel. [46] ITIP 2012 M Contrast-independent approach to vesselness detection based on phase congruency tensor
11 PCT Neurit. [46] ITIP 2012 M Contrast-independent approach to neurite tracing based on phase congruency tensor
12 IUWT [48] PIoS one 2012 M Thresholding based on coefficients of B-spline fitting Isotropic Undecimated Wavelet Transform
13 AGK[7] SP 2015 M Multiscale non-steerable Anisotropic Gaussian kernels (enhancement part only)

14 SCIRD[14] MICCAI 2015 M Scale and curvature in-variant, and relaxes shape assumptions to achieve enhancement of target image
structures (enhancement part only)

15 RVR [45] ITMI 2016 M Regularised volume ratio applied on eigenvalues of Hessian matrix of the image
16 RORPO [41,42] ITPAMI 2018 C Ranking the Orientation Responses of Path Operators aiming to detect curve-like and blob-like objects
1

Segmentation
OT [49] ITSMC 1979 M Automatic threshold selection to maximise separability of the resultant classes in gray levels

2 AT [53] ITPAMI 2003 M Adaptive local thresholding based on a multi-thresholding verification scheme
3 HT [51] AP 2012 M Hysteresis thresholding for edge detection using two thresholds
1

Skeletonisation

MT [64] ITASSP 1986 M Morphological set operations to represent and encode a discrete binary image
2 ZST[66] PRL 1988 M A modified version of Zhang and Suen thinning algorithm which avoid serious shrinking and line connectivity
3 MS [68] ITIP 1993 M Hybrid grayscale morphological skeleton reconstruction
4 SG [60,61] CCV 1999 M Skeletonisation derived from the shocks (singularities) of a curve evolution process
5 AFMM[63] PSDV 2002 M+C A robust augmented Fast Marching Method to compute skeleton from boundary features.
6 VD[72] VDSE 2006 M+C Employing Delaunay triangulation and Voronoi diagram in order to extract skeletons
1 Ridge

detection

EDRDASS [27] CVPR 1996 M An automatic selection of scale levels when detecting one-dimensional images features

2 URDCS [81] TPAMI 1998 J Lines Extraction using Gaussian masks with removing bias which is induced by asymmetrical lines to estimate
unbiased derivatives

4 Method

4.1 Quantitative Analysis of Enhancement and Ridge
Detection Combinations

4.1.1 Algorithms

A chosen selection of enhancement, skeletonisation and
ridge detection approaches are discussed in Sections 2.1,

(a) (b)

(c) (d)

Fig. 1: Samples images alongside the ridge ground
truths of used datasets. (a) An example of retinal im-
ages from the DRIVE dataset, (b) The corresponding
skeleton ground truth of (a), (c) An example of fungal
images from the GUFI-1 dataset, (d) The correspond-
ing ridge GT of (c).

2.3 and 2.4, respectively. Our criteria for choosing these
approaches were: (1) the approach is well-known in the
research field, (2) the approach is reasonably easy to im-
plement, and (3) due to high computational cost of this
experiment, the underlying algorithm is reasonably effi-
cient, not causing a substantial bottleneck in the overall
framework performance.

We evaluate these approaches against real medical
and biological image datasets. This allows us to iden-
tify the relationship between these two fields and to
infer a generalised evaluation. In particular, we opti-
mise enhancement and detection parameters in a large
non-differentiable search space, minimised using a ge-
netic algorithm [89,90] on a large high-memory server.
In this comparison, we have evaluated combinations of
27 approaches in total (16 enhancements, 3 segmen-
tations, 6 skeletonisations and 2 ridge detection ap-
proaches) (see Table 1 for more details). We selected
16 enhancement approaches from different categories
(c.f., subsection 2.1) and combined them with skeleton-
isation/ ridge detection approaches, with the goal of
extracting a single pixel ‘thin ’ ridge as the final result.
The manual skeleton annotation, i.e., Ground Truth
(GT), is the baseline model for comparison. In order
to evaluate each combination of enhancement and ridge
detector, we conducted 152 large experiments to exam-
ine different parameter spaces (c.f., Table 2). Some of
the enhancement approaches included in this compar-
ison are considered as preprocessing stages in hybrid
ridge detection approaches, where we have extracted
the enhancement phase as a separate approach. In these
hybrid approaches, the ridge identification step depends
on the enhancement step, e.g., AGK [7] and SCIRD [14],
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therefore we could not compare these ridge detectors
with other approaches due to these dependencies.

4.1.2 Evaluation Measures

Visual tasks are often based on the evaluation of simi-
larities between image-objects represented in an appro-
priate feature space. Several metrics exist to assess the
similarities between shape geometry. For binary images,
similarities are assessed by considering a set of black
pixels as an object, and the remaining pixels as the
background. In [91], they compared several measures of
correspondence between binary images. The compar-
ison shows that distance-based measures work better
for binary images than measures based on set mem-
berships. In 1992, Baddeley [92] proposed a new error
metric for binary images that calculated distances from
every point of a two dimensional image space to the
nearest object pixel. Huttenlocher et al. [93] have pro-
posed a robust and tolerant object similarity measure
based on the Hausdorff Distance (HD) and it has since
became a generally accepted standard metric for eval-
uating distances between two subsets of metric space.
We use similarity metrics to compare two images and
we define the two-dimensional digital images A and B

as a discrete function defined in a lattice domain D

of size N × N , taking values in the set of grey levels
0, 1, 2, ..., 255. Here, without losing generality, we con-
sider an image A as a set of pixels Aij and an image
B as a set of pixels Bij , where every pixel is defined
by its spatial coordinates (i, j) and grey value aij and
bij . The HD is defined mathematically as the inter-pixel
distance between the images A and B, as follows:
hHD(A, B) = max

i
j(d(Aij , B), d(Bij , A)), (1)

where the directed Euclidean distance d(A, B) is de-
fined as:
d(A, B) = max

a∈A
min
b∈B
||a− b||. (2)

This provides a worst-case measure of all pairs of dis-
tances, serving in many applications, such as object
recognition and object matching [94,95], and has been
suggested for object matching by [93] and other re-
searchers [96,97,98]. The HD is very sensitive to out-
liers. A single outlier can perturb the distance greatly,
even though the two objects might be very similar. This
sensitivity can be seen as an advantage in the applica-
tion of otherwise highly similar subsets of metric spaces.

A popular adaptation of Huttenlocher’s work is called
the Modified Hausdorff Distance (MHD) [99], which has
many applications in assessing similarities in image pro-
cessing and computer vision [100,101,102,103]. It is
defined as:

hMHD(A, B) = max(md(A, B), md(B, A)), (3)

where the directed Euclidean distance for MHD md(A, B)
is defined as:

md(A, B) = 1
|A|

∑
an∈A

min
bn∈B

||a− b||. (4)

and min
an∈A

||a − b|| represents the minimum distance at
point a to the point b and n is the number of pixels
in image A or B. [99] investigated 24 forms of differ-
ent Hausdorff distance measures and indicated that the
MHD measure gives the best performance in the appli-
cation of object matching.

(a)

(b)

Fig. 2: Examples images of used datasets in quantitative
analysis of relationship between enhancement and ridge
detection. (a) A selection of cropped retinal images
form DRIVE dataset and (b) A selection of cropped
fungal images from GUFI-1 dataset.

4.1.3 Parameters Search

Given the number of experiments required by this study,
we performed initial calculations based on a small sub-
set of the original dataset. We have selected ten small
cropped image regions (50 × 50 pixels), representing
a variety of different and challenging cases; vessels of
varying thickness, inhomogeneity, weak/blurred edges,
crossover, and bright vessels against dark vessels, as
shown in Figure 2. This selection is used to refine our
search space down to a subset of approach combina-
tions, from which we conduct experiments on the full
dataset at the original resolution. We evaluate ridges
extracted by different approaches on different datasets
(as described in Subsection 3) using the evaluation cri-
teria defined in the following section.
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Table 2: The total number of parameters of enhancement and ridge detectors combinations. Light blue coloured
cells indicate less parameters are required. The approaches are sorted based on the number of required parameters.

Skeleton

Enh/Seg
AT OT CLAHE Neu CLHE TH IUWT HT GS RVR RORPO Vessel LTV PCTV PCTN PCT BPDFHE AGK SCIRD

AFMM 2 2 2 2 3 3 3 4 4 5 5 8 9 9 10 10 11 14 13
ZST 2 2 2 2 3 3 3 4 4 5 5 8 9 9 10 10 11 14 13
MT 3 3 3 3 4 4 4 5 5 6 6 9 10 10 11 11 12 15 14

EDRDASS 3 3 3 3 4 4 4 5 5 6 6 9 10 10 11 11 12 15 14
MS 3 3 3 3 4 4 4 5 5 6 6 9 10 10 11 11 12 15 14
SG 4 4 4 4 5 5 5 6 6 7 7 10 11 11 12 12 13 16 15
VD 5 5 5 5 6 6 6 7 8 8 7 11 12 12 13 13 14 17 16

URDCS 5 5 5 5 6 6 6 7 7 8 8 11 12 12 13 13 14 17 16

4.1.4 Evaluation Criteria

We calculated the mean of all genetic-driven experiment
of each combination to show how close it can achieve
to the corresponding GT. In addition, the standard de-
viation (std) shows the variation in the results of the
combination on the same dataset with different curve-
like patterns and different parameters. We are seeking
to find pairs of approaches that generalise well to a va-
riety of scenarios and, therefore, use both the Grand
Mean (GM) of the MHD and the Root Mean Square
(RMS) of the MHD in our assessment. Moreover, in or-
der to investigate the correlation between the results
statistically and to measure the overall reproductiv-
ity of each row/column, we compared the results of
each row/column using Intraclass Correlation Coeffi-
cient (ICC1) [104] to measure within the same subject
(images). An intraclass correlation is a measure of cor-
relation between raters and provides an indication of
the reliability of ratings (enhancement and skeletonisa-
tion) [105].

Furthermore, we test whether the assumption of
the effectiveness of each approach from a certain field
is valid in another field by computing the p-value. A
significant p-value means that the values were differ-
ent. Thus, we apply a test called Likelihood Ratio Test
(LRT), which compared the two hypotheses. The null
hypothesis (HO) tested whether the values in the col-
umn OT are the same. The alternative hypothesis (H1)
implies that the values are not equal. LRT is corrected
by False Discovery Rate correction (FDR) using the
Benjamini-Hochberg Procedure [106], which is a proce-
dure to control the FDR by reducing it and to adjust
the p-value for multiple comparisons.

4.2 Quantitative and Qualitative Analysis of Different
Curvilinear Structure Patterns from Other Datasets

In this section, we assess our key findings on other
recent datasets, in effect evaluating the generalisation
performance of our study. These datasets are of higher

resolution (and quality) and serve more general-purpose
usages (comparing the quality of the combined approaches,
sensitivity to input parameters, and the data scenario
for which they are best suited). We compared the se-
lected approaches with previous quantitative data, with
an example of enhancement approaches that achieve
average results on both datasets in the previous anal-
ysis experiment, and the most recent enhancement ap-
proaches that overcome most of curvilinear structures
enhancement deficiencies. All chosen enhancement ap-
proaches have been combined with the URDCS skele-
tonisation algorithm and used the non-differentiable op-
timisation strategy (as in Section 4.1) to find the global
minimum representing the best possible solution for
certain patterns.

4.2.1 Materials

All combinations have been examined with samples from
many datasets, including DR HAGIS [86], HRF [87] and
CrackForest [88]. We assessed their respective strengths
and weaknesses, using different patches in 200 × 200
pixel regions from each group in these datasets, and we
manually created new ground truths of the skeletons
for each image used.

4.2.2 Quantitative Analysis on Unseen Datasets

We use the same mean of the MHD that has been used
in Section 4.1 to measure the overall performance of
combinations across different datasets, as shown in Ta-
ble 7. The results reflect our findings in the larger ex-
periments, shown in Tables 9 - 12, where the AGK-
URDCS combination is shown to outperform other
approaches.

4.3 Generalised Quantitative and Qualitative Analysis

To infer a generalised evaluation, we simulate the real
world images by comparing the recommended approach
with other interesting approaches, showing the results
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Table 3: Comparing the mean of the MHD between the
GT and the extracted ridges, for most interested en-
hancement and ridge detector combinations using im-
ages from DRIVE. The last four rows and columns show
the GM, ICC1, LRT and BH(p-value) across all en-
hancement and ridge detection methods respectively.

Skeleton

Enh/Seg
PCT AGK SCIRD RVR GM ICC1 p-value BH(p-value)

MT 5.26 3.65 4.73 3.41 2.52 0.56 4.33 · 10−3 3.46 · 10−2

ZST 6.13 2.88 5.37 3.16 2.56 0.32 2.1 · 10−2 4.41 · 10−2

MS 5.00 2.75 4.90 3.21 2.34 0.18 0.14 0.16
EDRDASS 5.38 6.02 5.11 6.61 3.45 0.69 0.19 0.19

URDCS 4.06 1.98 5.50 3.41 2.25 0.50 0.13 0.16
SG 6.40 7.04 6.96 5.77 3.81 0.23 0.12 0.16
VD 9.19 6.69 5.63 5.80 3.94 0.24 2.21 · 10−2 4.41 · 10−2

AFMM 4.61 3.16 5.21 4.01 2.53 0.62 2.15 · 10−2 4.41 · 10−2

GM 4.25 3.16 3.95 3.22
ICC1 0.21 0.37 9.04 · 10−2 0

p-value 0.26 8.83 · 10−2 6.08 · 10−4 3.61 · 10−4

BH(p-value) 0.27 0.15 2.84 · 10−3 2.29 · 10−3

Table 4: Comparing the mean of the MHD between the
GT and the extracted ridges, for the most interested en-
hancement and ridge detector combinations using im-
ages from GUFI-1. The last four rows and columns show
the GM, ICC1, LRT and BH(p-value) across all en-
hancement and ridge detection methods respectively.

Skeleton

Enh/Seg
PCT AGK SCIRD RVR GM ICC1 p-value BH(p-value)

MT 5.78 5.57 5.64 6.32 3.34 5.33 · 10−2 4.34 · 10−4 1.74 · 10−3

ZST 6.02 6.52 6.03 7.61 3.80 0.43 7.3 · 10−3 1.95 · 10−2

MS 5.57 5.73 5.93 6.47 3.42 0.23 1.67 · 10−2 2.67 · 10−2

EDRDASS 6.02 6.84 6.03 6.90 3.76 0.50 1.2 · 10−2 2.4 · 10−2

URDCS 4.88 5.31 5.22 5.40 3.13 0.54 0.26 0.3
SG 7.01 7.16 7.10 6.44 4.13 0.32 0.44 0.44
VD 9.19 6.79 6.06 6.48 4.16 0.50 4.57 · 10−2 6.1 · 10−2

AFMM 5.33 5.71 5.35 6.68 3.30 4.63 · 10−28 2.83 · 10−7 2.26 · 10−6

GM 4.61 4.55 4.3 4.76
ICC1 0.36 0.21 0 0

p-value 0.3 8.69 · 10−2 5.85 · 10−4 6.8 · 10−4

BH(p-value) 0.3 8.69 · 10−2 5.85 · 10−4 6.8 · 10−4

Table 5: Comparing the standard deviation of the MHD
between the ground truth and the extracted ridges, for
the most interested enhancement and ridge detector
combinations using images from DRIVE. The last row
and column show the Root Mean Square (RMS) across
all enhancement and ridge detection methods respec-
tively.

Skeleton

Enh/Seg
PCT AGK SCIRD RVR RMS

MT 1.66 1.73 1.07 2.50 1.81
ZST 2.28 1.63 2.37 0.00 1.84
MS 1.37 1.91 1.43 2.53 1.87

EDRDASS 1.34 1.46 1.38 1.36 1.38
URDCS 1.48 1.46 1.38 2.01 1.60

SG 1.34 1.25 1.26 1.69 1.40
VD 0.70 1.78 1.13 2.09 1.52

AFMM 1.61 1.83 1.34 2.92
RMS 1.64 1.76 1.57 2.21

of full-size images from DRIVE and GUFI-1 datasets
separately and mixed, respectively, as shown in Table 8.

5 Results and Discussion

In order to ensure a fair comparison in Section 4.1, we
systematically optimised the parameters for all tested
enhancement/ridge detector combinations.

Based on the obtained parameters, we presented
the results of our experiments based on two different
datasets, with varying curvilinear structure patterns,
resolutions and background difficulties.

Table 6: Comparing the standard deviation of the MHD
between the ground truth and the extracted ridges, for
the most interested enhancement and ridge detector
combinations using images from GUFI-1. The last row
and column show the Root Mean Square (RMS) across
all enhancement and ridge detection methods respec-
tively.

Skeleton

Enh/Seg
PCT AGK SCIRD RVR RMS

MT 1.23 0.90 0.96 0.80 0.98
ZST 1.75 1.90 1.34 2.63 1.96
MS 0.99 1.11 0.88 1.20 1.05

EDRDASS 0.93 1.22 1.08 1.50 1.20
URDCS 0.88 0.89 1.12 1.02 0.98

SG 1.74 2.02 1.39 1.18 1.62
VD 0.70 1.50 1.07 1.46 1.23

AFMM 1.08 1.42 0.75 1.29 1.16
RMS 1.3 1.52 1.17 1.58 1.40

In addition, we considered various metrics to sum-
marise the algorithmic performances in order to present
an overall evaluation of the relationship between these
two fields:

– Tables 3 and 4 compare the most interesting en-
hancement and ridge detectors for images from both
datasets, DRIVE and GUFI-1, using the mean of
MHDa. Lighter coloured cells indicate a smaller mean
of MHD scores, which is similar to their ground
truth, whereas dark blue indicates a higher mean
of MHD scores. In addition, the last three rows and
columns show the the overall evaluation of all meth-
ods. The last two rows in both tables show the over-
all evaluation of an enhancement approach across
all ridge detectors. The last two columns reflect the
overall evaluation of behaviour for each ridge detec-
tor across all pre-ridge detection approaches. One
row shows the resulting p-values from LRT and the
last row shows the adjusted p-values for multiple
comparisons using False Discovery Rate correction
(FDR) using the Benjamini-Hochberg Procedure.
Both tables show ICC1 performed on both datasets
to determine whether the results are correlated and
reproducible.

– Tables 5 and 6 show the stability of output mea-
sures of the most promising approaches for selected
images from both datasets, DRIVE and GUFI-1,
using the standard deviation of MHDb. In other
words, it shows how sensitive the combinations are
to parameter variations and how robust they are
for extracting a wide range of curve-like patterns.
Lighter coloured cells indicate a smaller standard

a For the comparison of all enhancement and ridge detectors
for images from both datasets, DRIVE and GUFI-1, the reader
is advised to refer to Tables 9 and 10.

b To see the stability of output measures of all enhancement
and ridge detectors for images on both datasets, DRIVE and
GUFI-1, the reader is advised to refer to Tables 11 and 12.
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deviation of MHD scores, which indicates robustness
across different curve patterns. Light blue indicates
a higher standard deviation of MHD scores. The
last row in both tables show the overall evaluation
of stability of an enhancement approach across all
ridge detectors. The last column reflects the overall
evaluation of stability of results for ridge detectors
across all pre-ridge detection approaches.

Given the results, and taking a closer look at the
combination scores across image samples shown in Fig-
ure 3 (a), we conclude that AGK comes closest to
the ground truth across the DRIVE sample images.
SCIRD performs better on GUFI-1 than DRIVE im-
ages. In Tables 3 and 4, it is notable that the results
for AGK are more correlated than for SCIRD, whilst
SCIRD is showing significant adjusted scores (BH(p-
value)< 0.05). The performance stability shown in Ta-
bles 5 and 6 for SCIRD has smaller RMS scores, which
means that it is more stable than AGK when it is
used across different data. We observed that local ker-
nel adaptation and scale-based approximation can im-
prove the results of image enhancement. However, these
results reinforce the view that enhancement algorithms
are sensitive to the thickness of curve-like structures,
as well as the amount, type of noise and background
illumination.

For morphological-based approaches, ZTH achieves
good results and outperforms others from the same
class with notable stability on both datasets, due to
its insensitivity to background noise. For comparison,
RORPO’s results are more correlated and statistically
significant in GUFI-1 (BH (p-value)< 0.05), where the
backgrounds have less noise.

Given the fact that RVR excels at junctions when
compared to other Hessian-based approaches, such as
Vessel and Neu, RVR outperforms the other approaches
(BH (p-value)< 0.05) across both datasets. On the other
hand, we find that RVR results are less correlated. This
can be clearly seen in Figure 3 (e) when it is combined
with URDCS and compared with other ridge detec-
tors from the same class, such as EDRDASS in Figure
3 (n). In URDCS approach [81], the line is precisely
extracted by solving the problem in the bias of line de-
tection.

Notwithstanding the fact that parameters of PCT
approaches are hard to tune, Tables 3-6 show that the
parameters are both correlated and stable, compared
to all other enhancement approaches, and they well-
capture thin curves. We can see an example of its stabil-
ity by comparing its performance combined with UR-
DCS and EDRDASS ridge detectors in Figure 3 (h)
and (o).

Among Histogram Equalisation-based techniques, they
generally have average scores and are less robust. How-
ever, BPDFHE shows a high correlation between mul-
tiple comparisons. It works much better on thick curves
than thin ones as can be seen in Figure 3 (i).

Since GS uses the steerability property of Gaussian,
it shows a high correlation across both datasets and
more stability on less noisy images, in this case the
GUFI-1 dataset. When combined with the URDCS
line detector, shown in Figure 3 (k), it achieves better
results on thick curves in the DRIVE dataset than on
thin curves in the GUFI-1 dataset.

The individual combination of AGK and URDCS
has performed best over all significant experiment com-
binations across all datasets.

Qualitatively, we can see in Table 7 that the pro-
posed combination performs well in the pre-ridge de-
tection processes, but may still result in disconnectivity
at the junctions in cases of intensity inhomogeneities.

We believe that the main advantage of AGK and
SCIRD over other enhancement approaches is their
ability to reduce background noise, allowing the ridge
detector to achieve more accurate results. The effect of
noise and intensity inhomogeneities in the background
with PCT and RVR decreases the effectiveness of curvi-
linear structure enhancement, influencing the final re-
sult of the ridge detectors.

The results in Table 7 show false positives and false
negatives in a variety of cases.

In particular, the limitations within the enhance-
ment phase causes failure to detect the underlying curvi-
linear structures in cases of intensity inhomogeneity or
noise. The ridge detection phase (primarily URDCS)
often fails given the amount of variation in the width
of the curve-like structures.

Both quantitative and qualitative results (c.f. Ta-
ble 8) show the advantage of our proposed combina-
tion over other candidates. The AGK-URDCS com-
bination is least sensitive to noise and inhomogeneous
backgrounds across the datasets, whilst being able to
handle a high degree of variation in terms of network
complexity and complex backgrounds. Additionally, the
proposed combination robustly extracts thin one-pixel
wide skeletons with few complete fail cases.

We also noticed that the proposed combination typi-
cally outputs well-connected skeletons, due to the anisotropic
local kernel-based enhancement phase targeted at junc-
tion detection.

Combining the URDCS skeleton method with the
AGK enhancement method achieved better results for
thin vessels compared with SCIRD, as shown in the
GUFI-1 dataset. Consequently, we recommend this com-
bination over others.
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In summary, we have found that the enhancement
phase is a critical component for ridge detection. A
good enhancement approach has to achieve the follow-
ing: i) insensitivity to noise and intensity non-uniformities
(c.f., for example, Table 7 (rows 2-3) and Table 8 (rows
1-2)), which should focus on eliminating the effect of
background noise or intensity inhomogeneity in or out-
side the curvilinear structure, ii) robustness at junc-
tions/crossings, where the method should not rely on
distinct or clearly defined background regions at either
side of the curve (see for example Table 7 (rows 4-7)
and Table 8 (rows 3-4)), iii) variable vascular morphol-
ogy, where the solution should support fitting elongated
shapes in order to characterise the local manifestations
of certain global curvilinear structures (see for example
Figure 2 and Table 7), and iv) variable vascular widths:
(c.f., for example Table 7 (rows 2,6)) where high varia-
tions in scale lead to false positives or false negatives.

6 Availability and Implementation

– The software has been implemented in MATLAB
R2017a and made available at:
https://github.com/Haifafh/Enhancement-Ridge-
relationship.

– The manually corrected skeleton datasets for DRIVE
and GUFI-1 are also available at:
https://github.com/Haifafh/skeleton-GT-DRIVE-
GUFI-dataset.

7 Conclusion

In this study, we have quantitatively investigated the
impact of pairwise combinations of enhancement and
ridge detection methods on real-world medical and bio-
logical datasets. We manually created new ground truth
skeletal datasets and extensively evaluated parameter
spaces using large genetic-driven experiments on a high-
memory server.

Overall, we found that traditional ridge detectors,
such as the URDCS ridge detector [81], work well with
more recent enhancement methods, which utilise multi-
scale customised kernels. Furthermore, we have shown
quantitatively that curvilinear enhancement remains a
critical component in the design of generic ridge detec-
tors. Future work and development of this study is to
extend our evaluation to 3D images. Another branch of
further research is to use our framework to investigate
specific biological or medical tissue types. Moreover, the
evaluation can be extended to assess the skeleton based
on measuring the connectivity of the skeleton network.
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Table 7: Qualitative and quantitative results across samples of medical datasets (retinal vessels): DR HAGIS, HRF
and non-biological datasets: CrackForest. The yellow box shows the Region Of Interest (ROI) in each image. The
proposed, an average, and a popular combination have been shown in the last three columns respectively. The
mean MHD for each dataset can be seen in the first three rows and the mean of all combinations’ quality can be
seen in the last row. For visibility, the output images have their intensity inverted.

D
at

as
et

Sample Image ROI Ground Truth (Proposed)
AGK & URDCS

(Average)
PCT & URDCS

(Popular)
RVR & URDCS

D
R

H
A

G
IS

Mean MHD[pixel] for DR HAGIS
6.7707 16.008 11.6837

H
R

F

Mean MHD[pixel] for HRF
6.45 14.23 12.41

C
ra

ck
Fo

re
st

Mean MHD[pixel] for CrackForest
0.51 0.74 31.89

Mean MHD[pixel] for All
4.58 10.32 18.66
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Table 8: Qualitative and quantitative results across 20 images of the DRIVE dataset (samples of results are shown
in the first two rows), 100 images of the GUFI-1 dataset (samples of results are shown in second two rows), and the
last two rows show mixed data from both datasets, which reflect real-world data. The proposed, an average, and
a popular combination have been shown in the last three rows respectively. For visibility, the output images have
their intensity inverted and the GUFI-1 images are colorized with increased brightness and contrast (the original
intensity can be seen in the crops in Figure 2b).

The mean of all combinations’ MHD can be seen for each dataset.
Images Ground Truth (Proposed)

AGK & URDCS
(Average)

PCT & URDCS
(Popular)

RVR & URDCS

D
R

IV
E

Mean MHD [pixel] 14.4798 17.6854 16.2639

G
U

F
I-

1

Mean MHD[pixel] 190.2182 1335.9433 628.6719

G
U

F
I

&
D

R
IV

E

Mean MHD[pixel] 505.9168 1498.8783 907.89242
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(b) GUFI-1 Dataset.

Fig. 3: Comparison between MHD scores of relevant selected combinations using cropped images from (a) the
DRIVE dataset in the left box plot and (b) GUFI-1 dataset in the right box plot. These compared combinations are:
AGK-URDCS, SCIRD-URDCS, ZHT-URDCS, RORPO-URDCS, RVR–URDCS, Vessel-URDCS,
Neu-URDCS, PCT-URDCS, BPDFHE-URDCS, IUWT-URDCS, GS-URDCS, AGK-EDRDASS,
SCIRD-EDRDASS, RVR-EDRDASS and PCT-EDRDASS.
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