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Abstract— This technical article proposes an instrumentation
valve (IV) status monitoring system based on optical camera
communication (OCC). A transmitter circuit equipped with a
temperature sensor is integrated into each IV. Each transmitter
also includes two light-emitting diodes (LEDs) forming an LED
group, where one of the LEDs is used to transmit the data.
During the reception process, each LED group is recognized and
classified using a neural network. Then, the LEDs are individu-
ally identified using the region-of-interest detection mechanism.
A close circuit television (CCTV) camera is employed to receive
the data, which are henceforth stored in a cloud server for
further monitoring. An angle measurement algorithm capable
of determining the angle generated due to unwanted failure
related to the proper closing or opening of the IV is proposed.
Additionally, a neural blind deconvolution algorithm is proposed
to alleviate the blur effect in the received images. In short,
the data transmitted by the LED contain information including
valve ID, temperature, and the amount of inflection produced
by the IV. The entire OCC system is implemented, and its
performance is evaluated using Python 3.7. Data with blurry
images are successfully received up to a communication distance
of 10 m, whereas the lowest bit error rate (BER) is achieved at
a communication distance of 2 m.

Index Terms— Camera-on–off keying (COOK), image process-
ing, neural network (NN), optical camera communication (OCC),
rolling shutter effect.

I. INTRODUCTION

DURING the last decade, instrumentation valves (IVs)
have been commonly used in the gas industry. These IVs

are often operated by signals, programmed to have a set point
for a predetermined process variable. Generally, an industrial
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gas plant may contain hundreds of IVs, whose status moni-
toring is an enormously challenging task [1]. Moreover, gas
leakage can be immensely toxic and hazardous to the health
of the workers [2]. Hence, it is essential to design an efficient
IV status-monitoring system to control the gas spread during
leakages to escape possible upheavals. It is also imperative
to reduce direct human interaction resulting from proneness
to distraction, while the gas factory environments can also be
noxious [3].

Wireless sensor networks have recently provided a new
dimension to next-generation Internet-of-things systems [4].
They have been successfully deployed in numerous applica-
tions, such as home or industrial automation, smart struc-
tures, and health monitoring. Wireless sensing devices can
be integrated with IVs to transmit important information
to remote monitors, including valve ID, temperature, and
humidity [5]. Radio frequency (RF)-based devices are cur-
rently used for IV monitoring. However, massive interference
can be generated considering the huge number of IVs in a
single factory room, significantly reducing the communication
system’s performance [6]. Moreover, continuous exposure to
RF energy can cause serious long-term effects on the health
of workers [7]. Bluetooth is the most-commonly used tech-
nology because of its good energy efficiency and low-power
consumption [8]. Nevertheless, recent studies have shown that
Bluetooth exhibits low radio transmission efficiency because
it does not provide any asynchronous channels between the
master and the slave [9]. In this article, an optical camera
communication (OCC) scheme is recommended to replace
RF for data transmission. OCC [10] is a subset of optical
wireless communications (OWCs) [11], and it is implemented
using light-emitting diodes (LEDs) as the transmitter and a
camera as the receiver. Advantages, such as immunity to
electromagnetic interference, high security, and low cost, make
OCC an immensely potential and reliable technology for next-
generation OWC systems [12].

Herein, a factory environment is assumed to contain hun-
dreds of IVs, where each IV comprises sensing and transmitter
sections. The sensing section may contain humidity- and
temperature-sensing circuits. It is worth mentioning that we
have implemented an AM2302 [13] sensor to collect tempera-
ture information only. In this article, the IVs considered have a
180◦ rotating system capable of changing its status from ON to
OFF or vice versa. A couple of LEDs are used in the transmitter
section, where one is modulated with information collected
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from the sensor. In particular, the data contain the ID of each
IV, ON/OFF status, and temperature. Camera-on–off keying
(COOK), a scheme standardized in IEEE 802.15.7-2018 [14],
is used to modulate the LED, as this type of modulation has
the advantage of providing a higher amount of data per rolling
shutter image. A close circuit television (CCTV) camera is
used to receive the data sent from the LED. Afterward, the
data are stored in a CSV file and subsequently sent to a
cloud server for further analysis. Due to the very small size of
the LED, we have developed a neural network (NN) capable
of precisely detecting and recognizing the region of interest
(RoI). Furthermore, unwanted gas leakage may transpire if
the IV is not completely ON/OFF as expected. There is an
angle misalignment resulting from the different orientations
of the transmitter section projected on the image sensor.
An algorithm, based on the total number of occupied pixels,
can estimate this angle and is also presented in this article.
In case of an emergency, the leaked gas can create a smoky
environment, and the received image becomes blurry. The
smoky environment is simulated to generate blurry images,
and a neural blind deconvolution [15] algorithm is proposed
to reconstruct the stripes generated due to the camera’s rolling
shutter effect.

In [16] and [17], the authors have implemented the RoI-
based LED detection techniques considering the OCC systems
reported in the literature. However, most of these techniques
cannot distinguish between data transmitting and interfering
LEDs with similar properties. The NN-based RoI detection
technique presented in this article is capable of precisely
classify and recognize a data transmitting LED in an LED
group integrated with IVs. In [18], a system to detect the RoI
based on an NN was implemented. Yet, the authors could only
demonstrate their work at communication distance of 50 cm.
Furthermore, NN-based RoI detection techniques were pro-
posed in [19]–[21], but they exhibited poor bit error rate (BER)
performance. Additionally, the NN-based vehicular LED group
detection was reported in [22], which only the focused on
detection at high-mobility conditions without considering the
data received from the LED. The image sensor experiences the
blur effect in OCC systems due to the channel characteristics
and out-of-focus problem [23]. Consequently, the stripes in the
images overlap and can be deformed when the blur intensity
is high. Although some image-processing techniques capable
of reconstructing a blurry image have been proposed in the
literature [24], [25], no research on OCC systems has been
conducted to alleviate the blur effect and reconstruct the stripe
pattern. In summary, the main contributions of the article are
listed as follows.

1) An OCC-based IV status-monitoring system is proposed
where two LEDs integrated with an IV operate as a
transmitter group, and a low-speed CCTV camera is
used as the receiver. The rolling shutter effect of the
camera is used to decode the information transmitted
from the LEDs. In the proposed system, temperature
data are continuously collected from an AM2302 sen-
sor as the information is transmitted using COOK

Fig. 1. (a) IV front view with LEDs, (b) complete transmitter section, and
(c) complete overview of the IV with the integrated transmitter.

modulation with one LED, and the camera receives data
concurrently.

2) An NN model is proposed to efficiently detect and clas-
sify each LED group, considering the position variation
of the LEDs during the change in the IV status.

3) An algorithm is developed to estimate the amount
of inflection affecting each LED group during a gas
leakage, and the IV status is continuously updated
accordingly.

4) A method based on a neural blind deconvolution algo-
rithm is proposed and implemented to eliminate the
blur effect in the images caused by a fumy channel.
Additionally, a denoising method is employed to remove
the noise coming from adjacent light sources. The entire
system is implemented, and its performance is analyzed
using Python 3.7.

The rest of the article is organized as follows. First, the
IV overview and data acquisition from the transmitter circuit
are presented in Section II. Next, the proposed OCC system
architecture is described in Section III. Section IV presents the
stripe pattern reconstruction process from the blurry image.
Then, the angle measurement and status-monitoring strategy
are presented in Section V, and the data decoding process is
described in Section VI. The performance evaluation and a
discussion of the research findings are provided in Section VII.
Finally, Section VIII concludes the article.

II. OVERVIEW AND DATA ACQUISITION

In this study, a V81 series Ball valve was considered to
implement the suggested monitoring scheme [26]. The IV is
used in numerous onshore and offshore applications, especially
in gas industries. Fig. 1 illustrates the overall IV architecture
where Fig. 1(a) shows the top view of the IV with the
lid on, Fig. 1(b) depicts the LED transmitter circuitry, and
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Fig. 2. Data frame structure of the transmitted signal.

Fig. 1(c) demonstrates the entire IV architecture combined
with the transmitter. Moreover, an AM2302 sensor [13] is
integrated with the transmitter to collect the temperature data.
An ATMEL 1430 TINY85 20SU microcontroller [27] operated
in C language is used to process the sensor data and modulate
the LED. The sensor data are mainly composed of integer
and decimal values. Five different datasets are considered, for
each data packet, where each set contains eight bits of binary
data. The first two datasets represent the integer, and the other
two datasets are decimal data values. The sum of the first
four datasets must be equal to the fifth set, otherwise, the
collected data are considered erroneous. The fifth set (named
as “checksum”) contains eight bits of binary data. Finally,
the integer and decimal values are integrated to generate 16-b
binary data. Then, these data are converted to decimal values
and divided by 10 to generate the final temperature data.

III. PROPOSED OCC ARCHITECTURE

A substantial number of IVs may exist in a factory environ-
ment; two IVs are implemented in this study for simplicity.
Each IV contains a transmitter comprising two LEDs (which
form an LED group) with each of them of 3-mm diameter. One
LED is used to transmit the temperature data, and the other
is used to calculate the fault and inflection. The data related
to the temperature and valve ID are composed of character,
integer, and symbol. The length of the binary bit sequence
regarding those data are different; therefore, each type of data
is converted into 1-B binary sequence. However, as a result
the possibility of long string of logic LOW or logic HIGH
becomes high; therefore, Manchester coding technique is used.
As shown in Fig. 2, each frame comprises five parts, i.e.,
the start frame, symbol, ID, temperature data, and tail. The
start frame and tail signify the start and end of each data
frame represented as 1011 and 1110, respectively. In addition,
the symbol is assigned after the header to avoid errors due
to similar bit sequences, which may appear in the ID and
temperature data. The valve ID consists of a character and an
integer (8-b binary value after conversion). Then, the entire
bit-stream is encoded using Manchester coding. Afterward,
the data are modulated using COOK, which is an IEEE
802.15.7-2018-standardized scheme. In this work, the blinking
frequency of the LED is kept fixed at 2 kHz. A CCTV
camera is employed to receive the data. Initially, the LEDs
are detected using an NN, which is trained using around
1000 images to generate the weight values. After detecting the

Fig. 3. Receiver data decoding and display procedure.

LEDs and applying necessary cropping mechanism, a zooming
technique is applied based on super resolution technique.
Afterward, the blurry images are reconstructed using the
proposed neural blind deconvolution algorithm. Subsequently,
the stripe patterns are processed, and the data are demodulated.
Concurrently, the proposed algorithm to measure the fault and
inflection is applied and the information of the IV status is
collected. Next, the IV status and ID is separated from the
temperature data and stored as a CSV file in the system. The
data are simultaneously stored in a cloud server for moni-
toring. The data reception mechanism is further explained in
Sections IV and VII.

IV. DATA RECEPTION PROCESS

A CCTV camera (C7837WIP PnP IPCAM) [28], supporting
30 frames per second, is employed to receive the valve ID and
temperature data. The camera image sensor receives the optical
signal transmitted from each LED group and generates and
processes the images frame-wise in real-time utilizing Python,
as shown in Fig. 3. Before processing an image, the exposure
time is adjusted to remove background illumination and recog-
nize the stripe patterns. It is also initialized with a specific
focus value. The LED group is detected using an NN-based
technique performed in the Python environment. The main
advantage of using the proposed NN is that it is capable
of classifying numerous image datasets and recognizing the
LED object in the images that have the same features as the
trained images. The Python environment is used for training
the images by considering different LED shapes generated
in the image sensor due to varying different communication
distances.

The proposed NN mainly comprises of three key parts:
convolutional layer, pooling layer, and fully connected layer.
We have used leaky ReLU as the activation function as it
can reduce the slope of the mapping function considering the
use of a large number of negative values. The operation of the
activation function is performed using the rectified correlations
on a sphere model. The input image is first processed with
necessary padding and striding operations in the convolutional
and pooling layers, leading to the output image denoted as zl ,
which is converted to a 1-D vector to use as the input of the
fully connected layer. Afterward, the output of the kth node
of the j th layer is presented as

a[ j ]
k =

n j−1∑
l=1

w
[ j ]
k,l z[ j−1]

l (1)
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where w
[ j ]
k,l and z[ j−1]

l are represented as the weight and input
neurons, respectively. After applying the activation function,
the output at the j th layer is expressed as

z[ j ]
k = max

(
0.1a[ j ]

k , a[ j ]
k

)
= L Rec

(
a[ j ]

k

)
. (2)

Next, we have added a bias to the output vector ak ,
which is considered as a constant vector estimated as μ =
(
∑n j−1

l=1 z[ j ]
l /n j−1). After applying the bias, the output vector

is finally updated as follows:

z[ j ]
kupdate

= L Rec
(

a[ j ]
k + μw

[ j ]
k,0

)
; w

[ j ]
k,0 = −

N∑
l=1

w
[ j ]
k,l

= L Rec
(

a[ j ]
kupdate

)
. (3)

The loss is calculated from the target output and the final
output of the network. Then, backpropagation is performed
to update the weight using 2000 epochs and a 0.01 learning
rate. The final weight is used for the testing purposes. In the
testing image frame, the detection mechanism is applied by
generating a bounding box containing the LED group, and the
coordinate information of each box edge is stored.

Notably that each image frame contains two LED groups
in the recommended implementation. A computer program has
been developed to crop and separate the regions of each LED
group. Then, each cropped image is processed simultaneously
in a few steps. First, the image is converted into the grayscale
format, where each pixel represents a specific intensity value
ranging from 0 to 255. Subsequently, the image is converted
to a binary format using a threshold. A smoothing technique is
used to enhance the image structure during image processing.
Then, the image is processed using dilation and erosion by
employing a kernel 7 × 7 matrix concentration. These steps
are used to achieve a clear view of the stripe pattern for data
decoding.

The data are decoded using the COOK demodulation tech-
nique, where the bright and dark stripe patterns are analyzed.
A binary bit stream is generated using a certain threshold. The
binary pattern starts saving its value after detecting the start
frame and ends when the tail is found. The saved binary format
contains the valve ID and temperature information, which are
decoded based on the ASCII values. The temperature data and
individual valve ID are displayed in the Python environment
and are saved in separate CSV files. If the ID is missing or the
bending angle has exceeded the threshold, the system sends a
warning to the server.

V. STRIPE PATTERN REFORMATION

Blurry images may appear for several reasons, such as
IV movement, camera misfocus, dirty lens, camera internal
vibration, and unstable focal length. Additionally, the commu-
nication channel can be affected by the smoke in the factory
environment. The optical signal propagating through this fumy
channel may produce a blurry image in the image sensor. The
blur effect mainly occurs when the changes in the screen are
faster than the bandwidth of the camera. Generally, a blurred
image can be presented as follows:

B = K
⊗

X + n (4)

Fig. 4. Blurry image processing using the neural blind deconvolution
algorithm.

where X , K , and n are the input image, blur kernel, and
unwanted noise from the surrounding environment, respec-
tively. The neural blind deconvolution algorithm, a zero-shot
self-supervised learning approach, is suggested to process a
blurry image for reconstructing the original stripe pattern.
The main objective of the algorithm is to reconstruct the
sharp stripe pattern. The deconvolution process follows three
principal steps: processing using deep image priors, updating
the kernel using a fully connected network, and final image
processing through denoising and Gaussian smoothing. The
overall deconvolution process is illustrated in Fig. 4.

The deep image prior is a generative network, denoted as gx .
The uniform distribution of each element of the blurred image
X is used as an input. The generative model gx is composed
of an autoencoder (used in the input layer) and a sigmoid
nonlinearity function (used in the output layer). The autoen-
coder consists of five encoder and decoder sublayers, linked
using a skip connection. On the other hand, the fully connected
layer is also a generative network, represented as gk . It uses
a 1-D noise vector with K elements as input and a K × K
matrix as output, called the blur kernel. The output layer of gk

uses a softmax nonlinearity function to satisfy the nonnegative
and equality constraints. Both generative networks update their
properties based on backpropagation. We have used two gen-
erative networks of input images and blur kernels. Therefore,
the prior corresponding to those generative models will be
−log(Pr(B|gk, gx)) = ||gk

⊗
gx−B||2. Now, to estimate the

posterior, two regularization terms −log(Pr(gk)) = α(gk) and
−log(Pr(gx)) = β(gx) are defined. Based on (1), we can
calculate the maximum posterior of the blind convolution
algorithm as follows:

(gx, gk) = min
(gx ,gk )

∣∣∣
∣∣∣gk

⊗
gx−B

∣∣∣
∣∣∣
2 + δα(gk) + ζβ(gx)

s.t. 0 ≤ (gk)m ≤ 1 ∀m

(gx)n ≥ 0,
∑

n

(gx)n = 1 ∀n (5)

where the trade-off regularization parameters δ and ζ are
controlled based on the noise level. In our implementation,
we considered δ = 0.2σ and ζ = 0.15σ , where σ is
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Fig. 5. (a) Input noisy blurry image; output image after (b) 200 iterations
and 15 × 15 kernel size, and (c) 200 iterations, and 13 × 13 kernel size;
(d) image after applying denoising function, and (e) Gaussian smoothing and
binarization of the image.

the noise level. Finally, the generative model gx is updated
using the previous gx as well as the updated kernel k, and
presented as

gx update =min
(gx ,gk )

∥∥∥gkupdate

⊗
gx − B

∥∥∥
2 + ζβ(gx). (6)

After completing the iterations, the original image is recon-
structed from the final values of gx . The noise in the output
image is subsequently eliminated after applying the regular-
ization parameter, ensuring the robustness of the deconvolu-
tion performance. However, the resulting image still contains
low-level noise, which is then removed using a fast image
denoising function. Finally, the image with the sharp stripe
pattern is obtained using Gaussian smoothing and binarization.
The step-by-step procedure for obtaining the deblurred image
is presented in Algorithm 1. Some results after applying the
proposed algorithm are shown in Fig. 5. using different kernel
sizes.

Algorithm 1 Image Processing Using Neural Blind
Deconvolution
Input: Blur image y
Output: Image with sharp stripe pattern x, k × k kernel

matrix
Initialization: zx , zk (uniform distribution of image and
noise kernel), and i

1: while i <= i teration do
2: increment i
3: k = gi−1

k (zk)
4: x = gi−1

x (zx)
5: run backpropagation for gx and gk

6: update gx and gk

7: end while
8: set x = giteration

x (zx) and k = giteration
k (zk)

9: update with fast image denoising function
10: update with Gaussian smoothing and binarize

VI. ANGLE MEASUREMENT AND STATUS UPDATING

During the altering state period, a IV may experience a
fault. This fault implies that the IV is not completely open
or closed. Before proceeding to the details, the reference state
of a specific LED group needs to be clarified. The reference
state refers to the LED positions of an LED group where the
transmitters are projected in the image sensor parallel to the

Fig. 6. LED image formation procedure in the projected image coordinates.

vertical or horizontal axis. In the case of an IV fault, a certain
angle (represented as ζl) with respect to the reference position
is created. Considering the reference state, ζl is the same in
the projected image. For the remaining cases, an angle with
respect to the reference position in the projected image may
be created even though the IV is in its usual open or close
position. This angle is denoted as ζb, and the positions are
termed as inflected states. Notably, ζb should be taken into
account when estimating ζl .

In recapitulation, three different scenarios (namely,
an inflected state, a fault, while the LED group is in the
reference state, and a fault, while the LED group is in the
inflected state) are considered. As shown in Fig. 6, the image
sensor is assumed to have a 2-D coordinate system, where
the coordinates of each LED in the image sensor refer to
its center position. The global coordinates of the LEDs are
transformed into camera coordinates and eventually to image
sensor coordinates using the translation and rotation matrices
with the help of the camera intrinsic parameters.

Fig. 6 presents the projection of the LED group in the
image sensor for various positions such as the reference (cd),
faulty (ce), and inflected positions (ab). The distance between
the LEDs is presented as ds . The complete process for estimat-
ing ζl is shown in Algorithm 2. Notably the fault is categorized
into two types based on whether the IV is expected to be
opened or closed. In a reference position, the abscissas or
ordinates of the LEDs after the state change (from open to
close or vice versa) should be the same. In the inflected state,
the LEDs in a specific group appear in the projected image
with varying shapes. In this case, ζb is calculated using the
number of pixels occupied by each LED. Then, the coordinates
of the LEDs are compared with their coordinates in previous
frames before the state change. Finally, ζl is estimated after
the LED position is altered. The projected LED images of the
IV’s reference state at a communication distance of 8 and 2 m
are shown in Fig. 7(a) and (b), respectively. The reference
state is exhibited at a communication distance of 5 m with
a reflective surface in Fig. 7(c). As shown in Fig. 7(d),
the LED images at the reference state are shown with an
interference coming from another LED. The valve position
with a right-side displacement with ζb = 5.13 but no fault is
shown in Fig. 7(e). Finally, the LED images with a right-side
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Algorithm 2 Angle Measurement and Status Update
Input: x1, x2, y1, y2

Output: Status, ζl

Initialization: Threshold
1: set diameter of L1, L2 = DL1, DL2

2: set total number of pixel of L1, L2 = N L1, N L2

3: if x1 = x2 or y1 = y2 then
4: ζl = 0
5: call Status()
6: else
7: if DL1 = DL2 then
8: estimate ζl

9: call Status()
10: else
11: if N L1 > N L2 then
12: set N L2 = N L1

13: call Bending(L2)
14: else
15: set N L1 = N L2

16: call Bending(L1)
17: end if
18: end if
19: end if
Function Status()
20: Draw DL1 parallel to frame vertical axis
21: if pixel i = DL1.count (whereDL1[i ] > T heshold) then
22: vo true
23: else
24: vc true
25: end if
Function Bending()
26: calculate bending angle ζb

27: if Qx � = Qx then
28: call Status()
29: else
30: take initial N Lx

31: estimate new leakage angle ζ �
l

32: ζl = ζ �
l − ζb

33: call Status()
34: end if

displacement with ζb = 5.13 and ζl = 22.95 are displayed in
Fig. 7(f). It is noted that all LED images are presented after
performing group detection, blur processing, and necessary
zooming. The real-valve photos corresponding to the projected
images of Fig. 7(a) and (f) are presented in Fig. 7(g) and (h),
respectively. The red LED in the middle indicates whether
the transmitter is active or not. The entire flow diagram from
image capturing to data decoding is presented in Appendix.

VII. PERFORMANCE EVALUATION

The first step in implementing of the monitoring system is
the detection and recognition of each LED group. As a result,
two LED groups are used in the experiment. An NN was
trained using 1000 images and designed to detect and classify
each group and weight values produced. These values were

Fig. 7. Reference state at communication distance of (a) 8 m and (b) 2 m;
at communication distance of 5 m (c) with a reflective surface and (d) interfer-
ence (around 1377 lux) generated from another LED; right-side displacement
with ζb = 5.13, (e) ζl = 0, and (f) ζl = 22.95; real-valve photos corresponding
to the states shown (g) at (a), and (h) at (f) without changing the position of
the camera.

subsequently utilized while operating with the test images.
Each image is segmented to process each group separately
after detection. Then, each LED from the group is identified
using RoI detection. Subsequently, each group is binarized,
and four types of data (i.e., valve ID and status, temperature,
and ζl) are extracted. The data are collected based on the
normalized intensity of the light source. The entire process
of data collection is shown in Fig. 8. Note that, all the angles
in this article are presented in degrees.

When the distance between the camera and the LED group
increases, the size of the LED reduces rapidly. This problem
can be overcome by applying a proper zooming mechanism.
However, the distance between the LEDs of a specific group
decreases as distance increases. Separating the LEDs is a
challenging task once the intensity overlap exceeds a specific
limit. Consequently, the distance between the LEDs increases,
taking the distance between the IV and camera into account;
however, this also increases the size of the transmitter system.
Therefore, a minimum distance of 3 cm between the LEDs
is set, and the minimum distance required for ds when the
IV-to-camera distance increases is obtained. On the other hand,
the estimated value of ζl becomes erroneous because of the
deformation of the LED shape. The error increases as ζl

increases; however, it decreases when the distance between
the LEDs increases. In general, although OCC performance
greatly depends on the communication distance, the increase in
error probability with respect to the increasing communication
distance is only around 5% as shown in Fig. 9(a)–(c). The main
reason is that although the size of the LED changes rapidly
with communication distance, our algorithm only considers
the center point of the projected image while estimating ζl .
Conversely, the center of the projected image shifts consid-
erably with ζb; as a result, the error in angle measurement is
higher than that measured in the case of different ζl . However,
when the LED size is too small, the variation in the shape
of the LED projected image is not significant, consequently
leading to an almost constant error probability. On the other
hand, with higher ds , the overlapping possibility of the LED
intensities is low, resulting in a lower error probability as
shown in Fig. 9(c).
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Fig. 8. Entire process of data decoding at the receiver.

Fig. 9. Angle measurement error for different (a) ζl (keeping ζb = 0), (b) ζb (keeping ζl = 45), and (c) ds (keeping ζl = 30 & ζb = 0); and BER measurement
with respect to (d) ζl , (e) exposure time, and (f) communication distance by using the NN at the receiver.

The communication performance is degraded if the image
is blurry, as the bright and dark regions in the image overlap.
Thus, the neural blind deconvolution algorithm was applied
to alleviate the blur effect. The estimated BER for a commu-
nication distance of up to 10 m with blurry image frames.
It is noted that the blur kernel and output image are produced
by running the algorithm for a certain number of epochs. For
a higher number of epochs, a more accurate output image
can be produced. Therefore, the BER can be significantly
improved by increasing the number of epochs shown in
Fig. 9(d)–(f). The BER performance is measured by varying
ζl , exposure time, and communication distance. Unlike the
case with ζl , it can be seen in Fig. 9(e) that there are
noticeable changes in BER with exposure time. The main
reason is that the intensity of the bright and dark stripes
greatly depends on the exposure time. Here, we presented
the exposure time using Python predefined values in the
range of 5 (31.3 ms)–30 (0.93 ns). The BER also significantly

changes with increasing communication distance. However,
the problem can be significantly remediated using the zooming
mechanism.

Additionally, the salient edges while processing a blurry
image can be recognized using a minimum of 20 epochs.
However, the time complexity increases with the number of
epochs. This problem can be alleviated using a powerful
processor. When applying the COOK demodulation technique
on the binarized images, the extracted data of a specific IV
are saved in a corresponding CSV file. Information, such as
valve ID, status, temperature value, and amount of inflection
for each IV, are stored in a cloud server for further analysis.
If any unwanted scenario arises, such as link blockage due to
a failure in the transmitter circuit or an inflection value higher
than the allowed limit, an alarming unit is activated for instant
response.

To the best of the authors� knowledge, this is the
first work that propose and implement OCC for the
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Fig. 10. Complete flow diagram of the proposed IV monitoring system.

TABLE I

PERFORMANCE COMPARISON WITH RELATED OCC SYSTEM

IV monitoring objective. The COOK scheme used in our work
is also adopted in another article [16]. Therein, MIMO-COOK
was presented, and a data rate of 0.88 kbps was achieved
using two data-transmitting LEDs and an LED array. However,
although we have used a single LED for data transmission,
the achieved data rate is 0.6 kbps when the IV is in the
reference state, which can be further augmented to 1.2 kbps if
we include another data transmitting LED. On the other hand,
different methods were used to reconstruct the stripes in the
existing OCC works, but few considered blurry images. Most
of the works lacked technical depth and mostly considered
simulations based on a single test scenario. In addition, none
of them considered NN concept to reconstruct the stripes
precisely. Furthermore, we have achieved better performance
with the updated blurry images when the IV is in a reference
state, as listed in Table I.

VIII. CONCLUSION

In this article, an industrial IV-status-monitoring system
based on an OCC system was proposed and implemented in
a testbed. The OCC transmitter was composed of an LED
group. One of the LEDs in the group was modulated using
COOK to transmit the data. The transmitter and AM2302

sensing circuits were integrated into the IV, and the data were
transmitted to a CCTV camera. After being collected in a CSV
file, the data were stored in a cloud server. An NN-based group
detection mechanism was proposed, where each LED was
identified using the RoI detection mechanism. An algorithm
was developed to measure the inflection angle produced, when
the IV was not completely closed or opened as expected.
Furthermore, a neural blind deconvolution algorithm was pro-
posed to reconstruct the stripe patterns when the images were
blurry. The measured results showed that the data received
with the blurry images could be successfully decoded for
a communication distance of up to 10 m. Although the
BER increases with the communication distance, it can be
significantly reduced by increasing the number of epochs in
the execution of the proposed algorithm.

APPENDIX

ENTIRE FLOW DIAGRAM OF THE RECEIVER

The complete flow diagram of our developed OCC-based
IV status-monitoring system is presented in Fig. 10. The
procedures are summarized as follows.
Step 1: The images are captured and processed by controlling

the exposure time, resulting in removing the back-
ground. The images before and after controlling the
exposure time are shown in Fig. 10(a) and (b).

Step 2: A program is developed to increase the intensity of
the captured gray-scale image as shown in Fig. 10(c).
Afterward, the LED group is detected using the
developed NN as shown in Fig. 10(d).

Step 3: Eventually, the LED groups are detected, and neces-
sary cropping mechanisms are applied which is shown
in Fig. 10(e). From the cropped images, the program
determines the fault and inflection using Algorithm
2. Then, the information is stored in a separate CSV
file as illustrated in Fig. 10(f).

Step 4: Meanwhile, after the detected LED group is cropped,
a zooming mechanism is executed based on super
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resolution technique. Then, that region is focused
to capture the rolling shutter effect as shown in
Fig. 10(g).

Step 5: Afterward, the presence of blur will be checked.
To remove the blur effect, the neural blind deconvolu-
tion algorithm is implemented. The algorithm mainly
reproduces the deformed stripe pattern created due to
the blur as shown in Fig. 10(h).

Step 6: The data are decoded using the COOK demodulation
scheme. First, the rolling shutter effect is captured.
Then, the normalized intensity is measured from the
image before filtering out the dc components of the
signal. After applying proper thresholding mecha-
nism, the data are finally decoded using Manchester
decoding and stored in the CSV file as shown in
Fig. 10(i) and (f), respectively.
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