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A Supervised Bidirectional Long Short-Term
Memory Network for Data-Driven Dynamic

Soft Sensor Modeling
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Abstract— Data-driven soft sensors have been widely adopted
in industrial processes to learn hidden knowledge automatically
from process data, then to monitor difficult-to-measure quality
variables. However, to extract and utilize useful dynamic latent
features accurately for efficient quality estimations remains one
of the most important research issues in soft sensor modeling.
In this article, a supervised bidirectional long short-term memory
(SBiLSTM) is proposed for data-driven dynamic soft sensor mod-
eling. The SBiLSTM incorporates extended quality information
with a moving window up to k time steps and enhances learning
efficiency by bidirectional architecture. With this novel structure,
the SBiLSTM can extract and utilize nonlinear dynamic latent
information from both process variables and quality variables,
then further improve the prediction performance significantly.
The effectiveness of the proposed SBiLSTM network-based soft
sensor model is demonstrated through two case studies on
a debutanizer column process and an industrial wastewater
treatment process. Results show that the SBiLSTM outperforms
state-of-the-art and traditional deep learning-based soft sensor
models.

Index Terms— Data-driven, deep learning, long short-term
memory (LSTM), quality prediction, soft sensor, supervised
bidirectional long short-term memory (SBiLSTM).

NOTATION

xt Input process variable vector at time t .
yt Quality output variable vector at time t .
yt−k Past quality output variable vector lagged by k

time steps.
ŷt Predicted quality output variable vector at time t .
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it State variable of input gate at time t .
ft State variable of forget gate at time t .
ot State variable of output gate at time t .
gt Cell update state variable vector at time t .
ct Cell state variable vector at time t .
ht Hidden state variable vector at time t .
h̃t Output variable vector of neuron unit at time t .

I. INTRODUCTION

IN MANY industrial processes, it is essential to monitor
quality variables for real-time process monitoring, effective

operation control, and optimal management. However, using
physical sensors to measure quality variables can be chal-
lenging in some industrial processes due to complex process
environment, economic costs, measurement delay, and require-
ment of reliable measuring instruments [1]–[3]. Soft sensor,
a type of virtual model that inputs measurable variables, learns
latent variable information, and outputs quality characteristics
prediction, has therefore gained more and more attention in
process monitoring, especially in quality prediction as well as
fault detection and diagnosis [4], [5].

In general, there are two categories of soft sensors:
model-based soft sensors and data-driven soft sensors [6].
Model-based soft sensors are based on physical background
of processes, therefore it requires extensive system knowl-
edge about industrial process mechanism. In most industrial
processes, however, accurate and complete understanding of
process mechanism are time-consuming, costly, and often
impractical due to multistage, highly complex, and dynamic
process environment [7]. In contrast to model-based soft
sensors, data-driven soft sensors use data-driven methods for
modeling, analysis, and estimations without requiring much
system knowledge [8], [9]. Because of this advantage, many
data-driven soft sensors have been developed and successfully
applied in various advanced industrial processes in the past
two decades. Some typical data-driven methods applied to
soft sensors include principal component analysis (PCA) [10],
partial least square (PLS) [11], canonical correlation analysis
(CCA) [12], relevant vector machine (RVM) [13], and artificial
neural network (ANN) [14].

Traditionally, quality predictions are made by directly
applying linear regression models on the relationship between
measurement data and quality output. However, industrial
process data are often high-dimensional and dynamic.
To extract and utilize useful hidden variable representation
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accurately and automatically from process data for effective
quality estimations remains one of the most important research
issues in soft sensor modeling. In recent years, deep learning
has been under the spotlight of data-driven soft sensor model-
ing due to its ability to learn abstract latent features from data
and applicability in soft sensors. For instance, Yuan et al. [15],
[16] proposed a hybrid variable-wise weighted stacked autoen-
coder (HVW-SAE) and stacked quality-driven autoencoder
(SQAE) successively to perform feature extraction for soft
sensing modeling. Although the proposed model outperformed
SAE by incorporating linear and nonlinear correlations, dif-
ficulty in extracting dynamic process information renders it
inadequate for widely use. To construct soft sensing models
that are able to capture dynamic information from process
variables, various machine learning methods have been stud-
ied. Ge and Chen [17] developed a supervised linear dynamic
system (LDS) model to detect process faults, and Shen and
Ge [6] extended the supervised LDS model to a weighted
nonlinear dynamic system (WNDS) model using variational
autoencoder (VAE) whose weights were determined by inter-
correlations. Also, Wang et al. [18] suggested an extension of
deep belief networks (DBN) to construct dynamic extended
DBN for feature extraction and fault classification. However,
these deep learning-based soft sensor models focused on
extracting dynamics of process variables but took existing
dynamic information of past quality variables being solved
for granted. To utilize the dynamic information from qual-
ity variables, Yuan et al. [19] proposed a supervised long
short-term memory (SLSTM) network to learn quality-related
latent dynamics as a nonlinear dynamic soft sensor model
for accurate quality prediction. Despite the fact that some
deep learning methods have successfully exploited quality
information in soft sensor modeling, only the most recent past
quality information has been considered when constructing the
soft sensor model, thus neglecting extensive dynamic informa-
tion latent in the dynamic quality variables. Moreover, some
deep-leaning-based soft sensor models can be unstable and
inefficient since the extracted dynamic information is stored
using a large number of hidden neurons. In addition, many
deep learning-based soft sensors are limited to offline analysis
instead of online process monitoring. These limitations have
hindered the development of deep learning-based soft sensor
methods.

In this article, we propose a supervised bidirectional long
short-term memory (SBiLSTM) network model for dynamic
soft sensor modeling. The SBiLSTM network comprises a
novel dynamic quality-guided supervised LSTM with a bidi-
rectional structure, such that nonlinear dynamic latent infor-
mation can be captured effectively. In the proposed algorithm,
we incorporate an extended utilization of the dynamic quality
information for a period of moving dynamic quality infor-
mation window up to k time steps. Furthermore, dropout
optimization is adopted to eliminate elementwise sum of
bidirectional hidden variables with a determined probability,
by which a relatively small number of neurons can then be
achieved to assure model stability and efficiency. Results show
that the proposed SBiLSTM network demonstrates superiority
over other deep learning-based soft sensor modeling methods

Fig. 1. Structure of LSTM unit.

with higher prediction accuracy and very short computation
time. The effectiveness of the proposed method is validated
on a debutanizer column process and an industrial wastewater
treatment process.

The remaining sections of this article are organized as
follows. Section II reviews the related works of deep learning-
based soft sensors. In Section III, the proposed SBiLSTM
and its soft sensor application are introduced. In Section IV,
we demonstrate the effectiveness of the SBiLSTM network
by two case studies on a debutanizer column process and
an industrial wastewater treatment process. Finally, Section V
concludes this article.

II. RELATED WORKS

Deep learning has gained tremendous attention in dynamic
soft sensor modeling in recent years. Apart from dynamic
soft sensors based on autoencoders, LDS, and DBN, a more
commonly recognized deep learning model to exploit dynamic
process information is the recurrent neural network (RNN),
which has been widely adopted in industrial processes for
dynamic soft sensor modeling because of its ability to model
and process sequential data with memory. In particular, one
popular, efficacious variant of RNN is the long short-term
memory (LSTM), which can effectively mitigate the gradi-
ent vanishing or explosion problem when the model learns
iteratively and propagates over time [20]. Compared to basic
RNN, the LSTM added three nonlinear gates to collect
nonlinear activations from model input, namely input gate
it , forget gate ft and output gate ot . In addition, the cell
state ct in LSTM unit enables long-term memory of dynamic
information. The structure of an LSTM unit is shown in
Fig. 1.

Some examples of soft sensor application of these deep
learning methods include the RNN-based soft sensor proposed
by [21], the LSTM-based soft sensor proposed by [22] and
[23], and soft sensors based on other variants of RNN [24].
A detailed review of RNN, LSTM, and other deep learning
methods for data-driven soft sensor modeling can be found
in [25].

With nonlinear gates and activation functions, LSTM-based
soft sensors have shown excellent performance for quality
prediction. However, the LSTM can only predict accurately
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in limited applications where the industrial processes are
less complex and the dynamic relations are explicit. Because
of this, LSTM-based soft sensors can fail when handling
process data that contain highly dynamic, nonlinear, and latent
process information. To address this challenge, Yuan et al. [19]
developed a SLSTM network to utilize quality information
in the construction of LSTM-based soft sensor model. Also,
Zhou et al. [23] proposed a difference LSTM (DLSTM)-
based soft sensor model to capture the impact of sequen-
tial differences in the process and quality variables. The
SLSTM and DLSTM provided effective, simple solutions to
exploit quality information in LSTM for dynamic nonlinear
soft sensor modeling. However, they only consider the most
recent past quality information but not a moving period of
historical quality information for every process sample, which
essentially neglects the higher-order dynamic information in
the historical quality variables that is readily available. More-
over, the SLSTM and DLSTM require storage of extracted
nonlinear information with considerable number of hidden
neurons, which can induce potential model instability and
inefficiency. In addition, the SLSTM uses output variables yt

for training and replaces yt with yt−1 for testing, which not
only brings about potential model non-homogeneity that adds
difficulty to model interpretation but also practical limitations
on implementation.

In many complex industrial processes, dynamic correlations
exist not only between quality and process variables but also
within quality variables. When higher-order dynamic informa-
tion within quality variables is neglected in the deep learning
model, the deep learning-based soft sensor can deteriorate
and fail to predict quality output accurately in large-scale
industrial processes where quality variables are highly inner
correlated with high-order dynamics and nonlinearity. Besides,
it is also important to note that random selection of the
number of hidden neurons can cause overfitting or underfitting
issues [26], and the deep learning model can be unstable and
inefficient if the number of hidden neurons is too large than
required [27]. For industrial application of soft sensors, it is
vital to ensure adequate efficiency and stability of the model
such that the algorithm is not behind the incoming data stream
and the prediction result is sufficiently reliable. However,
even though some soft sensor models have shown excellent
performance with substantial hidden neurons, the stability and
efficiency of the model are often not mentioned. Apart from
model effectiveness and efficiency, an online soft sensor that
can predict quality output continually and automatically during
the industrial process is always desirable than an offline one
such that predictive and preventive decisions can be made
with prognostics instead of diagnostics. Assuming no time lag
in the measurement of process and quality variables is often
impractical, which essentially limits the deep learning-based
soft sensor to offline analysis instead of online process moni-
toring.

Consequently, it is vital to consider the dynamic quality
information, model stability, and efficiency, as well as infor-
mation usage in supervision of deep learning-based soft sensor
model.

Fig. 2. Structure of SBiLSTM unit.

III. SBILSTM

To address the above issues and to further enhance the
utilization of quality information in soft sensors, this article
proposes a SBiLSTM network for data-driven dynamic soft
sensor modeling. The SBiLSTM network offsets the limita-
tions and improves the SLSTM network by: 1) extending qual-
ity information utilization from the most recent past quality
information to a period of quality information window up to k
time steps; 2) employing dynamic quality-guided supervision
in bidirectional LSTM to learn hidden variable information
in both forward and backward directions in order to cap-
ture extra latent information; 3) reducing model instability
and inefficiency with a reduced number of hidden neurons
enabled by the bidirectional architecture of the SBiLSTM; and
4) avoiding model overfitting and improve model stability
using dropout optimization.

A. SBiLSTM Unit

The structure of an SBiLSTM unit is shown in Fig. 2. Let
P be the dimension of input vector xt and Q be the dimension
of output vector yt . Further assume that there are n units of
SBiLSTM neurons in an SBiLSTM layer, the weights of each
node in an SBiLSTM unit can be denoted as

1) Input weights

Wxi , Wx f , Wxc,Wxo ∈ R
n×P .

2) Recurrent weights

Whi , Wh f , Whc,Who ∈ R
n×n.

3) Output weights

Wyt−1i ,Wyt−1 f , Wyt−1c,Wyt−1o
...

Wyt−k i ,Wyt−k f , Wyt−k c,Wyt−ko

⎫⎪⎬
⎪⎭
∈ R

n×Q .

4) Biases

bi , bo, bc,b f ∈ R
n .
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Then, the input gate it , forget gate ft , output gate ot , cell
update state gt , cell state ct and the hidden state ht for an
SBiLSTM unit can be expressed as

it = σ
�
Wxi xt+Whi ht−1+Wyt−1i yt−1+· · ·+Wyt−ki yt−k+bi

�
(1)

ft = σ
�
Wx f xt+Wh f ht−1+Wyt−1 f yt−1+· · ·+Wyt−k f yt−k+b f

�
(2)

gt = tanh
�
Wxc xt+Whcht−1+Wyt−1c yt−1+· · ·+Wyt−kc yt−k+bg

�
(3)

ct = it � gt+ ft�ct−1 (4)

ot = σ
�
Wxo xt+Whoht−1+Wyt−1o yt−1+· · ·+Wyt−ko yt−k+bo

�
(5)

ht = ot � tanh(ct ) (6)

where � denotes the pointwise multiplication, σ(·) represents
the sigmoid nonlinear activation function and tanh(·) repre-
sents the hyperbolic tangent function as a nonlinear activation
function.

And the output of the SBiLSTM unit at time t can be written
as

h̃t =
� �ht⊕

←
ht

	
. (7)

Here, ⊕ denotes the elementwise summation, �ht represents the

hidden state of the forward pass and
←
ht represents the hidden

state of the backward pass of the SBiLSTM unit at time t .
The forward pass and the backward pass are combined by the
elementwise summation to generate the final output h̃t of the
SBiLSTM unit.

In an SBiLSTM network that consists of n SBiLSTM
units, the input vector xt and the delayed output vector
{yt−k, . . . , yt−1} of window size k are continually fed into the
input layer as a combined matrix. After entering the SBiLSTM
network, the matrix is consequently transformed into nonlinear
features by the nonlinear activation functions σ(·) and tanh(·).
With the gate design shown in Fig. 2 and (1)–(6), the sequen-
tial dynamic information of the input matrices is iteratively
extracted and learned by the SBiLSTM unit. The network of
n SBiLSTM units finally generate the cell state ct and hidden
state ht for each SBiLSTM unit at each sampling time point t .
It is particularly important to note that the cell state ct , which
is continually dismissed by the forget gate ft and iteratively
updated by the cell update state gt , is responsible for storing
long-term memory, while the hidden state ht is responsible for
storing short-term memory.

One significant contribution of the SBiLSTM model is the
extension of the quality variable utilization with a moving win-
dow up to k time steps. Dissimilar to simple BiLSTM method,
it can be seen in Figs. 2 and 3 that the proposed SBiLSTM
employs a window of past quality variables {yt−k, . . . , yt−1}
as part of the activation input in input gate it , forget gate ft ,
output gate ot and cell update state gt . Through incorporating
the moving vector {yt−k, . . . , yt−1} of window size k, the
SBiLSTM considers the autoregression within quality informa-
tion to be transformed by activation functions, hence enables
automatic learning of nonlinear dynamic quality information
by the SBiLSTM cell. By introducing the historical quality

Fig. 3. Bidirectional structure of SBiLSTM network.

variables for an extended period of time, the SBiLSTM model
exploits and learns extended quality information as further
guidance to the learning of latent dynamics and sequential
correlations in hidden state and cell states. Besides capturing
dynamic features within the constructed moving window, such
inclusion also permits the SBiLSTM network to investigate
temporal relationship among process variables and quality
variables. After iterative training procedures of deep learning,
the determined weights and biases of the SBiLSTM network
ultimately provides a complex function of gates and nonlinear
functions to model the relationship between process input
and quality output. On this basis, when extended dynamic
quality variables are introduced to the process input for the
model training, we enable extended dynamic feedback of
historical quality information on the process variables for
process monitoring. As quality data are usually constantly
updated and past quality variables are readily available in
industrial processes, such extension furthers the mining and
utilization of quality information for more accurate quality
prediction.

Fig. 3 shows the bidirectional structure of the SBiLSTM
network at (k + 1, k + 2, . . . , t) time points. With both
previous hidden state variable ht−1 and next hidden state
variable ht+1 passed by the SBiLSTM network in their corre-
sponding propagation direction, the hidden states are learned
in bi-directions instead of uni-direction. The main difference
between unidirectional feedforward and bidirectional networks
is that a bidirectional architecture enables simultaneous back-
ward and forward information flow for efficient modeling.
With the nonlinear gates inherent in LSTM, the bidirectional
structure of the SBiLSTM network assembles and collects
further hidden features from the input data. Especially when
the input data involve highly latent nonlinear dynamics, the
bidirectional structure allows the model to take extra consid-
eration and extraction of dynamic variable information itera-
tively without requiring extra training time. On the other hand,

the bidirectional hidden states, �ht and
←
ht , can be linked and

connected with customized function to learn more complex
bidirectional dynamic patterns that are latent in process data.
In this article, we consider the most common way to connect
the bidirectional hidden states for simplicity. Experiments on
the improvements of (7) could serve another interesting future
research work.

B. SBiLSTM-Based Soft Sensor

As the SBiLSTM network is capable of learning extended
quality-guided latent dynamic nonlinear features, it is very
applicable for soft sensor modeling. Fig. 4 provides a
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Fig. 4. Schematic of SBiLSTM network-based soft sensor.

schematic illustrating the SBiLSTM network-based soft sensor
modeling framework, which includes five main layers: sequen-
tial input layer, SBiLSTM layer, dropout optimization layer,
fully connected layer, and output layer. Given a set of time
series data, the sequential input layer feeds the data into the
neural network in sequential order. The sequential input data
are then passed to the SBiLSTM layer comprises a network
of SBiLSTM units. In each SBiLSTM unit, the sequential
input data are transformed into nonlinear dynamic features
by a cell update state and three nonlinear gates. Through
learning the nonlinear dynamic features, the memory cell ct

in the SBiLSTM unit stores nonlinear dynamic information as
long-term memory and the hidden state variable ht represents
short-term memory for each sampling time t . The resulted
SBiLSTM network output h̃t is then passed to the dropout
optimization layer that randomly removes output of each
SBiLSTM unit with a determined probability to prevent model
overfitting. Finally, the fully connected layer connects the
features to predicted quality output ŷt by weights and biases.

Considering a SBiLSTM network without dropout optimiza-
tion, the hidden variables are fully connected into quality
outputs by

ỹ j =



i

Wi j h̃i + b j . (8)

The objective of the network training is to minimize the
loss function, which is given by

L̃ = argmin



j

�
y j − ỹ j

�2
. (9)

When dropout optimization is employed, the hidden nodes
are randomly eliminated with a predetermined probability p.
Subsequently, (8) can be rewritten as

ŷ j =



i

Wi j di h̃i + b j (10)

where di ∼ Bernoulli(p).
Then, the loss function can be expressed as

L = argmin



j

�
y j − ŷ j

�2

= argmin



j

�
y j − d

�
ỹ j − b j

�+ b j
�2

. (11)

Notice that the loss function is regularized by the dropout
optimization with a dropout probability of p during every
epoch of the training process. By eliminating the elementwise
sum of bidirectional hidden variables, the dropout optimization
acts as a regularizer to avoid the co-adaptation of neurons
during the training process of the SBiLSTM network. Detailed
discussion on the usage of the dropout optimization in pre-
venting overfitting, improving generalization capability, and
allowing more gradient information flow can be found in [28].

For effective modeling of SBiLSTM-based soft sensor, the
determination of k is exceptionally crucial. In general, the
value of k is associated with the dynamic order of the industrial
process. When we consider a dynamic order k = 0, we assume
a simple process that involve trivial dynamics between quality
variables. In this sense, a complex industrial process involv-
ing sophisticated dynamics distributed throughout the system
should very likely associate with a higher value of k. Although
there is no universal method to systematically calculate an
optimal value of k as industrial processes differ from one to
another, the value of k can be determined by a trial-and-error
of increasing k values. From a theoretical perspective, if there
exist sufficiently significant dynamics among quality variables
of a process, a dynamic order k = 1 should yield a better-
performed SBiLSTM-based soft sensor than one with k = 0.
Therefore, the SBiLSTM-based soft sensor will eventually
stops improving at a certain value of k. Except special cases,
the value of k normally ranges from 1 to 5.

To construct an efficient soft sensor, mini-batch gradient
descent is adopted to achieve stable and faster convergence in
the training process. For mini-batch training, the training set is
divided into subsets called mini-batches which help to update
weights quicker and evaluate the gradient of the loss func-
tion with metrics. To evaluate and select the best SBiLSTM
network over iterations in the training stage, mini-batch root-
mean-squared-error (RMSE) is employed to evaluate model
performance over iterations of mini-batch training. Compared
to other error metrics, such as mean absolute error (MAE) and
mean absolute percentage error (MAPE), RMSE has excellent
sensitivity to modeling errors and presents the errors in a
relatively comparable scale. In the training process, the model
with the least mini-batch RMSE is selected as it indicates a
model with the most accurate quality prediction in the training
stage. Likewise, RMSE is used to compare and evaluate the
overall model effectiveness of the SBiLSTM network model
in both training and test stages. Let M be the mini-batch size,
T be the number of samples in the training set, and N be the
number of samples in the test set, the RMSE for mini-batch,
training stage and test stage can be written as

RMSEmb =
��� 1

M

M

m=1

(ym − ŷm)2 (12)

RMSEtrain =
��� 1

T − k

T

t=k+1

(yt − ŷt)
2 (13)

RMSEtest =
��� 1

N

T+N

t=T+1

(yt − ŷt)
2. (14)
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TABLE I

PROCEDURE OF SOFT SENSOR MODELING BASED ON SBILSTM

Furthermore, R-squared values are also computed to provide
a metric for more intuitive comparisons on training and
test performance of the model. Different from RMSE, the
R-squared is a scale-independent error metric that ranges from
0% to 100%. Such properties allow intuitive and direct com-
parison of prediction ability of different soft sensor modeling
methods. The R-squared is defined as

R2 = 1−
�T

t=k(yt − ŷt)
2

�T
t=k(yt − ȳ)2

. (15)

Note that only available information is adopted at each
sampling time point t as input variables throughout the training
and test stages such that an online soft sensor is enabled for
continual process monitoring. The training and test procedure
for soft sensor modeling based on SBiLSTM network are
shown in Table I.

IV. CASE STUDY

A. Debutanizer Column Process

The debutanizer column process is a significant part of
the petrochemical refinery process designed for desulfuriza-
tion and naphtha split. The main goal of the debutanizer
column process is to remove butane from the continuous
stream of hydrocarbon mixture, therefore the quality variable
of the debutanizer column process is defined as the butane
concentration. Fig. 5 shows the flowchart of the debutanizer
column process. It can be seen from the flowchart the locations

Fig. 5. Flowchart of the debutanizer column process [28].

TABLE II

DESCRIPTION OF VARIABLES OF THE DEBUTANIZER COLUMN PROCESS

of seven sensors installed on the petrochemical plant for
product quality monitoring, each collects separate measured
process variables during the debutanizer column process. The
detailed description of the seven process variables is given in
Table II. It is important to note that the quality variable y,
i.e., the butane content, is not indicated in Fig. 5 because it
is usually measured on the overheads of the deisopentanizer
column which is another fractional distillation column after
the debutanizer column. The reason being that it is difficult
to directly measure butane content at the bottom flow of
the debutanizer column due to equipment and operational
environment limitations. Because of this, accurate quality
prediction by soft sensors is critical in the debutanizer column
process for effective process control and monitoring.

In this case study, we use the debutanizer column dataset
shared by Fortuna et al. [29], which is a popular benchmark
for data-driven soft sensor modeling. The data were measured
by sensors installed in a debutanizer column and a measuring
device on the overhead of a deisopentanizer column with a
measuring cycle of 15 min [29]. There are a total number of
2394 valid samples, seven process variables, and one process
output in the dataset. We use the first 65% percent of the
data (1556 samples) for model training and the remaining
35% percent (838 samples) for testing. The software and
hardware configurations used for this case study are as follows:
OS: Windows 10 Home (64-bit), CPU: Intel(R) Core(TM)
i7-8565U (1.80GHz), GPU: NVIDIA GeForce MX150, RAM:
16GB.

Before training the SBiLSTM network, it is important to
determine the hyperparameters and the dynamic order k of
the quality variable. To select the best hyperparameters and
dynamic order, the hyperparameters are tuned based on grid
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Fig. 6. (a) Training loss of LSTM, BiLSTM and SBiLSTM network over
epoch. (b) Mini batch RMSE of LSTM, BiLSTM and SBiLSTM network over
epoch on the debutanizer column process.

search and the dynamic order is determined by trial-and-error.
For the grid search, we search the number of neurons from 1 to
100 with an interval of 5, the mini-batch size from 10 to
100 with an interval of 10, the maximum number of epochs
from 50 to 200 with an interval of 10, and the initial learning
rate from 10−4 to 10−1 with a geometric interval of 10.
In addition, the dynamic order k is determined after trials on
k = [1, 2, 3, 4, 5]. It was observed that the performance of the
soft sensor model stops improving at k = 3. The SBiLSTM
network is finally set with number of hidden neurons n = 15,
mini-batch size m = 20, maximum number of epochs = 100,
initial learning rate η = 0.01, and dynamic order k = 3. Then,
we follow the procedures in Section III-B and the SBiLSTM
network is trained using the adaptive moment estimation
(Adam) optimizer.

The training loss and the mini-batch RMSE of the LSTM,
BiLSTM, and SBiLSTM network during the training stage
are given in Fig. 6. Comparing to the training loss and mini-
batch RMSE of LSTM and BiLSTM, it is obvious that the
SBiLSTM network converges faster and stabler with less
fluctuation and smoother convergence. For SBiLSTM, the loss
function and the RMSE value both drop exponentially over
training epoch until convergence to nearly 0. This shows the
excellent efficiency and performance of the SBiLSTM network
on the debutanizer column data during training phase, and
that the hyperparameters are well determined for the model.
In addition, it is also important to note that the training
process of the SBiLSTM network takes only 16 s using the
very affordable setup. As previously mentioned, it is vital to
ensure adequate efficiency of model such that the algorithm
is not behind the incoming data stream. Since the proposed
SBiLSTM network requires very short computation time,
it refrains from practical applicability issue of soft sensors
and allows efficacious applications in advanced industrial
processes.

Fig. 7 compares the quality prediction to the true quality
output of the debutanizer column process and shows the
prediction errors of the SBiLSTM network model for both
training and test phases. From the figure, it can be observed
that the predicted quality fits almost perfectly to the true
quality output in both the training and test phase. This shows
that the capability of the SBiLSTM network model to exploit
and learn nonlinear dynamic latent features between process
variables and within quality variable. In Fig. 7(a), slight
prediction deviation appears near the end of the test phase.
Since lower butane content indicates a better quality in the

Fig. 7. (a) Comparison of true quality output and predicted quality output of
the debutanizer column process by SBiLSTM network model during training
phase and test phase. (b) Model prediction errors of SBiLSTM network model
on the quality prediction of the debutanizer column process during training
phase and test phase.

debutanizer column process, such slight deviation can be due
to unexpected process improvement due to manual control or
adjustment in which the extracted nonlinear dynamic features
fail to capture and explain. Nonetheless, the extremely clear
overlapping between the predicted quality and the true quality
output illustrates the effectiveness of the proposed SBiLSTM
network for soft sensor modeling. Additionally, the prediction
errors centers about zero with trivial fluctuations. This further
validates the stability and accuracy of the SBiLSTM network
model.

The main reason why the SBiLSTM network-based soft
sensor performs well on the debutanizer column is that the
SBiLSTM network is able to extract extra dynamic latent
quality information from historical quality variable and learn
the dynamic latent information in a bidirectional manner.
Unlike unidirectional RNN models, the SBiLSTM network
model captures and utilizes bidirectional information to pre-
dict quality variable with additional robustness owing to the
inclusion of backward directional information for informa-
tion compensation. Moreover, the mining and exploitation
of dynamic quality information from a moving window of
historical quality variable extended the utility of past quality
information from data. The obtained result demonstrated the
effectiveness of the quality-supervised bidirectional structure
in industrial soft sensor modeling.

To compare the performance of the SBiLSTM network with
traditional dynamic deep learning-based soft sensor modeling
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Fig. 8. Comparison of true quality output and predicted quality output of
the debutanizer column process by LSTM, BiLSTM, and SBiLSTM during
training phase and test phase.

Fig. 9. Comparison of prediction errors of the debutanizer column process
by LSTM, BiLSTM, and SBiLSTM during training phase and test phase.

methods, Figs. 8 and 9 provide a direct view of the prediction
results and the prediction errors on the entire debutanizer col-
umn dataset using LSTM, BiLSTM, and SBiLSTM network
models, respectively. As can be seen from the figures, the
soft sensor models based on LSTM and BiLSTM can only
make very rough and inaccurate butane content predictions.
Although BiLSTM model provides a slightly better result than
LSTM, both LSTM and BiLSTM soft sensor model generate
similar predictions that largely deviate from true output. It is
obvious from Fig. 9 that the prediction error of the SBiLSTM
network is much lower than that of LSTM and BiLSTM as
it is much overlapping with the true output, resulting in a
prediction error very close to 0. Compared to the LSTM and
BiLSTM models, the SBiLSTM network is more effective to
investigate nonlinear dynamic features latent in both process
variables and quality variables in high-dimensional data for
quality prediction, as it incorporates additional consideration
on the nonlinear dynamic information in historical quality
variables.

In nowadays industrial processes, data are often high-
dimensional, nonlinear, and dynamic due to the evolving
process complexity and scale. Take the debutanizer col-
umn process as an example, the debutanizer column process

Fig. 10. Comparison of true quality output and predicted quality output
of the debutanizer column process by SQAE-LSSVM, Hybrid VW-SAE, and
SBiLSTM during training phase and test phase.

Fig. 11. Comparison of prediction errors of the debutanizer column process
by SQAE-LSSVM, Hybrid VW-SAE, and SBiLSTM during training phase
and test phase.

comprises sophisticated, dynamic distribution of temperature
and pressure throughout the debutanizer column where the
continuous stream of hydrocarbon mixture flows through.
Even though temperature and pressure are known as signif-
icant process variables affecting the butane content in the
debutanizer column, there exists complex nonlinear dynamic
relationship among process variables and quality variables,
which traditional deep learning methods fail to extract. In par-
ticular, dynamic information that are related to higher-order
process dynamics are intrinsic among process variables and
quality variables. By considering the dynamics between and
within process variables and quality variables, the SBiLSTM
network is able to capture quality and process dynamics
effectively and predict quality output accurately in large-scale
industrial processes even when quality variables are highly
inner correlated with dynamics and nonlinearity.

Figs. 10 and 11 further compare the SBiLSTM network
model with state-of-the-art data-driven soft sensor models
including SQAE-LSSVM [16] and Hybrid VW-SAE [15].
In addition, Table III tabulated the test RMSE and test
R-squared values of SBiLSTM and other deep learning-based
soft sensor models on the debutanizer column dataset for
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TABLE III

TEST RMSE AND R2 VALUES OF THE SBILSTM AND OTHER DEEP

LEARNING-BASED MODELS ON THE DEBUTANIZER COLUMN

Fig. 12. Flowchart of the wastewater treatment process.

fair comparison. Although SQAE and Hybrid VW-SAE both
exhibit exceptional performance on the quality prediction as
shown in Fig. 10, occasional large prediction errors still
occur throughout the training and test phases. In contrast, the
SBiLSTM is much stabler of which the variance of its pre-
diction errors is apparently lower. Comparing the quantitative
error metrics in Table III, the SBiLSTM network resulted in an
R-squared value of 99.15%, while SQAE-LSSVM and Hybrid
VW-SAE obtained 95.21% and 96.15%, respectively. This fur-
ther validated the improved effectiveness of the SBiLSTM net-
work. As mentioned, many state-of-the-art deep learning-based
soft sensor models focus on increasing the exploitation and
utility of dynamics of input variables but neglected the past
quality information that is readily available. In the proposed
SBiLSTM soft sensor model, extended dynamic quality infor-
mation latent in the historical quality variables are comprised
by incorporating a moving window up to k time steps in
the network input. By the nonlinear gates in the SBiLSTM
units, useful nonlinear features can then be extracted from
the dynamic quality information and input variables, and be
learned iteratively by the soft sensor model. With dropout
optimization, stable, efficient, and effective quality prediction
that exploits dynamic quality information is then provided. The
ability to extract and learn latent dynamic information from
process variables and dynamic quality variable hence lead to
the superiority of the proposed SBiLSTM network over other
deep learning-based soft sensor model counterparts.

B. Wastewater Treatment Process

The industrial wastewater treatment process is a biochemical
process that removes pollutants from industrial wastewater.
Many industrial processes, including the debutanizer column
process, require the wastewater treatment plant (WWTP) to
treat its effluent discharge to comply with regulations [30].
However, controlling and predicting the output quality of

TABLE IV

DESCRIPTION OF PROCESS VARIABLES OF THE
WASTEWATER TREATMENT PROCESS

treated wastewater in the complex, multistage industrial waste-
water treatment process can be challenging. Fig. 12 shows the
flowchart of the wastewater treatment process and Table IV
gives the description of the process variables. As can be
seen, the wastewater treatment process consists of multiple
stages where various process variables are measured repeat-
edly throughout the entire process. This implies inherent
dynamics among process variables of the same kind. For
example, the measured suspended solids SS-E , SS-D, and
SS-S are dynamically related and contain latent information
about performance of the two settlers, since they are measured
before pretreatment, after primary settlers, and after secondary
settlers, respectively. Such dynamic latent information can be
of complex structure and with high nonlinearity which model-
based soft sensor models and traditional modeling methods
fail to capture. Moreover, although repeated measurements
of process variables suggest latent information about the
process, it generates high-dimensional data that adds difficulty
to modeling and analysis. It is also difficult to mine and extract
the latent process information from data. Because of these
challenges, soft sensor model is desirable to learn nonlinear
dynamic latent features for effluent quality prediction in the
wastewater treatment process.

In this case study, we use the urban WWTP dataset in
the UCI Machine Learning Repository, which is a set of
field data collected from daily sensor measurements in an
urban WWTP [31]. The WWTP dataset has been widely
used by many researchers to evaluate data-driven models on
a practical effluent prediction problem [32]–[35]. Instead of
installing sensors at different stages of a process, the WWTP
dataset collects data from repeated measurement of a fixed
set of process variables throughout the process. Therefore,
this case study also allows us to evaluate the robustness
of the SBiLSTM model in a different instrumentation and
measurement environment. In the WWTP dataset, there are
a total number of 400 valid samples, 37 process variables,
and one quality variable, where the quality variable y is the
output biological demand of oxygen, DBO-S, which is an
important indicator of wastewater quality. We use the first 70%
of the data (280 samples) for model training and the remaining
30% (120 samples) for testing. We follow modeling procedure
and grid search setting similar to Section IV-A with the same
computational equipment.

After hyperparameter tuning with grid search, the SBiLSTM
network is finally set with number of hidden neurons n = 50,
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Fig. 13. (a) Training loss of LSTM, BiLSTM and SBiLSTM network over
epoch; (b) Mini batch RMSE of LSTM, BiLSTM, and SBiLSTM network
over epoch on the wastewater treatment process.

mini-batch size m = 20, maximum number of epochs = 200,
initial learning rate η = 0.01, and dynamic order k = 4. Note
that the number of hidden neurons required for this case study
is more than that of the debutanizer column because of the
increased number of process variables hence an increased input
dimension. Therefore, given an input dimension five times,
such as in the previous case study, the SBiLSTM network
model in fact allows and retains a relatively small number
of hidden neurons to perform efficient and stable soft sensor
modeling. Moreover, a dynamic order of k = 4 indicates
a highly dynamic process environment of the wastewater
treatment process. From Fig. 13, the training loss and the
mini-batch RMSE of the SBiLSTM network both descend
and converge smoothly to their minima during the training
phase, indicating a stable model training process. Similar
to the previous case study, the training loss and mini-batch
RMSE of LSTM and BiLSTM converge at a higher level and
are more fluctuated than the SBiLSTM. This indicates that
the LSTM and BiLSTM exhibit inferior model performance
and stability than the SBiLSTM. It is also important to note
that the soft sensor modeling algorithm takes only 10 s to
run in this case study. This demonstrates the efficiency of
the proposed SBiLSTM network even when handling high-
dimensional data.

Fig. 14 shows the quality prediction results of the wastewa-
ter treatment process. It can be clearly observed that the pre-
dicted outputs closely overlap with the true output, indicating
effective learning of latent process representations from the
data. Even though the process variables and quality variables
are highly fluctuating in the wastewater treatment process, the
SBiLSTM-based soft sensor model exhibits efficacy to extract
useful dynamic information for accurate quality prediction.
Furthermore, the prediction results on both the debutanizer
column process and the wastewater treatment process have
demonstrated stability and applicability of the SBiLSTM in
varied types of industrial processes. The major reason why
the SBiLSTM model is particularly efficient and stable is
the reduced number of hidden neurons enabled by both the
bidirectional architecture and the dropout optimization in the
SBiLSTM model. On the one hand, the bidirectional structure
allows capture of additional dynamic process information that
permits reduced network size to achieve desired effectiveness
and efficiency. On the other hand, the dropout optimization
stabilizes and regularizes the neural network by preventing
excessive co-adaptation of neurons such that model overfitting
is avoided. The novel model architecture thus resulted in

Fig. 14. (a) Comparison of true quality output and predicted quality output of
the wastewater treatment process by SBiLSTM network model during training
phase and test phase. (b) Model prediction errors of SBiLSTM network model
on the quality prediction of the wastewater treatment process during training
phase and test phase.

the distinctive efficacy and stability favorable to soft sensor
modeling.

The quality prediction results of the two case studies have
clearly shown that the SBiLSTM network can exploit addi-
tional dynamic quality information adaptively from different
types of industrial processes with different instrumentation and
measurement settings. In fact, many industrial processes, such
as chemical processes and manufacturing processes, involve
sophisticated dynamic process environments due to multistage,
large-scale process operations [34], [36]. Provided significant
process dynamics throughout the process system, our proposed
methodology is able to effectively exploit nonlinear dynamic
patterns latent in process and quality variables. In this regard,
the SBiLSTM network is effective and widely applicable to
dynamic industrial processes.

For performance comparison, the original LSTM and
BiLSTM are also adopted for soft sensor modeling of the
WWTP data. Figs. 15 and 16 shows the prediction results
and the prediction errors of the soft sensors based on LSTM,
BiLSTM, and SBiLSTM network, respectively. As shown in
the figures, although the LSTM and BiLSTM show similar
model performance to the SBiLSTM network in the train-
ing phase, they fail to make accurate predictions throughout
the test phase. This implies that traditional dynamic deep
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Fig. 15. Comparison of true quality output and predicted quality output of
the wastewater treatment process by LSTM, BiLSTM, and SBiLSTM during
training phase and test phase.

Fig. 16. Comparison of prediction errors of the wastewater treatment process
by LSTM, BiLSTM, and SBiLSTM during training phase and test phase.

learning-based soft sensor models can be unstable and unre-
liable due to overfitting issues and limited ability to capture
latent dynamic information among process variables and qual-
ity variables. In contrast, it is noticeable that the SBiLSTM
network has almost exact predictions with the true output
values in both training and test phases. This indicates an
improved dynamic nonlinear feature extraction and feature
learning ability of the SBiLSTM network due to the employ-
ment of extended quality variables and its novel structure.

To compare with state-of-the-art deep learning models,
Figs. 17 and 18 plotted the quality prediction and prediction
errors of the wastewater treatment process by SQAE-LSSVM,
Hybrid VW-SAE, and SBiLSTM during training phase and
test phase. From Fig. 18, it is obvious that the SQAE-LSSVM
and Hybrid VW-SAE are slightly less accurate when predict-
ing the quality output of the wastewater treatment process.
In addition, it is surprising that although both SQAE-LSSVM
and Hybrid VE-SAE successfully captured the trend and level
of the predictions, both models present relatively conservative
predictions throughout the training and test stages as shown
in Fig. 17. The difference between the results of SBiLSTM
and the two methods can be accounted by the ability of the

Fig. 17. Comparison of true quality output and predicted quality output of
the wastewater treatment process by SQAE-LSSVM, Hybrid VW-SAE, and
SBiLSTM during training phase and test phase.

Fig. 18. Comparison of prediction errors of the wastewater treatment process
by SQAE-LSSVM, Hybrid VW-SAE, and SBiLSTM during training phase
and test phase.

SBiLSTM to learn and comprehend higher-order dynamics in
highly dynamic processes. In wastewater treatment process,
sudden or abrupt changes constitutes not only short-term
influences but also long-term effects underlying in dynamic
latent information. The ability of the SBiLSTM to cap-
ture and store both short-term and long-term memory effec-
tively hence explains its superior prediction ability over the
SQAE-LSSVM and Hybrid VE-SAE methods on wastewater
treatment process.

Table V lists the RMSE and R-squared values of the
SBiLSTM network and some state-of-the-art deep learning-
based soft sensors on the WWTP data during the test phase.
From Table V, the SBiLSTM network resulted in an RMSE of
1.1709 and an R-squared value of 95.80%. We can see that the
SBiLSTM network model has better prediction performance
than LSTM, BiLSTM, SQAE-LSSVM, and Hybrid VW-SAE.
The results indicate that the SBiLSTM network model is more
efficacious and powerful than both traditional dynamic deep
learning-based soft sensor models and state-of-the-art counter-
parts in extracting and utilizing useful dynamic latent features
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TABLE V

TEST RMSE AND R2 VALUES OF THE SBILSTM AND

OTHER DEEP LEARNING-BASED MODELS ON THE

WASTEWATER TREATMENT PROCESS

Fig. 19. (a) Training loss and (b) mini batch RMSE of SBiLSTM network
on the wastewater treatment process with ten-fold cross validation.

Fig. 20. Prediction errors of the wastewater treatment process by SBiLSTM
with ten-fold cross validation.

for quality prediction. Although the network size reduces as
the number of hidden neurons reduces, the SBiLSTM network
model not only retains but shows better prediction perfor-
mance with improved stability and efficiency. This further
demonstrates the enhancement of knowledge representation
learning ability, information utility, and model efficacy after
introducing the improved model structure. As a result, the pro-
posed SBiLSTM network exhibits superior quality prediction
accuracy and efficiency over other deep learning-based soft
sensor model counterparts.

Since there are only 400 samples with 37 process variables
in this case study, we further validate our result by a ten-fold
cross validation, which constitutes 360 samples for training
and 40 samples for testing for each of the ten-fold partitions.
The resulted training loss and mini-batch RMSE are plotted in
Fig. 19 and the prediction errors of the ten-fold cross validation
are plotted in Fig. 20. From Fig. 19, the training loss and

training RMSE of the ten-fold cross validations fluctuated
very slightly with a clear common trajectory of convergence,
indicating a very stable model performance throughout the
ten validations. Furthermore, despite existence of some spikes,
the prediction errors of the ten-fold cross validations have its
majority lie within −3 and 3 with an obvious mean of 0. Both
observations from the ten-fold cross validation exemplified the
stability and validity of the SBiLSTM network in data-driven
dynamic soft sensor modeling.

V. CONCLUSION

In this article, a SBiLSTM network is proposed for
data-driven dynamic soft sensor modeling. The SBiLSTM
incorporates extended quality information utilization with
quality information window up to k time steps. With bidirec-
tional architecture and dynamic quality supervision structure,
the SBiLSTM network is capable of extracting and utiliz-
ing nonlinear dynamic latent information from both process
variables and quality variables in industrial process data.
In addition, model instability and inefficiency are avoided by
resorting to dropout optimization and by enabling reduced
hidden neurons while maintaining model effectiveness. The
effectiveness of the proposed SBiLSTM network soft sensor
model was demonstrated through two case studies on the
debutanizer column process and the wastewater treatment
process. Results show that SBiLSTM outperforms LSTM,
BiLSTM, and other state-of-the-art deep learning-based soft
sensor model counterparts in terms of prediction accuracy.
For further research, experiments to study random noise and
uncertainties on the proposed SBiLSTM network are worth
investigating. In addition, an ablation study can be conducted
to understand the impact of the proposed design novelties on
model performances. Besides, exploring soft sensors based on
other data-driven methods, such as Bayesian learning, fuzzy
learning, autoencoders, and kernel methods [4], [25] would
be interesting topics, which deserve further investigation in
the future.
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