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Robust Shape Tracking With Multiple
Models in Ultrasound Images

Jacinto C. Nascimento, Member, IEEE, and Jorge S. Marques

Abstract—This paper addresses object tracking in ultrasound
images using a robust multiple model tracker. The proposed
tracker has the following features: 1) it uses multiple dynamic
models to track the evolution of the object boundary, and 2) it
models invalid observations (outliers), reducing their influence on
the shape estimates. The problem considered in this paper is the
tracking of the left ventricle which is known to be a challenging
problem. The heart motion presents two phases (diastole and
systole) with different dynamics, the multiple models used in this
tracker try to solve this difficulty. In addition, ultrasound images
are corrupted by strong multiplicative noise which prevents the
use of standard deformable models. Robust estimation techniques
are used to address this difficulty. The multiple model data associ-
ation (MMDA) tracker proposed in this paper is based on a bank
of nonlinear filters, organized in a tree structure. The algorithm
determines which model is active at each instant of time and
updates its state by propagating the probability distribution, using
robust estimation techniques.

Index Terms—Image analysis, low level features, multiple model
data association (MMDA), segmentation, tracking, ultrasound im-
ages.

1. INTRODUCTION

BJECT tracking in a video sequence is a solved problem
Owhen the object shape and motion parameters change
slowly and the object boundary is easily detected in the image
domain. However, these assumptions are not valid in most
cases. Occlusions, multiple motions, and missing boundaries
are among the most common difficulties found in object
tracking.

This paper addresses a difficult problem in the field of med-
ical image analysis: automatic tracking of the left ventricle (LV)
in 2— D+ T (space + time) ultrasound B-Mode images. Three
main difficulties are considered in this paper. First, we assume
that the object motion is not always smooth and may exhibit
abrupt changes. Second, the images are corrupted by strong
multiplicative noise, leading to many misdetections and false
alarms: many detected features do not belong to the object.
These features should be considered as outliers and neglected by
the tracker since they jeopardize the performance of the tracker
and often lead to misleading results. Finally, we assume that the
object shape changes during the tracking process. This issue is
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addressed using a shape-space representation of the object con-
tour to reduce the degrees of freedom.

These difficulties are treated in an unified framework as
follows: 1) prediction with multiple dynamic models is incor-
porated in the tracker. The tracker deals with abrupt motion
changes by using a bank of switched dynamic models, each of
them tailored to a specific shape/motion regime. This allows
us to tackle complex motions where the dynamics significantly
change; ii)filtering with probabilistic data association. Since
the success of the tracker also depends on the observations
extracted from the image and how they are handled, data
association is crucial to deal with measurement uncertainty,
providing a robust mechanism to attenuate the influence of
outliers. Data association has its roots in Control theory and it is
often used for tracking point targets in cluttered environments
[1]. A validation region is used to select the set of admissible
observations. Then an association probability (confidence de-
gree) is assigned to each observation using a statistical model
of the valid observations and outliers; iii) finally, a shape-space
model is used to restrict the variation of the object contour. We
will assume that the object shape belongs to a subspace with a
low dimension which can be learned from the data. This rep-
resentation should allow several types of shape deformations.
In most of the cases, this representation is appropriate, since
the number of modes capturing the main shape deformations
is usually much smaller than the original number of feature
components used to describe the shape.

The approach proposed herein is able to separate the uncer-
tainty associated to the system dynamics and the uncertainty
produced by shape deformation. This is a key issue since these
two features are conceptually different. Multiple dynamic
models can describe shape changes in systole and diastole
phases, whereas the statistical shape model constrains the range
of shape deformations and global motion (e.g., translation,
rotation). Thus, we can determine which changes are due to
global translation/rotation or to the contraction/expansion of
the cardiac muscle.

Recent advances in this area include the work [2], which
decouples the uncertainties associated to the system dynamics
from the shape model, introducing a unified framework for
fusing shape information (subspace shape model), system
dynamics (dynamic model), and the measurements model
(heteroscedastic noise).

The main contribution of the current paper is a new frame-
work for efficient tracking of objects based on multiple dynamic
models. The proposed method is able to cope with missing
boundaries, occlusions and motion nonlinearities using multiple
models. Furthermore, it overcomes the difficulties associated
with clutter and multiplicative noise.
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The paper is organized as follows. Section II describes re-
lated work. Section V describes the proposed tracker based on
switched dynamic models. Section VI presents experimental re-
sults and a comparison with a state of the art tracker. Section VII
concludes the paper.

II. RELATED WORK

The evolution of the LV during the cardiac cycle provides
valuable information which allows the assessment of the heart
function (e.g., the ejection fraction i.e., the amount of blood
pumped by the heart in each cycle) and the detection of illnesses
[3]. Several attempts have been made to estimate the walls of
the LV during the cardiac cycle in an automated way, in order to
allow a quantitative evaluation of the cardiac function. This is,
however, a difficult problem since the tracker has to deal with
significant shape deformations, rapid motion during the systole
(contraction) phase and low image quality due to the presence of
non-Gaussian multiplicative noise produced by scattering. Fur-
thermore, the ultrasound images of the heart often show an edge
drop-out effect, i.e., some regions of the ventricle boundary may
not be seen.

Several attempts have been made to solve this problem and
track the heart cavities in ultrasound sequences. Most of them
are based on deformable contours [4]-[10]. One of the first at-
tempts [9] uses the snake algorithm and optical flow information
extracted from the sequence of ultrasound images. This initial
work was extended in many ways and alternative shape models
have been proposed. The following directions were considered.

Boundary representation: The boundary of the left ven-
tricle has been approximated by a spline curve (e.g.,
B-splines [7], Laplacian splines [11]) or by a Fourier
series expansion whose coefficients are updated at every
frame [10]. The Fourier series is more adapted to the elon-
gated shapes of the ventricle. The next step was the use of
learning methods to improve the shape model. Since the
ventricle has typical deformation modes which are valid
for most patients, the shape deformation can be learned
from training data using PCA. This approach is followed
in active shape models, e.g., [8], [12], [13], and shape
subspace approaches [14]. Other alternatives include the
use of deformable templates [4] and multiple contours
to represent the epicardium and endocardium boundaries
[15].

Image features: Different kinds of visual cues have been
used for tracking purposes. Some works use optical flow
[9], [16], [17] but it is usually difficult to obtain reliable
optical flow estimates from noisy ultrasound images.
Other alternatives include region based methods which
characterize the statistical properties of the ultrasound
image inside and outside the ventricle [18]. Image gra-
dient [5], [19] and edges [20] have also been used. In the
latter case, it is assumed that there is an intensity transition
associated to the boundary of the ventricle. This approach
also has some difficulties. The multiplicative noise present
in the endocardium produces false edge points which are
not associated to anatomical details. Furthermore, some
images exhibit the edge drop-out effect which means
that the boundary of the endocardium is not detected in
a given region. The first difficulty can be alleviated by

preprocessing techniques (e.g., median [9], mean [17],
integrated backscatter (IBS) [19], filtering or denoising
methods [21]). This operation reduces speckle noise,
but the key difficulties remain to be solved by contour
estimation methods.

Dynamic models: Time dependence is a valuable source
of information and it is used in most of the recent ap-
proaches [5], [16], [22]. This dependence can be modeled
by assuming that the parameters of the elastic curve (e.g.,
spline control points or Fourier coefficients) are produced
by a dynamic linear system. In most cases, the estimation
is performed by Kalman filtering [23], assuming a linear
model for the motion and for the observations. When the
shape parameters are described by a nonlinear equation,
particle filtering can be used instead [24]. The model can
also be improved by noticing that the observations (e.g.,
edge points) have space-varying statistics i.e., their accu-
racy varies along the contour and during the cardiac cycle.
Heteroscedastic noise: Sophisticated strategies accounting
for heteroscedastic, i.e., inhomogeneous (space varying)
and anisotropic (directional) noise [25] have been recently
proposed to improve the quality of the tracker [2], [22].
The proposed tracker deals with heteroscedastic noise and
decouples motion information from statistical shape con-
straints, providing a fusion framework for these three cues.

We follow a different approach in this paper to deal with
abrupt motion changes and image noise during the tracking
operation. The proposed tracker is based on multiple dynamic
models: we assume that parameter evolution is described by
two dynamic models each of them tailored to a specific motion
regime (systole/diastole). Shape estimation is performed by
robust filtering methods which account for invalid (outlier)
observations.

Multiple dynamic models has been studied in Control
theory as a way to represent nonstationary dynamic behaviors
[26]-[28]. This type of models is also known as switched
dynamic models and they have been applied to deal with
abrupt changes in dynamic systems [29]-[31] and tracking of
manoeuvring targets with radar [1], [32].

The probability distribution of the state vector given the se-
quence of observations is no longer Gaussian in this case. It is
a mixture of Gaussians with an exponentially growing number
of modes. Therefore, exact inference is infeasible and approxi-
mate methods must be used to evaluate the state. This difficulty
can be overcome by using mode merging and elimination al-
gorithms i.e., by discarding modes with negligible probabilities
and merging modes with similar parameters [1], [31]. Another
alternative is the use of particle filtering techniques [24].

The use of switched dynamical models in active contours is
scarce. Multiple dynamic models have been used to improve
shape tracking in presence of abrupt shape and motion changes
[24], [33]. They have also been used for heart segmentation in
static images in [34], assuming that the contour to be estimated
is the trajectory of a random point which moves along the object
boundary. Multiple dynamic models are used to predict different
shapes of the cavities boundary.

The tracker proposed in this paper combines multiple dy-
namic models and robust shape tracking using data association.
Multiple models are used to represent the heart motion in systole
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Fig. 1. Features linked to form five strokes (each color is a different stroke).

and diastole phases and robust estimation allows the tracker to
cope with outlier features detected in the image. We first com-
pute the edge points in the image and link them in strokes. Then
we explicitly assume that many of them are outliers and should
be neglected by the tracker. This is done by associating a bi-
nary label to each stroke. The binary labels are unknown and
have to be estimated. In addition, we assume that the evolution
of the shape parameters is complex and cannot be accurately
described by a single dynamic model leading to a robust multi-
model tracker which deals with multiple dynamics and outlier
observations.

III. PROBLEM STATEMENT

We wish to track the boundary of the left ventricle in a
sequence of ultrasound images. The main difficulty lies in
the presence of invalid features (edge points) detected in the
image which do not belong to the ventricle boundary, as well as
missing data. The first difficulty would disappear if every de-
tected feature was classified correctly as valid or invalid. Since
we do not have this information, all possible combinations
(interpretations) of valid and invalid low level features should
be considered. Unfortunately, the number of edge points, N,
is very large and the number of label sequences (2VV) is too
large to be considered. To simplify the problem, we associate
groups of features in strokes, drastically decreasing the number
of interpretations.

Features are obtained by considering search lines orthogonal
to the estimated contour of the left ventricle. All the abrupt
transitions of intensities are then detected using a binary mask.
This is similar to the method proposed in [35]. Edge segments
(strokes) are then obtained by matching feature points using
some spatial restrictions (e.g., distance from the predicted con-
tour). Fig. 1 illustrates the detected features organized in five
different strokes. Details are given in Section V.

We assume that each stroke can be classified as either true
(valid) or false (invalid). An interpretation of the detected
strokes, I;, is defined as I; = (I},..., IM), where I = {0,1}
is the label of the jth stroke in the interpretation .

Let y; be the vector of all image features detected at the time
instant ¢ and let yi be a vector with the true features according
to the interpretation 7;. Let x; be a set of parameters defining the
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object boundary. It will be assumed that y and x; are related
by

yi=Cx; + vi (1)

where C?, is the observation matrix (specified in the Appendix)
and y! is the observation vector associated to the ith interpre-
tation, and vi ~ A(0,R?) is a white Gaussian measurement
noise. Notice that the matrices C?, C7, associated with two in-
terpretations 4, j, are different since the observation vectores y*,
y? often have different dimensions. It is assumed that the evo-
lution of the object parameters, x; can be described by a set of
switched dynamic models to be defined in Section IV.

IV. SWITCHED DYNAMIC MODELS

We assume that the shape parameters x; are described by a
set of stochastic difference equations [31]

Xt = Ak, Xt—1 + Wy 2)

where k; € {1,...,m} is the label of the active model at in-
stant ¢, Ay, is the dynamic matrix, m is the number of steady
state models, and w; ~ AN(0, Qy,) is a white Gaussian noise.
Each value of k; corresponds to a different dynamic model. The
state vector x; contains the parameters needed to specify the
object contour. It is assumed throughout the paper that the ob-
ject shape is a transformed version of a reference shape plus a
local deformation, the latter being described by a B-spline (see
the Appendix ). Furthermore, it is assumed that the sequence of
active labels {k; } is a first order Markov process with transition
matrix T defined by

Trq = P(kt =q | kt—l = ’I") (3)

where r,q € {1,...,m} and we assume that k; is independent
of previous state values x,, 7 < ¢.

The hybrid state variable z; = (xy, k) includes the state
vector x; and the label of the active model k;. The evolution
of the hybrid state is characterized by the transition density
p(Xt, kt | X¢—1, k1), which can be split as follows:

P(Xnkt | Xt—hkt—l)
= P(Xt | kt:xt—hkt—l)P(kt | Xt—17kt—1)~ 4

The first factor can be computed from the dynamic (2) while
the second term is an entry of the transition matrix T3, | x,.In
the ventricle tracking problem, we shall consider two dynamic
models: one for the systolic phase and another for the diastolic
phase. The first model contracts the contour while the second
expands it.

V. MULTIPLE MODEL DATA ASSOCIATION TRACKER

The tracking problem can now be formulated as follows:
Given a set of observations Y' = {y1,...,yt} which may
contain outliers, what are the best estimates of the state vector
x; and model label k; at time t?

This is a nonlinear filtering problem which is non-Gaussian
due to the presence of multiple models and outliers. This
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problem can be tackled by propagating the a posteriori dis-
tribution of the hybrid state p(xy, k¢|Y") for each new frame.
This is done in three steps.

* Prediction: This step computes the distribution of the hy-
brid state in the next frame p(x;, k:|Y*~1), given past ob-
servations.

* Measurement: Given a new image, a set of observations
(edge strokes) is detected in the vicinity of the predicted
contour.

e Filtering: The a posteriori distribution p(x¢, k;|Y?) is up-
dated using the observations.

Let us first assume that we have a single dynamic model and

all the observations are valid. In this case, the state vector and
the observations are described by a linear dynamic system

Xt = Axi_1 + Wy (5)
yie =Cx; + vy (6)

where w;, v, are additive white noise processes. This is a well-
known case where inference can easily be performed. The a pos-
teriori distribution of the state vector is Gaussian p (x¢[Y?) =
N (%4, P;) with mean vector and covariance matrix

)A(t =F {Xt|Yt} Pt =F {(Xt — )A(t)(Xt — )A(t)T|Yt} (7)

updated by Kalman filtering [36].

We now have to extend these ideas to allow multiple dynamic
models switched according to a Markov process and invalid ob-
servations (outliers). These two cases will be separately consid-
ered.

A. Inference With Switched Dynamic Models

Let us consider a switched dynamic model with valid obser-
vations

Xt = Ap, X1+ W Wy ~N(0,Qg,) @)
ye=Cx; +vi: vi~N(0O,R) 9)
where k; € {1,...,m} is the label of the active model at time

t.

Let us assume we have a sequence of observations
Y? = (y1,...,y+) produced according to (9). These observa-
tions were produced by a sequence of models k? = (kq, ..., k¢)
which is not known.

If the model sequence k! was known, the a posteriori
distribution of the state would be Gaussian p (x;|Y? k) =
N (X, Pg+)! with mean vector and covariance matrix Xg,
P i+ computed by the Kalman filtering.

Since we do not know the sequence of active models k?, all
sequences have to be considered. In this case the a posteriori
distribution is a mixture of Gaussians. Each Gaussian is associ-
ated to a different path in the tree

p (%0, ke YY) = Z cxeN (Xgo, Prce) (10)
ktfl

In the following the notation, u ,+ means that the variable « depends on the
path k*; k' being the sequence of model labels up to instant ¢.

where

cxt = P{k'|Y"}. an
The mean vectors and covariance matrices Xg«, P are up-
dated by Kalman filtering as before. We can imagine that we
perform a Kalman filtering iteration in each branch of the tree.
Each filtering step is based on a specific dynamic model. This
procedure propagates the mixture modes from the root to the
leaves. When we arrive at the leaves, we obtain the mode pa-
rameters (cxt, X, P ). Only the update of ¢ is different
from usual Kalman filter equations and it is derived in the Ap-
pendix. The Kalman filter equations comprise the prediction and
filtering steps as follows.

Prediction: Computes the modes cz.p (x;[Y'! k*)

TCN

)A(I_(t :Akt)A(Kt—l
— T
Py = AL PriAT +Qy,

Cl_(t :Tktq,ktht*l' (12)

Filtering: Computes the a posteriori distribution of the

state at time ¢ for the mode k!

)A(Kt = )A(;(f + Kt(Yt — C)A(;(f>
Py =(I-K,C)P7,

L
CKrt =7 Cpet H Et(sn) (13)

n=1
where the superscript “—” denotes the predicted value at time ¢

given the observation until time ¢ — 1, K, is the Kalman gain
and

Et(sn) = p7 N (V4(54);0,S:¢(s0)) (14)
variables p, S, v are defined in the Appendix.

These are the classic Kalman filter equations assuming x; is
produced by a time-varying linear model defined by the label
sequence k?.

The computation of the mixture parameters can be done
using closed form expressions. The only difficulty which re-
mains is the fact that the number of modes grows exponentially
with tracking time ¢. Fortunately, there are several ways to
prune the tree to keep the number of modes bounded [31]. Two
methods which can be used to achieve this goal are component
elimination and merging. Component elimination discards
components whose mixing coefficients cy: are smaller than
a given threshold, normalizing the others. The eliminated
components produce negligible contribution to the mixture
density. The second method (component merging), merges
similar components into a single one. This method avoids the
existence of multiple components with close densities. The
Kullback-Leibler divergence is used for deciding wether com-
ponents are similar or not. In this paper, component elimination
was implemented, using a threshold 7' = 1073,
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B. Inference With Outliers

When we have invalid observations (outliers) and multiple
model, the problem becomes more difficult. Let us assume for
the moment that we know which observations are invalid. In this
case, we can discard them since they do not convey useful infor-
mation. This can be done by throwing away the corresponding
lines of the observation matrix C defined in the Appendix.

Suppose we have detected M, strokes in the ¢th frame. Each
of these strokes can be valid or invalid. We, therefore, have 2t
different interpretations of the data. Each of them can be identi-
fied by a label i, € {1,...,2M:}

The evolution of the state vector and observations can be for-
mulated as

Xy =Ap, X1 + Wy W ~ N(0,Qg,)
Vi =Cix¢ +vi vi~N (O,R;)

5)
(16)

where k; is the label of the active model (unknown) and i; the
label of the data interpretation (unknown). In this case we have
multiple dynamic models and also multiple observation equa-
tions and we do not know which pair is active at each time in-
stant.

We could try to apply the same strategy as before to solve
the inference problem. We could consider all the admissible se-
quences of active model/data up to time ¢ (kt,i’) and express
the a posteriori distribution as a mixture of Gaussians. How-
ever, this is unfeasible. The number of dynamic models is usu-
ally small (less than 10) but the number of data interpretations is
much larger (hundreds or thousands). A different strategy must
be adopted.

The filtering problem with outliers was studied by
Bar-Shalom in the context of point target tracking in radar
systems [1]. The radar provides echoes corresponding to tar-
gets and clutter. The tracker must be able to identify which
observations are valid and which are invalid. To address this
problem, Bar-Shalom proposed a probability data association
(PDA) filter which assigns a probability (confidence degree) to
each observation. The PDA filter is not optimal but achieves
excellent results in problems where the optimal solution is
unfeasible. These ideas can be applied in the context multiple
model tracking with outliers.

The main hypothesis is the following. We will assume that
the prediction distribution associated to a path k! in the tree is
still Gaussian

p(x /Y KT = V(xp, Pro) (17)
where the mean vector and covariance matrix X .., P, depend
on the path. Equation (17) is not an exact assumption. The mix-
ture modes in the presence of outliers are no longer Gaussian.
However, this hypothesis is accurate enough to allow good re-
sults and leads to closed form expressions for the tracker.

Under this hypothesis, inference can be done in a simple way.
The prediction step is the same as before [see (12)], the filtering
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Fig. 2. Stroke characterization. Each stroke has two indices: 7 indicating the
beginning of the jth stroke and e’ the end of the jth stroke.

step is different. We compute the mean vector and covariance
matrix for each observation model ¢ and combine them all.
Filtering:

t
R =X+ Y ae KL vl
i=1

I- i ab KiC!

=1

Py = P

+ E QKtXKtXKt —fo,Xﬁt

Crt = Ve Y H H SACH)
1

7=1 n=b7

(18)

where o, = P (i[Y? k) is the probability of the ith ob-
servation model given the data also known as the association
probability, &/, (s, ) is defined in the Appendix. Therefore, all
the observation models are used to compute the final estimates
of the Gaussian modes but they have different weights. These
equations are derived in the Appendix.

The association probabilities can be obtained using the Bayes
law provided we have a model for the valid data and for the
outliers

aber = P (i | K1, YY) (19)

C. Association Probabilities

This section describes how to compute the association proba-
bilities. The association probabilities depend on the data model
and outlier model. We have to, therefore, specify how the strokes
are generated in the case of valid and outlier strokes, and assign
them a probability distribution. It is assumed in this paper that
high probabilities are assigned to the interpretations which con-
tain 1) long strokes; ii) strokes close to the predicted contour;
iii) without stroke overlap, i.e., valid interpretations do not have
multiple observations assigned to the same contour sample (see
Fig. 2).

We will assume that the data generation model depends on the
following variables: M—number of strokes, b’, ¢/—beginning
and ending of the jth stroke, /—interpretation and y;—vector
of observations. These variables are assumed to be generated as
shown in Fig. 3. The first block generates the number of strokes.
The second one defines the start and end points of all the strokes.
The output of the third block defines the valid/invalid strokes
(interpretation). Finally, the fourth block generates the image
features.
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b=(b', ... b¥)
e=(e', ... e")
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Number of Object teroretation Image
strokes boundary nterpretations features
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Fig. 3. Data generation model.
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Fig. 4. Initial shape estimate (dashed line) and four detected strokes (solid
lines).

The data model is characterized by the joint distribution
p (¥t ir.b,e, M | k', Y1), From (19), one can write the
association probabilities as follows:

aber =P (iy | ye.b,e, MK, Y'™)
p(yt,it,b,e,M | kt,Yt_l)

- p(y:,b,e, M | kt, Yt1)
=cp (yt,it,b,e7M | kt,Yt_l)

(20)

where c is a normalization constant. In this expression, only the
variable ¢ is unknown.

The probability aj'm can be expressed as the product of
p(ye|i, b, e, M k", Y*"!) and P (i; | b,e, M, k", Y1)
which characterizes the data features generated by valid/in-
valid strokes, as well as the a priori probabilities of the data
interpretations. In the first case, we assume that all features are
independent, that is (see the Appendix)

M €
p(velie by, MY ) =TT IT »(visa) L)

j=1n=bj
, @1

where y7(s,) is the observation of the jth stroke detected in
the vicinity of s,,. In this paper, it is assumed that y7 (s, ) has
a normal distribution if the stroke is valid and a uniform one,
otherwise. This approximation is similar to the one described in
[1].

Furthermore, we assume that stroke labels (valid/invalid) are
independent and valid strokes are longer than small strokes

. ; . ) ) &

P(iy | b,e, M) = H P I a-p), withp’ = AT

jil=1  j:I/=0
(22)
where 3 is a constant, [7 is the length of the jth stroke, and L
is the samples number of the entire contour. This probability
becomes larger as the length of the stroke increases.

To understand this model better, let us consider the example
of Fig. 4 with four strokes. The dashed line is the initial contour
estimate. Assuming that the object undergoes a 2-D rigid mo-
tion, a translation should be estimated. Since there is no a priori
knowledge about the strokes labels, all interpretation must be
considered leading to sixteen possible interpretations.

Each interpretation has a binary configuration. For instance,
the interpretation I5 = (0,1,0,1) means that the strokes Sy,

Associaton Probaies
JR—
1
Y —

A

Fig. 5. (First row) Shape estimates and (second row) evolution of the associa-
tion probabilities.

Fig. 6. Association probabilities computed in the frames 15, 32, 46, and 72 in
a sequence of ultrasound images (to see the tracking results in the sequence,
please refer to Section V).

(d)

Fig. 7. Feature detection process. (a) Two 15 X 15 regions are computed from
two points given by the user, in which the mean intensities of the template are
collected; (b) orthogonal (and tangential) lines radiating from the predicted con-
tour; (c) orthogonal lines superimposed with detected features (dots); (d) de-
tected features organized in line segments (each color denotes a different line
segment).

S5 are considered as outliers and strokes S, S, are consid-
ered as reliable (belonging to the boundary shape). In this ex-
ample, we have sixteen different interpretations ranging from
Iy = (0,0,0,0) to I15 = (1,1,1,1).

Since a considerable displacement is required, the transla-
tion is recursively updated and the association probabilities
are updated in each iteration. Fig. 5 shows the evolution of
the shape estimates as well as the association probabilities.
Fig. 5(a) and (d) shows the initial and final configurations and
Fig. 5(b) and (c) shows intermediate configurations. It can be
seen that the tracker solves the ambiguity assigning the highest
probability to the interpretation I7 = (0,1, 1,1) discarding the
influence of S; and correctly estimating the translation given by
the strokes So, S3, Sy [Fig. 5(d)]. Although the interpretation
I;5 = (1,1,1,1) has a significant influence at the beginning
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TABLE 1
MULTIPLE MODEL DATA ASSOCIATION TRACKER

Multiple Model Data Association Tracker

1) Prediction: (Expand each leaf creating m new leaves each one associated with a different label k). For each leaf of
the tree, predict the state mean x ., covariance P, and mixture coefficients cy.

Ko = Ag, K1,
— T
xt = Ap, Pt Ap, +Qy,,

cpt = Thy_y &, Crt-1.
2) Measurement: Compute the best estimate of the model and state vector in the next frame

k, = arg n}ca,x E Crt-
t
k'.k,=j

X, =7 Z Crt X,
kt:kg=k¢

y7 =C %;.
Detect features in the vicinity of ¥, and organize them in strokes.
3) Filtering: For each leaf (component of the state vector) compute
a) Association probabilities : at;, = P(i; | k', Y?)
b) Mean and covariance matrix of the state estimate and mixture coefficients for each tree path

mg

Rt =R + Y ol K,
=1

my
Pyt = [I—Za;t K! Ci] P
=1

me
S i iT . T
+ E azf{z X’LI{t x;{t — XKt Xkt,
=0

‘ M € )
CKt =" Cge Z Al H H &l (sn).
i

j=1n=0bJ

Mode elimination: discard the leaves with mixture coefficients below 10~2 and normalize the mixture coefficients
ckt. Merge modes with similar parameters.

it decays afterwards. It is interesting to note that there is a D. Image Measurement
competition between these two interpretations.

Another example is illustrated in Fig. 6. This figure shows Let us consider feature extraction. Ideally, we would like to

the association probabilities using real data (the probabilities detect all the points belonging to the boundary of the endo-
are ordered from the highest one to the lowest one) where, once  cardium. However, we will also detect many false alarms pro-
again, the distribution of the association probabilities suggests duced by multiplicative noise and by other structures of the
the most probable interpretation plays an important role but the heart. Instead of relying on edge points only, we will link them
others cannot be ignored. in order to obtain strokes. Strokes are more reliable and robust
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than edge points. For example, small strokes and spurious edges
can be easily eliminated.

Furthermore, we are not interested in all the strokes present
in the image. Since the ventricle wall changes in a predictable
way, stroke detection will be guided by the ventricle estimate.
We will first predict the ventricle contour in the next frame and
perform stroke detection in the vicinity of the predicted contour.

The detection of the edge points is similar to the one described
in [35, Ch. 5, pp. 100-110]. We sample the predicted contour in
40 equally spaced points and detect intensity transitions along
directions orthogonal to the predicted contour [see Fig. 7(b)].
This is done by filtering the image profiles along the orthogonal
directions using a binary template of length 11

R(d) =Y Ipi(n) = T(n - d)|? (23)
where
Iavi7 -N S n <0
T(n) = { 0, n=>0 (24)
Lo, 0<n<N

pi(n) is the intensity profile along the ith direction, Lyi, Tavo
are the average intensities inside and outside the contour eval-
uated on the first image of the sequence. The average intensity
is computed in a 15 x 15 window inside and outside of the LV.
This is done for each new sequence [see Fig. 7(a)]. We note that
multiple edge points can be detected in some directions. We then
link the edge points associated to neighboring directions if their
distances to the contour are similar.

Since we have multiple dynamic models, we will first select
the most probable model

ke = argmax P (kY1) (25)

where

Phe=4IY"")= > ¢ d=1,...,m (26

kt:k,=j

After knowing the most probable label, the ventricle shape can
be estimated using the observation equation

y;, =C Z CroeXpee-

kt:ky=Fk,

27

We multiply the C matrix by an estimate of the state vector
computed using all the leaves of the tree associated to the most
probable label.

E. Multiple Model Data Association Tracker

Let us summarize the equations of the MMDA tracker. The
tracker is based on the propagation of the a posteriori distri-
bution of the hybrid state (x;, k) using a mixture of Gaus-
sians. Three main steps are performed for each frame: predic-
tion, image measurement and filtering which are described in
Table I. As described previously, this method accounts for mul-
tiple dynamics and invalid observations (outliers). To deal with
the first difficulty (multiple dynamics) we increase the number

(b)

Fig. 8. (a) Initial contour (circle) and (b) contour estimate obtained by the
S-PDAF method at the second iteration.

Fig. 9. Contours prediction using model “one” (red dashed line); and model
“two” (dashed line) for two different sequences.

of mixture modes in the prediction step, whilst the second dif-
ficulty (outliers) is solved by data association methods. The
tracker is summarized in Table I.

VI. EXPERIMENTAL RESULTS

A. Settings

The MMDA tracker was tested using a set of ten ultrasound
sequences of the heart. These sequences correspond to real med-
ical exams performed on ten different people. The sequences
were obtained at a frame rate of 15 frames s—1 using an ultra-
sound probe operating at 1.7 Mhz. The experimental setup is
similar to the one described in [37].

Since ultrasound images are corrupted by multiplicative
noise, they were preprocessed using a median filter with a
support of 4 x 4 pixels. Other alternative approaches could be
used instead (e.g., statistical methods [18]).

The size of the ultrasound sequences used in this study are:

» case #1: 100 frames (3 cycles);

» case #2: 220 frames (8 cycles);

* case #3: 450 frames (25 cycles);

* case #4: 490 frames (26 cycles);

e case #5: 215 frames (9 cycles);

* case #6: 470 frames (19 cycles);

* case #7: 210 frames (8 cycles);

* case #8: 155 frames (7 cycles);

e case #9: 201 frames (10 cycles);

e case #10: 720 frames (42 cycles).

B. Initialization

In this paper, we have reduced user intervention to a min-
imum. The user only has to specify a point inside the left ven-
tricle. We then initialize a circular contour centered at this point
and apply the S-PDAF method [38] to obtain an initial estimate
for the left ventricle boundary. Both steps are shown in Fig. 8.
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Fig. 10. Output of the MMDA for five patients (cases # 1 to # 5) in systole (red line) and diastole phase (green line). Each row corresponds to a different sequence.

C. Multiple Model Tracking

We have used two dynamic models (see 8-9) to track the
boundary of the left ventricle. The A matrices used in this ex-
periment are

Ak = diag(lk, ]_)7 k= 17 2 (28)

with size (D + 2N.) x (D + 2N.), 1 is a 2N, x 1 vector,
l, = [Ar 1 1 1]isa D x 1 vector with A; = 0.9,
Ay = 1.1 which accounts for the contraction and expansion
of the reference shape trying to model the motion of the heart in
systole and diastole phases. These values were learned from the
data using the first sequence of Fig. 10 (see details in [39] which
proposes a learning method for switching dynamic models). The
values of the matrix Aj were obtained using the sequence # 1
for training.

Fig. 9 shows the configuration of the predicted contours using
the two dynamic models in two examples. The red line accounts
for the contraction, whilst the green line accounts for the expan-
sion. There are two competing models trying to represent the
data in each frame.

Figs. 10 and 11 show the results of the MMDA tracker in
ten different cases. Each row shows four snapshots of the same
sequence, two images extracted from the systole phase and two
from the diastole phase. The snapshots were randomly selected
in each phase.

These images display the motion of the endocardium and the
motion of the mitral valve which exhibits smaller time con-
stants. The color of the contour identifies the most probable
model chosen by the tracker: red means model 1 (contraction)
and green model 2 (expansion). In the diastole, the ventricle ex-
pands and the mitral valve is open. In the systole phase, the ven-
tricle contracts, and the mitral valve closes. The MMDA tracker

automatically chooses the model (contraction or expansion), as-
sociated to the phase of the cardiac cycle.

Ventricular systole is the interval between the QRS complex
(peak of the ECG signal) and the end of the T wave (the Q-T
interval). The systole ends when the aortic valve closes and
the mitral valve opens and corresponds to the moment of min-
imal LV size/volume (known as reduced ejection). In the dias-
tole, the MMDA tracker chooses the expansion model (model
“two”—green line). This phase starts after the occurrence of the
T-wave (known as isovolumetric relaxation) until a peak of the
ECG is observed (known as atrial systole).

The model is not able to accurately track rapid changes of the
mitral valve. This can be seen in the first row of the Fig. 10 (di-
astole phase). The valve suddenly opens and produces speckle
noise near its boundary. Therefore, the contour becomes more
complex in this region. However, this problem does not affect
the choice of the active model.

The remaining rows of the Figs. 10 and 11 show more results
of the tracker exhibiting a remarkable robustness in the presence
of low signal to noise ratio.

Fig. 12 shows the ideal label sequence (top) and the label
estimates chosen by the tracker (down) for the first sequence
during three cardiac cycles. Fig. 12(a) shows the estimates ob-
tained without using switching probabilities (all transitions are
equiprobable) and Fig. 12(a) shows the estimated obtained using
the switching probabilities T'. The ideal label was built by hand
from the ECG signal.

Without transition probabilities the tracker provides a rea-
sonable estimate of the cardiac phase but fails in four frames.
This experiment was done assuming that transitions are inde-
pendent random variables. This is, of course, an unrealistic as-
sumption since there is a correlation between consecutive labels.
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Fig. 11. Output of the MMDA for five patients (cases # 6 to # 10) in systole (red line) and diastole phase (green line). Each row corresponds to a different sequence.
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Fig. 12. Ideal label sequence and estimated signal label sequence during three
cardiac cycles.
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The same experiment was repeated with transition probabilities
T;; = 0.8,7 = 1, 2. In this case, a much better performance was
achieved [see Fig. 12(b)].

D. Objective Evaluation

The performance of the tracker was measured by com-
paring the contour estimates with reference contours provided
by a cardiologist of Amadora-Sintra Hospital. For the sake
of comparison, we also present the results obtained with a
state-of-the-art tracker for the left ventricle recently proposed
by Comaniciu ef al. (see [22]) and applied on the same data.

In these tests, we have selected four images from each cardiac
cycle (two images in the systole phase and two images in the
diastole phase) and asked a medical doctor to manually define
the left ventricle contour for each of these images. This was done
for the sequences #5 and #6 [see Figs. 10 and 11].

The cardiologist segmented 80 images: 40 images from each
sequence, 20 of them extracted during the systole phase and the

other 20 during the diastole phase. The frames were randomly
selected in each of these phases.

Three metrics were used in these tests to compare the output
of the tracker with the reference contours: the Hausdorff dis-
tance, the average distance, and the Hammoude distance [40]
which is used when a single object is present in the image [41].
We will briefly define the metrics.

two sets of points obtained by sampling the estimated contour
and the reference contour. The smallest distance from a point x;
to a curve ) is defined as

4(x;,) = min |y, - x| (29)
The average distance between the two sets X', ) is
1 &
dow = 3 2 d(x;,Y) (30)

and the Hausdorff distance between both sets is the largest dis-
tance from a point to the other set [42]

dnax(X,Y) = max <max{d(xi,y)},max{d(yj, X)}
i J
(3D
The Hammoude distance is also simple [40]. Let X, ) be the
image regions inside the two contours. We compute the number
of points which belongs to only one of these regions and nor-
malize it by the number of points of the union

F(XUY) - (X))

= oY)

(32)
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Fig. 13. (a) Ground truth provided by the cardiologist, (b) left side and (c) right
side.

TABLE II
EVALUATION OF CASE CASE # 5 USING THREE METRICS BETWEEN
THE ESTIMATED CONTOUR AND THE REFERENCE CONTOUR
PROVIDED BY THE SPECIALIST

| left side contour right side contour
| case #5 || MMDA [ Comaniciu || MMDA | Comaniciu
“Hammoude” 0.20 0.25 0.28 0.15
“average” 2.96 3.53 6.23 4.34
“Hausdorff” 13.78 15.88 26.48 22.49
TABLE III

EVALUATION OF CASE CASE # 6 USING THREE METRICS BETWEEN
THE ESTIMATED CONTOUR AND THE REFERENCE CONTOUR
PROVIDED BY THE SPECIALIST

left side contour right side contour
| case # 6 || MMDA [ Comaniciu || MMDA | Comaniciu
“Hammoude” 0.19 0.30 0.28 0.13
“average” 2.7 3.05 6.98 3.69
“Hausdorff” 6.29 11.19 27.7 23.77

The Hausdorff and Hammoude distances are metrics since
they verify the axioms of a metric. The average distance is not
a metric since it is not symmetric, in general, d,, = (X,)) #
da’u = (y ’ X )

If we represent the regions X', ) by two binary images, the
dyr is equal to the Hamming distance between the binary im-
ages, normalized by the area of their sum. The Hammoude dis-
tance is a normalized version of the Hamming distance which is
widely used to compare binary strings and images in informa-
tion theory.

These three distances allow a comparison between pairs of
contours. To evaluate the algorithm during several frames, we
compute the average value of these metrics. Other statistics can
be used for this purpose, as well [41], [43].

The quality of ultrasound images is an important issue since it
influences the assessment made by a specialist. In this case, the
cardiologists considered that the left side of the ventricle usually
had a higher quality than the right side and they suggested that
a separate evaluation of both regions should be made.

Fig. 13(a) shows the ground truth for one snapshot of the case
# 5. Fig. 13(b) and (c) shows the ground truth for the left and
right parts of the image.

Tables II and IIT show the results of both trackers in the esti-
mation of sides of the LV contour in case # 5 and # 6, respec-
tively. It can be seen that the MMDA tracker provides better re-
sults for the left side, than Comaniciu’s tracker in the left part of

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 17, NO. 3, MARCH 2008

TABLE IV
EVALUATION OF CASE CASE # 5 (WHOLE CONTOUR) USING THREE METRICS
BETWEEN THE ESTIMATED CONTOUR AND THE REFERENCE CONTOUR
PROVIDED BY THE SPECIALIST

whole contour
[ case #5 ]| MMDA | Comaniciu
“Hammoude” 0.24 0.21
“average” 4.64 3.90
“Hausdorff” 21.41 20.48
TABLE V

EVALUATION OF CASE CASE # 6 (WHOLE CONTOUR) USING THREE METRICS
BETWEEN THE ESTIMATED CONTOUR AND THE REFERENCE CONTOUR
PROVIDED BY THE SPECIALIST

whole contour
[ case #6 || MMDA [ Comaniciu
“Hammoude” 0.24 0.19
“average” 4.87 3.37
“Hausdorff” 20.26 17.21

Fig. 14. Ground truth and estimated contours: (blue line) medical ground truth;
(cyan line) contour estimates obtained with MMDA; (magenta line) and Co-
maniciu’s tracker.

the ventricle. However, in right side (i.e., images of poor quality)
Comaniciu’s tracker performs better.

Tables IV and V show the performance of both trackers in the
whole contour. The results obtained by both trackers are similar.

In case # 5, we obtained Hausdorff distances of 21.41
pixels for the case MMDA, and 20.48 pixels for the case of
Comaniciu’s tracker. If we normalize by the average perimeter
(249 pixels), we obtain a relative error of 8.59% for the MMDA,
while the Comaniciu’s method has error of 8.22%. The average
metric leads to an error of 1.86% for the MMDA, and 1.56%
for Comaniciu tracker.

In case # 6 (Table V), the LV has an average perimeter of 222
pixels. Concerning the Hausdorf distance, we obtain a relative
error of 9.13% for the MMDA and 7.76% for Comaniciu tracker.
The average distance is 2.2% for MMDA, and 1.52% for the
Comaniciu’s method. We thus conclude that the MMDA has a
tracking performance comparable to a state-of-the-art tracker.

Figs. 14 and 15 show the contour estimates of the MMDA
tracker, as well as the tracker proposed by Comaniciu. Super-
imposed to these contours, we also draw (in darker blue) the
medical segmentation (ground truth) of the frames.

Fig. 16 shows the three best (top row) and worst contour es-
timates obtained with MMDA. The Hammoude metric is also
shown.
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Fig. 15. Ground truth and estimated contours: (blue line) medical ground truth;
(cyan line) contour estimates obtained with MMDA; (magenta line) and Co-
maniciu’s tracker.

(d)

Fig. 16. Three (top row) best and (bottom row) worst contour estimates ob-
tained with MMDA. The Hammoude metric obtained for each case is: (a) 0.16,
(b) 0.16, (c) 0.11, (d) 0.21, (e) 0.26, (f) 0.25.

VII. CONCLUSION

This paper presents a robust algorithm for tracking the
boundary of the left ventricle in sequences of ultrasound im-
ages. The evolution of the shape and motion parameters is
described by a bank of switched dynamic systems which is
able to represent complex motion and shape dynamics. The
visual features detected in the ultrasound images contain a
large number of outliers which do not belong to the boundary
of the ventricle. A robust filtering algorithm is proposed which
is able to deal with multiple dynamics and invalid observations
at the same time. This is accomplished by propagating the a
posteriori density of the unknown parameters using a tree of
probability data association filters.

It was experimentally observed that the proposed method ef-
ficiently estimates the ventricle contour in ultrasound images,
corrupted by speckle noise and outliers, without loosing track.
The MMDA tracker provides two levels of information. The
output of the first level is an estimate of the heart boundary and
the output of the second level is a binary signal which defines the
active model used for tracking and discriminates the two phases
of the cardiac cycle.

APPENDIX

Shape Models: This Appendix describes the shape model
used in this paper based on a shape template (reference shape).
The model considers global motion of the template plus a local
deformation.

It is assumed in this paper that the object boundary v(s) € R?

is given by?
v(s) = Tr(s)+d(s) (33)
where r(s) is a reference shape, 7 is a geometric transforma-
tion, d(s) is the curve deformation, and s is a parameter defining

the position of a point in the curve. It is assumed that d(s) is a
B-spline curve [35]

N
d(s) = Onpn(s) (34)
n=1

where N, is the number of control points, ¢,,(s) are B-spline
basis functions, and 6,, € R? are the control points.

The global transformation used in this work is an
Euclidean similarity. Therefore, the object boundary

v(s) = (va(s),vy(s)) is given by

{ Uz (8) = @172(s) — zary(s) + 2 + dx(s)

vy(5) = w37a(8) + 21y () + 74+ dy(s) O

where x = [z1,...,24]T are the motion parameters.

Suppose we want to compute the position of N points on the
curve and let y; be a vector with their coordinates

Yt = [yz(51)7 v 7yr(81\7)7yy(81)7 v 7yy(sN)]T~ (36)

Using (35), we obtain

ye = Cxy 37
where Cis a 2N x (D + 2N.) matrix, x; isa (D + 2N,) x 1
vector given by

N Oy1, . BN )T (38)

Xt = [xlv"'7$D70ml7"

where D = 4 is the number of motion coefficients defining the
rotation, scale and translation and # the deformation parameters.
The vector x; will be denoted as state vector since it summarizes
past information about shape evolution.

The shape matrix C is given by

M, -M, B O
C=1lm, M, O B (39)
where
[7re(s1) 1 Ty(s1) 0
M, = e My = (40)
_T’m(sN) 1 ’I”y(SN> 0
[ ¢1(s1)  ¢als1) ¢, (51)
5 ¢>1(.82) ¢>2(.82) ¢>Nc.(82) 41
Lpi(sn) dolsn) oo dn.(sn)

Bisa N x N, interpolation B-spline matrix, M., M, are N x 2
matrices defining the reference shape and O is a N x N, null
matrix.

2For the sake of notation simplicity, we omit the time dependence ¢ on the
curves herein described.
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In Section VI (experimental results), the following matrices
are used:
P= aIP? Q = /BIQ7 R = ’VIR (42)
where Ip, I are (D +2N.) x (D +2N.) identity matrices and
Ir isa2N x 2N identity matrix, «, (3, y are constants.
Mixture Coefficients of MMDA Tracker: This section ad-

dresses the update of cg+ in the prediction and filtering step.
Prediction: The mixture coefficients ¢, can be recursively
obtained by

Cl_{t :P(kt | Yt—l) —P (kt,kt_l | Yt—l)

—p (kt | kt_17Yt_l) P(kt—l | Yt—l) (43)

since P (ky | k'™, YY) = Ty, 4, and cper =
P(k'=1 | Y1), (43) can be rewritten as

C;(i = Tki_l.,kicKt—l- (44)
Filtering:
s P&YY)  p(ye KV p (KLY
CKgt = n = 7 . (45)
p(Y?) p(Y?)

Since the term p (k*, Y*~1) is related with the prediction step,
(45) can be written as

CKt =YCpt /p (velk', Y"1 xy)
X p (xt|kt.,Yt_1) dx;

=7 e /Zp (velie, K, Y™ %)

X P('I;t|kt7Yt_17Xt)
X p (xt|kt.,Yt_1) dx;

=7 C]:i Z Oéi(t /p (yt|it7kt,Yt717Xt)
i

X P (xt|kt,Yt_1) dx; (46)
withy = (p(Y'~1)/p(Y")).

The observations y, is a set of M strokes. With the hypoth-
esis made in Section V-B, we can write p (y; | iy, k', Y7!)=
p(ye|ie k', b,e, M, Y'"1) where b = {b',...,bM}, e =
{e!,...,eM} define the beginning and the end of the strokes.
Using the following observation model:

M €
p(velie k' b,e, MY = T IT p (vi(sn) | FoK!)
=1 n=>bj
. ! 47
where y7 (s, ) is the feature point belonging to the jth stroke de-
tected in the vicinity of s,,. It is assumed that the visual features
have uniform distribution in the search area if I = 0 (classified
as unreliable) and Gaussian distribution if I 73 = 1 (classified as

reliable). Therefore, £7,(s,) = p (y{ (sn) | I2,, kt)

. Vi(sa) 1, it I, =0
gi]t(sn) = { '

p‘lN(u{(sn);O,St(sn)), otherwise “48)
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where V;(s,,) is the length of the search area, p is the normal-
ization constant, ¥ (s,) = yI(sn) — C(sn)%; is the innovation
associated to the jth stroke, and S;(s,,) = C(s,)P 5 C(sn)" +
R(sy) is the covariance of the innovation vector where C(s,,)
and R(s,,) are the output matrix and noise covariance associ-
ated to the nth sample of the object contour. Replacing (48) in
(47) into (46) leads to

M €

CKt = YCpet za%i H H El(sn).

T 7=1 n=0bJ

(49)

State Vector and Covariance Matrix of MMDA Tracker:
Let us compute the expected value of state vector given the cur-
rent observations, in the case of multiple data interpretations ;

Xt :E{xt | kt,Yt} = /xtp (xt | kt,Yt) dx;
= /Xt Zp (Xtyit | ktht) dx;
= Z /Xfp (Xt | Z‘hkt;Yt)

x P (iy | k', Y") dx;. (50)

Let us define the association probability of the sth interpretation
and the state mean 2; as

afee 2P (i | k', YY) (51)
Ko =B {x; | i, k", Y} (52)

Equation (50) can be rewritten as
Xpe = Kl (53)

i=0

where m; is the number of data interpretations at time ¢. There-
fore, the state estimate X+ is a weighted sum of the state es-
timates X, obtained for each interpretation ¢; and updated by
Kalman filtering

Xioo =X + Ky, (54)
where X, is the component state prediction in the path k?,
K;, v} are the Kalman gain and innovation associated to the
interpretation ¢, on the tree leaf. Replacing (54) in (53) leads to

my
Xt =X + Y KL

(55
i=1
The covariance of the state estimate is3
Pt =F {[Xt — ﬁt][xt — Xt]T | Yt}
=F xtxtT — xtfc;[ — ﬁtxtT + ﬁtﬁtT |Y" 5 (56)
M M M

p1 P2 p2T P3

3For the sake of simplicity, we drop the dependence on the path K*.
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where

P' 2 E{xx{ |Y'} =) E{xx] |ir,Y'}op. (57)

The first term is

=> o [P+ %% (58)

The second term in (56) is

(1>

P2 L N "E{x%] |ir,Y'} o}

=0
my
= — ZE{Xt|’L.t,Yt}C¥;
=0

2T

==Y Xioj | %] = %% =P (59)
The third term is
P? 2 x,xT i ol = %% = P2 (60)
i=0
Combining (57) and (59) into (56) yields
P= i [P+ xi%;7] — %%/ (61)
i=0
where
= (I -K;C')P". (62)

Therefore, (61) can be written as
Za;K C'|P; + Za;&;&; —%,%x7. (63)
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