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1-D Transforms for the Motion Compensation
Residual

Fatih Kamisli, Student Member, IEEEand Jae S. Limkellow, IEEE

Abstract—Transforms used in image coding are also commonly and vertical directions. The new transforms adapt to lgcall
used to compress prediction residuals in video coding. Préttion  anisotropic features in images by performing the filteritomg
residuals have different spatial characteristics from imaes, and the direction where image intensity variations are smaflbis

it is useful to develop transforms that are adapted to prediton . hieved b ling the i intensiti | h
residuals. In this paper, we explore the differences betweethe IS achieved by resampling the 1mage Intensities along suc

characteristics of images and motion compensated predian directions [7], by performing filtering and subsampling on
residuals by analyzing their local anisotropic characterstics and  oriented sublattices of the sampling grid [9], by directibn
develop transforms adapted to the local anisotropic charaeris-  |ifting implementations of the DWT [10], or by various other
tics of these residuals. The analysis indicates that many g&ons means. Even though most of the work is based on the

of motion compensated prediction residuals have 1-D anisaipic Lo . .
characteristics and we propose to use 1-D directional trarfsrms DWT, similar ideas have been applied to DCT-based image

for these regions. We present experimental results with one compression [8].

example set of such transforms within the H.264/AVC codec ah . . o . . ) o

the results indicate that the proposed transforms can improe In video coding, prediction residuals of image intensities

the compression efficiency of motion compensated predictio coded in addition to image intensities. Many transformsehav

residuals over conventional transforms. been developed to take advantage of local anisotropicriestu
Index Terms—Discrete cosine transforms, Motion compensa- IN images. However, investigation of local anisotropicfeas

tion, Video coding in prediction residuals has received little attention pkrtion

of prediction residuals shows that locally anisotropictieas

are also present in prediction residuals. Unlike in image

intensities, a large number of pixels in prediction residua

N important component of image and video compressidrave negligibly small amplitudes. Pixels with large amyuliés
systems is a transform. A transform is used to transforeencentrate in regions which are difficult to predict. For

image intensities. A transform is also used to transform prexample, in motion compensation residuals, such regioas ar

diction residuals of image intensities, such as the mot@mn-c moving object boundaries, edges, or highly detailed textar

pensation (MC) residual, the resolution enhancementuakidgions. Therefore a major portion of the signal in MC resigual

in scalable video coding, or the intra prediction residual iconcentrates along such object boundaries and edgesnfprmi

H.264/AVC. Typically, the same transform is used to transfo 1-D structures along them. Such structures can be easily see

both image intensities and prediction residuals. For exampin Figure 1. As a result, in many regions anisotropic feature

the 2-D Discrete Cosine Transform (2-D DCT) is used tm MC residuals typically manifest themselves as locallp 1-

compress image intensities in the JPEG standard and MsTructures at various orientations. This is in contrastiiage

residuals in many video coding standards. Another exampigensities, which have 2-D anisotropic structures.

is the 2-D Discrete Wavelet Transform (2-D DWT), which , .

is used to compress images in the JPEG2000 standard an] this paper, we present block transforms specifically

high-pass prediction residual frames in inter-frame Wepe&gned_ for MC reS|duaIs._We f|rst_ analyze _the d_n‘feren(_:e

coding [1]. However, prediction residuals have differeputial between images and MC re_S|duaIs using b(_)th ylsual |_nsp_ect|o

characteristics from image intensities [2], [3], [4], [Bis of and an adaptlve_ auto-covariance characterlzanon. Tlalb_'as

interest therefore to study if transforms better than themed '€V€2lS some differences between images and MC residoals. |

for image intensities can be developed for prediction resisl  Particular, it shows how locally anisotropic features irages
Recently, new transforms have been developed that dppear in MC residuals. BaSed on this analysis, we propose

take advantage of locally anisotropic features in imagés [é‘e\_N trans_forms for_ MC residuals. We then show potenn_al

[7], [8], [9], [10]. A conventional transform, such as theJains achievable with a sample set of such transforms using

2-D DCT or the 2-D DWT, is carried out as a separablté1e reference software of H.264/AVC.

transform by cascading two 1-D transforms in the vertical The remainder of the paper is organized as follows. In

and horizontal dimensions. This approach favors horizoniection I, differing characteristics of images and MC desils
or vertical features over others and does not take advantage giscussed and analyzed. Then a sample set of block
of locally anisotropic features present in images. For @@m ransforms is introduced in Section IlI. Section IV disess

the 2-D DWT has vanishing moments only in the horizontglyrious aspects of a system implementation with these-trans

Authors are with the Department of Electrical Engineerimgl £omputer forms. Experimental results with the reference software of
Science, Massachusetts Institute of Technology, Caméyribli\, 02139 USA H-264/AVC are then. presented in Section V, and the paper
e-mail: fkamisli@mit.edu, jsim@mit.edu is concluded in Section VI.

I. INTRODUCTION
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(a) Image (b) Motion compensation (MC) residual

Fig. 1. Frame 10 of mobile sequence at CIF resolution and i&srivsidual predicted from frame 9 using ful-pel motion restiion with 8x8-pixel blocks.

II. ANALYSIS OF MOTION COMPENSATION RESIDUALS structures have 1-D characteristics. Such 1-D structuass c

This section first presents an empirical analysis of charactP€ €asily seen in the MC residual in Figure 1(b). Boundary
istics of images and motion compensated prediction relidud’ €dge regions in images, on the other hand, have typically
based on visual inspection using the image and its MC rekid§§100th structures on either side of the boundary or edge and
shown in Figure 1, and then provides an auto-covariand¥ir characteristics are 2-D. _
analysis that quantifies the discussed differences. Prior statistical characterizations of MC residuals faals

A common aspect of MC residuals is that smooth regio/? representing its auto-covariance with functions thavioe
can be predicted quite well. For example, the predicticﬁwdose fit to experimental data using one global model for the

residuals of uniform background regions in Figure 1(b) af@tire MC residual [4], [3], [3]. To show the differences of
negligibly small. The spatial correlation in smooth rega'on'ocal anisotropic characteristics in images and MC reé.sj.ua
of images is high and this enables successful prediction. ¢ Use two models for the auto-covariance of local regions.
motion compensated prediction, even if the underlying aroti ON€ IS @ separable model and the other generalizes it by
is not exactly translational, the high spatial correlatioh allowing the axes to rotate. We estimate the parameters of

pixels enables a quite accurate match between blocks in siféfS€ models from images and MC residuals and plot the
regions. In texture regions, prediction does not work ad w&Stimated parameters. These plots provide valuable ftssigh

as in smooth regions. For example, in Figure 1(b) the calenda .

picture on the top right corner contains many fine details ahy Auto-covariance models

prediction in this region does not work well. Even though A stationary Markov-1 signal has an auto-covariance given
the local variations in such regions can not be predicted, wety equation (1).

the local mean can be predicted well and the local mean of R(I) = p!! (1)

predicti.on' residuals in such regions is typically ZEr0. _For discrete-time stationary Markov-1 signals, the desorr
Prediction als_o does not work well around object boundarlf\asﬁng transform can be obtained analytically [11] and this

or edges_. Con_5|der the boundary of the ball and the boundﬁ%’nsform becomes the well-known DCT as correlation resiche

of the objects in the background, or the edges of the letters s maximum p — 1.) A 2-D auto-covariance function formed

the calendar'm Figure 1. I'n '."‘" these regions, thg boundarie from equation (1) using separable construction is given by
edges contain large prediction errors in the residual frdme equation (2)

motion compensated prediction, motion is typically notctiya Ry(I,J) = 1] |J] @)

translational and this results in a mismatch along an edge s P1 P2

or boundary and produces large prediction errors alongethd3ue to separable construction, the decorrelating transfor

structures. this auto-covariance is the 2-D DCT (as — 1, p2 — 1.)
Characteristics of images and MC residuals differ signiffhe good performance of the 2-D DCT in image compression

icantly around object boundaries or edges. It is the rapidly due to high correlation of neighboring pixels in imaged an

changing pixels along the boundary or edge of the origina] = p» = 0.95 has been considered a good approximation

image that can not be predicted well and large predictioorerr for typical images [11].

form along these structures in MC residuals. These strestur The separable model in equation (2) has also been used

are 1-D structures and the residuals concentrating on théseharacterize the MC residual and it has been reported that



in equations (2) and (3) best approximate the estimated non-
parametric auto-covariance, by minimizing the mean-sguar
error between the non-parametric auto-covariance esiarat

the models. In the minimization, we use lags less than foer (i
|1|,|J] < 4) because at large lags the number of overlapping
points becomes less and the estimates become noisy. We use
p1 for the larger covariance coefficient and fevary between

0° and180°. The estimation results are shown in Figure 3 for
the image and in Figure 4 for the MC residual. Each point in
the figures represents the estimate from one 8x8-pixel block

C. Estimated model parameters for images

First, consider the scatter plots shown in Figures 3(a) and
3(b). They were obtained from the image shown in Figure 1(a).
In the plot from the separable model (Figure 3(a)), the oint
fill most regions, except the northeast corner where hgth
Fig. 2. Comparison of separable and the generalizeq amm'an_ce models. gnd py are Iarge. This indicates that the paramet,elrsand
Use of the separable model corresponds to expanding trendéstvectorD . .
in the cartesian coordinate system. Use of the generalizatehtorresponds 2 have large variability when modeled with the separable
to expanding the distance vectft in a rotated coordinate system. model. In the plot from the generalized model (Figure 3(b)),

the points tend to concentrate in the southeast corner where
p1 is typically larger than0.5 and p, smaller than0.5.
the correlations are weaker than in images. Other modeks h&ignificantly fewer points have a; less than0.5 compared
been proposed to model the weaker correlations more phecide the separable case. This has two implications. First, the
[4], [5]. These models are global and were proposed to peovidariability of parameterg; and p, of the auto-covariance is
a closer fit to the average auto-covariance of the MC residuaHuced, when modeled with the generalized model. Reductio
obtained from different parts of a frame. All these modelsf variability is important as it can model the source better
are global and separable, and cannot adequately captale leeid may lead to better compression of the source. Second,

anisotropies in images and MC residuals. p1 Is typically larger thar0.5 and this means the generalized
To capture local anisotropies in images and MC residuafsodel can often capture high correlation from the source. Th
we use a generalized model, shown in equation (3). parametef adjusts itself such that; points along directions

' i with smaller variations than in the separable model. This is
Rg(g’ I, J) _ p|llcos(9)+Js’Ln(9)|p|27[szn(9)+‘]cos(9)|

This model has an additional degree of freedom provide * Py Py
by the parametef . The paramete® allows rotation of
the axes of the auto-covariance model and enables captul
local anisotropic features by adjusting to these features.
separable model is a special case of the generalized mo
The generalized model with = 0° is the separable model.
Figure 2 shows both models. Characterization of images w
similar generalized auto-covariance models have been m: s _ R |
[10]. Characterizations of images and MC residuals with tio_ 05 1P 0 05 e
separable model, or its derivatives, have also been made (a) Separable model (b) Generalized model
[11], [4], [5], [3]. However, MC residuals have not been

. : . . . Fig. 3. Scatter plots of f;,p2)-tuples estimated using the separable and
characterized with a direction-adaptive model. generalized auto-covariance models from the image shoviigiare 1.

105
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B. Estimation of parameters of auto-covariance models

We estimate the parameteps and p, for the separable
model, and the parameters, p. and 6 for the generalized
model from blocks of 8x8-pixels of the image and the M(
residual shown in Figure 1. We first use the unbiased estima
to estimate a non-parametric auto-covariance of each blo
This is accomplished by removing the mean of the bloco-
correlating the zero mean-block with itself, and dividing
each element of the correlation sequence by the number of
overlapping points used in the computation of that elememfg. 4. Scatter plots of¢,p2)-tuples estimated using the separable and
Then we find the parameters, p2 andé so that the models generalized auto-covariance models from the MC residuaivstin Figure 1.

0.5 B (X

05 U8 0 05 3,

(a) Separable model (b) Generalized model




consistent with the resampling and lifting methods in [7fian&2° g2
[10], which perform filtering along directions with smaller%15 %15
variations than the predefined horizontal or vertical dicets. 3 3
S 10 S 10
D. Estimated model parameters for MC residuals § §
. . . 0 0
We consider the scatter plots obtained from the MC residt  ° 50 g0 180 0 50 g0 150
shown in Figure 4(a) and 4(b). The plot obtained using the (@) Image (b) MC-residual

separable model (Figure 4(a)) has typicallp;asmaller than

0.5. This is in contrast to the typicah in Figure 3(a) which is Fig. 5. Histograms of estimated anglé} ¢f the generalized auto-covariance
larger than0.5. MC residuals usually are more random sinc&°de! from the image and MC residual in Figure 1.

they are the parts of images which could not be predicted well
and p; tends to be smaller.

Even though MC residuals are more random than images i ) i i
many regions of MC residuals still have some structure. TheBased on visual inspection of MC residuals and the results
separable model can not capture those well and producef gNe auto-covariance characterization in Section I, rgéa
small p; estimate. Figure 4(b) shows the estimatgecand ps number of Iogal regions in MC resmlluaIS consist of 1-D
when the auto-covariance of the MC residual is modeled wifiiructures, which follow object boundaries or edges prieisen
the generalized model. In this case, many more points hd(}¢ original image. This indicates that using 2-D transferm
a p1 larger than0.5 compared to the separable case (Figu?’é'th_ basis functions _that have 2-D support may not be the b(_ast
4(a)). The majority of the points have a large and a small choice for such regions. We propose to use transforms with
pa. basis functions whose support follow the 1-D structures of

In summary, if the auto-covariance of MC residuals iQ/IC residuals. Specifically, we propose to use 1-D directliona

e : transforms for MC residuals.
modeled with the separable model, estimatedand p,) are ) . .
both typically small. If the generalized model is used, then Smc_e we compress MC re5|_duals using the H'2.64/AVC
typically p; is large andp, is small. An estimated largg, codec in our experiments, we discuss sets of 1-D directional

indicates that some structure has been captured from thé I()tEansformg, specifically 1-D directionall DCT's, on 8x8-pix
region in the MC residual. The combination of a laygeand and 4x4-pixel blocks. We note that the idea of 1-D transforms

a small p> indicates that the structure exists only along thfé)r prediction residuals can also be extended to wavelet

L e transforms [12].
direction of thep,, indicating a 1-D structure. o .
~ ¢ The 1-D directional transforms that we use in our exper-

iments are shown in Figure 6. We use sixteen 1-D block
E. Comparison of estimated model parameters for images aff@nsforms on 8x8-pixel blocks and eight 1-D block transfer
MC residuals on 4x4-pixel blocks. Figure 6(a) shows the first five 1-D
) ) ) block transforms defined on 8x8-pixel blocks. The remaining
Figures 3 and 4 also illustrate the difference of the locallyjeyen are symmetric versions of these five and can be easily
anisotropic features between the image and the MC residuglyjyed. Figure 6(b) shows the first three 1-D block tramsfor

Consider the generalized auto-covariance charact@ie@i  jefined on 4x4-pixel blocks. The remaining five are symmetric
the image and the MC residual in Figures 3(b) and 4(b). {Rrsjons of these three and can be easily derived.

both plots, the majority of the points havepa larger than  g4ch of the 1-D block transforms consists of a number
0.5. However, the points in the_ plot of the MC reS|d_uaI havgs 1.p patterns which are all directed at roughly the same
a smallerp,. In other words, given anyp(, p2)-tuple in the gngle  which would correspond to the direction of the large
image characterization, the smaller covariance factooes ¢qyariance coefficient. For example, all 1-D patterns irfifitie
even smaller in the MC residual characterization. This i pjock transform defined on 8x8-pixel blocks or the third
a major difference in the statistical characteristics B®W 1.5 pjock transform defined on 4x4-pixel blocks are directed
images and the MC residuals. towards south-east. The angle is different for each of tiie 1-
block transforms and together they cou&0°, for both 8x8-
pixel blocks and 4x4-pixel blocks. Each 1-D patternin ariy 1-
block transform is shown with arrows in Figure 6 and defines
We also provide plots of the estimated anglé¥ ¢f the a group of pixels over which a 1-D DCT is performed. We
generalized auto-covariance model from the image and thete that these 1-D patterns have different lengths and tlo no
MC residual shown in Figure 1. The plots are shown in Figuextend to neighboring blocks, creating block transformat th
5. The highest peaks in the plots are at aro0Ad90° and can be applied on a block-by-block basis.
180°, where peaks a° and 180° correspond to horizontally Even though 1-D directional transforms improve the com-
aligned features, and a peak #t° corresponds to vertically pression of MC residuals for many regions, the 2-D DCT is
aligned features. This indicates that the image and MCuasidessential. There exist regions in MC residuals which can be
shown in Figure 1 have more horizontal and vertical featurbgtter approximated with 2-D transforms. Therefore, in our
than features along other directions. experiments, we use both 1-D directional transforms and the

IIl. 1-D DIRECTIONAL TRANSFORMS

F. Estimated anglesf] using the generalized model
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(a) First five out of sixteen 1-D transforms are shown. Eacbvar (b) First three out of eight 1-D transforms are shown. Eacbvaindicates
indicates a 1-D DCT on the tranversed pixels. Remainingeelev a 1-D DCT on the tranversed pixels. Remaining five transfoanes
transforms are symmetric versions. symmetric versions.

Fig. 6. 1-D directional transforms defined on (a) 8x8-pixkldcks and (b) 4x4-pixel blocks. Each transform consists aftimber of 1-D DCT'’s defined on
groups of pixels shown with arrows.

P o L

(a) Scans for 1-D transforms shown in Figure 6(a). (b) Scans for 1-D transforms shown in Figure 6(b).

Fig. 7. Scans used in coding the quantized coefficients oftlabsform defined on (a) 8x8-pixel blocks and (b) 4x4-pixelcks.

(a) Residual block (a) Residual block
(b) Transform coefficients (c) Transform coefficients (b) Transform coefficients (c) Transform coefficients
obtained with 2-D DCT obtained with 1-D Transform obtained with 2-D DCT obtained with 1-D Transform

Fig. 8. Comparison of 2-D DCT and 1-D directional transform an Fig. 9. Comparison of 2-D DCT and 1-D directional transform an
artificial residual block consisting of a diagonal 1-D sture (mid-gray level artificial residual block consisting of a vertical 1-D stiuie (mid-gray level
represents zero). To represent the residual block, 2-D D&tjliires many represents zero). To represent the residual block, 2-D D&kjliires many
nonzero transforms coefficients while the 1-D transformuies only one nonzero transforms coefficients while the 1-D transformuies only one
nonzero transform coefficient. nonzero transform coefficient.

2-D DCT. Encoders with 1-D transforms have access to 2-@efficients while the 1-D transform requires only one noaze
DCT and can adaptively choose to use one among the availaiénsform coefficient.
1-D transforms and the 2-D DCT. The second example is shown in Figure 9. The residual
To show the effectiveness of the proposed transforms Wwéock in this example consists of a vertical 1-D structure.
present two examples in Figures 8 and 9. Figure 8(a) sholigure 9(c) shows the transform coefficients obtained by
a sample residual block, Figure 8(b) shows the transformansforming the block with a 1-D transform aligned with
coefficients obtained by transforming the block with the Zhe vertical structure in the residual (the specific tramsfo
D DCT, and Figure 8(c) shows the transform coefficientssed is 1-D Transform #1 in Figure 6(a)), and this block can
obtained by transforming the block with a 1-D transfornbe represented with a single nonzero transform coefficient.
aligned with the structure in the residual (the specificsfarm The transform coefficients obtained by transforming theklo
used is 1-D Transform #5 in Figure 6(a)). The mid-gray leve&lith the 2-D DCT are shown in Figure 9(b). We note that the
in these figures represents zero, and the residual blockstensseparable 2-D DCT can be performed by first applying 1-D
of an artificially created 1-D structure aligned diagonafych transforms along the vertical dimension and then applying 1
a residual block can possibly be obtained from the predicti® transforms along the horizontal dimension. The first set of
of a local region which contains a diagonal edge separatihgrizontal 1-D transforms is equivalent to the 1-D transfor
two smooth regions in the original image block. To represensed in Figure 9(c). As a result, when performing the separab
this residual block, 2-D DCT requires many nonzero tramafor2-D DCT, the result of the first set of vertical 1-D transforms



provides already a good representation of the block (sintiethe beginning of the scan and coefficients more likely to be
only a single nonzero coefficient suffices, as shown in Figugaiantized to zero closer to the end of the scan. The other
9(c)), and applying the second set of horizontal 1-D tramsfo consideration is to group neighboring 1-D patterns into one
results in more nonzero coefficients. In summary, for rediduscan. The 1-D structures in prediction residuals are tylgica
blocks with a 1-D structure, even if the alignment of theoncentrated in one region of the 8x8-pixel block and the
structure is consistent with the directions of the 2-D tfama, 1-D transform coefficients representing them will therefor

1-D transforms can represent such blocks better. be concentrated in a few neighboring 1-D patterns. Hence,

grouping neighboring 1-D patterns into one scan enables

IV. INTEGRATION OF1-D TRANSFORMS INTO THE capturing those 1-D transform coefficients in as few scans as
H.264/AVC CODEC possible. More scans that consist of all zero coefficients ca

To integrate the proposed 1-D transforms into a codec,l%?d to more efficient overall coding of coefficients.

number of related aspects need to be carefully designedeThe

include the implementation of the transforms, quantizaté B. Coding of side information

the transform coefficients, coding of the quantized coeffits, ~ The identity of the selected transform for each block needs
and coding of the side information which indicates the delkc to be transmitted to the decoder so that the decoder can use
transform for each block. The overall increase of compyexithe correct inverse transform for each block. We refer te thi
of the codec is also an important aspect in practical implgformation as side information. In this paper, we use a &mp
mentations. procedure to code the side information.

In H.264/AVC, transform and quantization are merged If a macroblock uses 8x8-pixel transforms, then for each
together so that both of these steps can be implemeng@-pixel block, the 2-D DCT is represented with a 1-bit
with integer arithmetic using addition, subtraction antstift codeword, and each of the sixteen 1-D transforms is repre-
operations. This has many advantages including the remfuctsented with a 5-bit codeword. If a macroblock uses 4x4-pixel
of computational complexity [13]. In this paper, we useransforms, then for each 4x4-pixel block, the 2-D DCT can
floating point operations for these steps for simplicity.isThbe represented with a 1-bit codeword and each of the eight
does not change the results. We note that it is possible @D transforms can be represented with a 4-bit codeword.
merge the transform and quantization steps of our proposgigernatively, four 4x4-pixel blocks within a single 8x8xel
1-D transforms so that these steps can also be implementstk can be forced to use the same transform, which allows

with integer arithmetic. us to represent the selected transforms for these four 4x4-
pixel blocks with a single 4-bit codeword. This reduces the
A. Coding of 1-D transform coefficients average bitrate for the side information but will also regluc

Depending on the chosen entro coding  mode Ithe flexibility of transform choices for 4x4-pixel blocks.ew
H 2651)/ AC Q,’[he quantized transform cgéﬁicientsgcan be e4se this alternative method that forces the use of the same
coded using either context-adaptive variable-length x;oder"’“f]SfO.rm within an 8x8_—p|xel block in our experiments be-

cause it usually gives slightly better results.

(CAVLC mode) or context-adaptive binary arithmetic coding . L
(CABAC mode). In both cases, coding methods are adapted toWe note that the simple method that we used in this paper

the characteristics of the coefficients of the 2-D DCT. Iteal can be_ .|_mproved by designing codewords that exploit the
it would be best to design new methods which are adapt%?bab'“t'es of the selected transforms.
to the characteristics of the coefficients of the proposed 1- o
D transforms. For the experiments in this paper, howevér; Complexity increase of codec
we use the method in H.264/AVC in CAVLC mode with the Having a number of transforms to choose from increases
exception of the scan. We use different scans for each of tie complexity of the codec. An important consideration is
1-D transforms. the increase in encoding time. This increase depends on
Figure 7(b) shows the scans for the 1-D transforms defingthny factors of the implementation and can therefore vary
on 4x4-pixel blocks shown in Figure 6(b). These scans wecensiderably. Our discussion of the increase in encoding ti
designed heuristically so that coefficients less likely ® ks based only on the reference software of H.264/AVC in high
guantized to zero are closer to the beginning of the scan ar@mplexity encoding mode.
coefficients more likely to be quantized to zero are closer toln high-complexity encoding mode, RD (Rate Distortion)
the end of the scan. Scans for the remaining 1-D transformgtimized encoding is performed, where each availablengpdi
defined on 4x4 blocks are symmetric versions of those aption for a macroblock or smaller blocks is encoded and the
Figure 7(b). option(s) with the smallest RD-cost is chosen. The implemen
For transforms defined on 8x8-pixel blocks, H.264/AVQGation within the reference software is designed for gdnera
generates four length-16 scans instead of one length-6% sqaurpose processors and executes each command successively
when entropy coding is performed in CAVLC mode. Figuraith no parallel processing support. Therefore, each apdin
7(a) shows the four length-16 scans for each of the 1-@ption is encoded successively. Within each coding option,
transforms defined on 8x8-pixel blocks shown in Figure 6(agach block is encoded with each available transform. Hence,
These scans were designed based on two considerations. theeamount of time spent on transform (T), quantization
is to place coefficients less likely to be quantized to zeoset (Q), entropy coding of quantized coefficients (E), inverse



guantization (Q), and inverse transform (T) computationength codes (CAVLC). Rate-distortion (RD) optimizatics i
increases linearly with the number of available transformgerformed in high-complexity mode. In this mode, all poksib
The factor of increase would be equal to the number afacroblock coding options are encoded and the best option is
transforms if the computation of the additional transformshosen. Selection of the best transform for each block  als
(and inverse transforms) takes the same amount of time as pleeformed with RD optimization by encoding each block with
conventional transform. Because the conventional tramsfoevery available transform and choosing the transform whith t
is 2-D while our proposed transforms are 1-D, the factor gimallest RD cost.
increase can be represented wiifV;., where Ny, is the We encode the first 20 frames for the 720p sequence
number of transforms and is a scaling constant less tharand the first 180 frames for all other sequences. The first
1. The increase of the overall encoding time is typically équérame is encoded as an I-frame, and all remaining frames
to the increase in TQEQT computation time because othae encoded as P-frames. Since these experiments focus on
relevant computations, such as computing the RD-cost df edbe MC residual, intra macroblocks use always the 2-D DCT
transform, are negligible. and inter macroblocks choose one of the available transform
The TQEQT computation time is a fraction of the overaflor each block. Motion estimation is performed with quarter
encoding time. In our experiments on P-frames with 8x8blogixel accuracy and the full-search algorithm using all ke
transforms, abouwt0% of the encoding time is used on TQEQTblock-sizes.
computations with the conventional transform. The incgeas We evaluate encoding results with bitrate (in kbit/sec) and
in encoding time is a factor 0.8 (=17a30% + 70% where PSNR (in dB). The bitrate includes all encoded information
« = 1). The actual increase is expected to be significantly leggluding transform coefficients from luminance and chromi
than 5.8 with a more accurate choice of and integer-point nance components, motion vectors, side information for cho
implementations of transform computations. sen transforms, and all necessary syntax elements andbtontr
The decoding time does not increase. The decoder still usatormation. The PSNR, however, is computed from only the
only one transform for each block, which is the transfornt théuminance component. The proposed transforms are used only
was selected and signaled by the encoder. In fact, the degodior the luminance component, and coding of chrominance
time can decrease slightly because the decoder now uses ¢emponents remains unchanged.
transforms for some blocks and 1-D transforms require less

computations than the 2-D DCT. A. Rate-Distortion plots
We first present experimental results with Rate-Distortion
V. EXPERIMENTAL RESULTS curves for two sequences. Figure 10 shows Bitrate-PSNR plot

for Foreman (QCIF resolution) and Basket (CIF resolution)
L sequences. The results are provided for two encoders which
perf_ormance of th? proposed 1.'D d|rect|_onal transforms ve both access to 4x4 and 8x8 sizes but different types of
motion compensation (MC) residuals using the H.264/AV ansforms. It can be observed that 4x4-and-8x8-1D hasbett

codec (JM reference software 10.2). We compare the Co%’mpression performance at all encoding bitrates.

pression performance of the proposed transforms with tha‘tlt can also be observed that the (horizontal or vertical} sep

of the conventio_nal transform (2-D DCT.) We also study thg .0 between the 4x4-and-8x8-2Ddct and 4x4-and-8x8-1D
gﬁect of blo‘.:k sizes for the transform_s. Hence, each erco ots increases with increasing picture quality. This ¢afly

in our experiments has access to a different set of transfor nslates to a higher PSNR improvement at higher picture
which r(;]/ay vary I?} size ?Imgl in type. The available sizes afﬁjalities. It also implies a higher percentage bitrate rgavi
4x4 an or 8X8.' The available types @Bdct (2-D DCT).or at higher picture qualities for many sequences. For example
LD (1-D directional transforms.) Note that e_ncoders wiilh the PSNR improvement is 0.1dB at 75kb/s and 0.47dB at
type transfqrms ha_\ve access to the conventional tranSfai’E”_n’325kb/s for the Foreman sequence. Similarly, the percentag
discussed in Section Ill. As a result, we have the followmgitrate savings are 2.24% at 32dB and 8.15% at 39dB. The

We present experimental results to illustrate the compress

encoders. increase of separation between the plots is in part because a
o 4x4-2Ddct higher picture qualities, the fraction of the total bitratsed
+ 4x4-1D (includes 4x4-2Ddct) to code the transform coefficients of the MC residual data is
« 8x8-2Ddct larger than at lower picture qualities. For example, for the
« 8x8-1D (includes 8x8-2Ddct) Foreman sequence, about 30% of the entire bitrate is used
« 4x4-and-8x8-2Ddct to code the transform coefficients of the MC residual data at
« 4x4-and-8x8-1D (includes 4x4 and 8x8-2Ddct) low picture qualities and 55% at high picture qualities. The

Some detail of the experimental setup is as follows. Wewer the fraction is, the lower will be the impact of imprave
use 11 QCIF 176x144) resolution sequences at 30 framessompression efficiency through the useldd transforms on
per-second (fps), 4 CIF352x288) resolution sequences at 3the overall bitrate saving. An additional factor that irases
fps, and one 720p1@80x720) resolution sequence at 60 fpsthe separation between Bitrate-PSNR plots at higher mctur
All sequences are encoded at four different picture qualitualities is the transmitted side information that indésat
levels (with quantization parameters 24, 28, 32 and 36 )clwhithe chosen transforms. At lower picture qualities, the side
roughly corresponds to a range of 30dB to 40dB in PSNformation requires a higher fraction of the entire be#rand
Entropy coding is performed with context-adaptive vamablbecomes a larger burden.
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B. Bjontegaard-Delta bitrate results

To present experimental results for a large number
sequences we use the Bjontegaard-Delta (BD) bitrate met
[14]. This metric measures the average horizontal distan
between two Bitrate-PSNR plots, giving the average bitrate
saving over a range of picture qualities of one encoder with
respect to another encoder. Using the BD-bitrate metrig, thig. 11. Average bitrate savings (using BD-bitrate metfid]] of several
comparisons of encoders with accessl{o transforms with encode(s with access tbD transforms with_ respect to enct_)ders Wit_h only

. . . . conventional transform(s). Each plot provides savingswhiferent sized
encoders with access 2D dct transform(s) is shown in Figure yansforms are available.
11. Figure 11(a) compares 4x4-1D to 4x4-2Ddct, Figure 11(b)
compares 8x8-1D to 8x8-2Ddct, and Figure 11(c) compares
4x4-and-8x8-1D to 4x4-and-8x8-2Ddct. The average bitrate
savings are 4.1%, 11.4% and 4.8% in each of Figures 11(8)’
11(b) and 11(c). '

Bitrate savings depend on the block size of the transforms,
which is typically also the block size for prediction. Bitea
savings are largest when encoders which have access t¥ideo sequences coded with 1-D transforms have in general
only 8x8-pixel block transforms are compared and smallesetter overall visual quality. Although the improvements a
when encoders which have access to only 4x4-pixel blockt obvious, they are visible in some regions in the recon-
transforms are compared. This is in part because the distinc structed frames. Regions with better visual quality tyfhca
between 2-D transforms and 1-D transforms becomes lésslude sharp edges or object boundaries. Figure 12 compare
when block-size is reduced. For example, for 2x2-pixel képc a portion of the reconstructed fram@1 of highway sequence
the distinction would be even less, and for the extreme ca%@CIF) coded with 4x4-2Ddct and 4x4-1D #9.90 kb/s and
of 1x1-pixel blocks, there would be no difference at all.  20.43 kb/s, respectively. The stripes on the road are cleaner

The results also show that the bitrate savings depend on #mal the poles on the sides of the road are sharper in the frame
characteristics of the video sequences. The ranking iroperfreconstructed with 4x4-1D. Figure 13 compares a portion of
mance among different sequences tends to remain unchandpedreconstructed framgl of basket sequence (CIF) coded
among the three cases. Theidge — ¢ — gcif sequence has with 8x8-2Ddct and 8x8-1D ati438 kb/s and 1407 kb/s,
the largest savings and theiss — a — qcif sequence has therespectively. The shoulders and faces of the players aaeete
smallest savings in Figures 11(a), 11(b) and 11(c). in the frame reconstructed with 8x8-1D.
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(a) 4x4-2Ddct

(b) 4x4-1D

Fig. 12. Comparison of a portion of the reconstructed framie of highway
sequence (QCIF) coded with 4x4-2Ddct and 4x4-1D%00 kb/s and20.43
kb/s, respectively. Fram&01 was coded a83.117 dB PSNR using80 bits
with the 4x4-2Ddct and &3.317 dB PSNR using32 bits with the 4x4-1D.

D. Bitrate for coding side information

The encoder sends side information to indicate the chos
transform for each block. The side information can be
significant fraction of the overall bitrate. Figure 14 shows (b) 8x8-1D
the average percentage of the bitrate used to code the side _ _

. L Fig. 13. Comparison of a portion of the reconstructed fraiheof basket
information in the 4x4-and-8x8-1D encoder for each seq‘:"engequence (CIF) coded with 8x8-2Ddct and 8x8-1D1488 kb/s and1407
These numbers are averages obtained from encoding resuli®/, respectively. Framel was coded aR8.834 dB PSNR using49360
all picture quality levels using quantization parametetsZ8, bits with the 8x8-2Ddct and &9.166 dB PSNR usingt7632 bits with the
32 and 36. The average percentage bitrate used to code the

side information is 4.4%.

We note that the percentage of the bitrate used to code #id-8x8-1D. These are averages obtained from all sequences
side information for each individual sequence in Figurea)4(at all picture qualities. The lowest fraction is used by -
correlates with the average bitrate savings of that seque®d the highest fraction is used by 8x8-1D. The 4x4-1D uses
shown in Figure 11(c). For example,iss—a—qcif sequence a 1-bit (2-D DCT) or a 4-bit (1-D transforms) codeword for
has the smallest bitrate savings in Figure 11(c), and teeery four 4x4-pixel blocks with coded coefficients, and the
smallest percentage bitrate to code the side information §%8-1D uses a 1-bit or a 5-bit codeword for every 8x8-pixel
Figure 14. In general, if sequengehas larger bitrate savingsblock with coded coefficients. In addition, the probabilaf
than sequencs, then sequencd also has a larger percentageising a 1-D transform is higher in 8x8-1D than in 4x4-1D.
bitrate for the side information. This is because bitratérgss
typically happen when the prediction residuals of the sagee E. Probabilities for selection of transforms
have morel D structures. This means more frequentuséof  How often each transform is selected is presented in Figure
transforms relative t@-D DCT, which in turn implies a larger 15. Probabilities obtained from all sequences for the 4xd-a
bitrate for the side information. 8x8-1D encoder are shown in Figure 15(a) for low picture

The average percentages of bitrate used to code the digelities and in Figure 15(b) for high picture qualitiescén
information for different encoders are as follows. Among thbe observed that the 2-D DCT’s are chosen more often than
encoders with access td) transforms, the average percentthe other transforms. A closer inspection reveals thatgusih-
ages are 3.6% for 4x4-1D, 5.9% for 8x8-1D and 4.4% for 4x4it codeword to represent the 2-D DCT and a 4-bit codeword
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Fig. 14. Average percentages of total bitrate used to catke isformation Fig. 16. Average bitrate savings of an encoder with acceg@€xdirectional

of 4x4-and-8x8-1D for all sequences. Numbers are obtaired &ll encoded transforms [8] with respect to an encoder with only conwerdl 2-D DCT

picture qualities. transforms for MC residuals. Specifically, 4x4-and-8x8-2& 4x4-and-8x8-
2Ddct.

(5-bit in case of 8?<8—p|xel_transforms) to represent the 1'then as a 2-D transform for a given block of the MC residual.
transforms is consistent with the numbers presented irethes

figures.
F. Comparison with 2-D Directional Transforms

In this section, we compare a specific directional block
transform proposed for image compression with our 1-D trans
forms on MC residuals. These directional block transforms,
proposed by Zeng et al. [8] are 2-D directional DCT's togethe
with a DC separation andDC correction method borrowed
from the shape-adaptive DCT framework in [15].

We present experimental results with these transforms from
______ g [8]. These transforms are 2-D directional block transforms
ﬁﬁﬁﬁﬁﬁﬁ designed to exploit local anisotropic features in images. |

is typical to use transforms that are originally developed f
(a) Low picture quality (QP=36) image compression, to compress prediction residuals. Our
intent here is to provide experimental evidence indicativay
although 2-D directional transforms can improve compm@ssi
efficiency for images [8], they are worse than 1-D transforms
o 1 for improving compression efficiency of MC residuals.

For the experiments, we have complemented the six trans-
forms in [8] with another eight transforms to achieve finer
directional adaptivity (which is comparable to the adaptiv
ity of our proposed transforms) in case of 8x8-pixel block
LLLLLL g transforms. For 4x4-pixel block transforms, we designed si

transforms using the techniques provided in [8]. The saanni
patterns for the transform coefficients were also taken from
(b) High picture quality (QP=24) [8] and coding of the chosen transform is done similar to the
coding of the proposed 1-D directional transforms.

We compare an encoder withD directional transforms
(including 2-D DCT) to an encoder witBDdct transforms

At low picture qualities, the probability of selection is%8 " Figure 16. Specifically, we compare 4x4-and-8x8-2D direc
for both 2-D DCT's, and 42% for all 1-D transforms. Atlional transforms with 4x4-and-8x8-2Ddct on MC residuals.
high picture qualities, the probabilities are 38% for botb 2 The average bitrate saving 1S 1.8%, WhICh. IS I-ower than the
DCT's, and 62% for all 1-D transforms. The 1-D transform@VErage saving obtained withD transforms in Figure 11(c),

are chosen more often at higher picture qualities. ChoosiWé1iCh was 4.8%.
the 2-D DCT costs 1-bit, and any of the 1-D transforms 4-bits
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Fig. 15. Average probability of selection for each transfoat different
picture quality levels for 4x4-and-8x8-1D.

(5-bits for 8x8-pixel block transforms). This is a smallerst VI. CONCLUSIONS AND FUTURE WORK
for 1-D transforms at high bitrates relative to the avaiabl In this paper, we proposed 1-D directional transforms for
bitrate. the compression of motion compensation (MC) residuals. MC

Note that the 2-D DCT is the most often selected transformesiduals have different spatial characteristics fromgesa
but when all 1-D transforms are combined, the selectidoth signals have locally anisotropic features, but thagre
probabilities of the 2-D DCT and all 1-D transforms aracteristics are different. Unlike in images, local regidns
roughly equal. This means that a 1-D transform is chosen M€ residuals have many pixels with amplitudes close to zero.
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Pixels with large amplitudes concentrate in regions whieh a13] T. Wiegand, G. Sullivan, G. Bjontegaard, and A. LutHi@verview of
difficult to predict, such as moving object boundaries, @dge the h.264/avc video coding_ standardircuits and Systems for Video

. . . Technology, IEEE Transactions owol. 13, no. 7, pp. 560-576, July
or highly detailed texture regions, and form 1-D structures 553
along them. Hence a significant portion of anisotropic fesgtu [14] G. Bjontegaard, “Calculation of average psnr differes between rd-
in MC residuals have 1-D characteristics, suggesting tiee Lﬁ%} P Kok and &St '%%ZS&%Qﬁ?@pELf with bidsed dc sep-
of 1-D transforms for such regions. Experimental results aration and dc correctionCircuits and Systems for Video Technology,
using a sample set of such transforms within the H.264/AVC IEEE Transactions anvol. 8, no. 3, pp. 237-242, Jun 1998.
codec illustrated the potential improvements in compogssi
efficiency. Gains depend on the characteristics of the video
and on the block size used for prediction.

In our experiments, we did not design coefficient coding

methods that are adapted to the characteristics of coefificie
of the proposed transforms. Instead, we changed only the
scanning pattern of transform coefficients and the remain-
ing coding methods were not modified. These methods are
adapted to the characteristics of the conventional tramsfo
Characteristics of coefficients of the proposed transforars
be different and adapting to these characteristics canawepr
the overall compression efficiency. Another area for futugg
research is to investigate potential gains achievable ti¢h
proposed transforms in compressing other prediction vedsd ?
such as the intra prediction residual in H.264/AVC, resohut
enhancement residual in scalable video coding, or the digp
compensation residual in multi view video coding.
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